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Introduction

The Autonomous Agents and MultiAgent Systems (AAMAS) conference series brings together researchers from
around the world to share the latest advances in the field. It provides a marquee, high-profile forum for research in
the theory and practice of autonomous agents and multiagent systems. AAMAS 2002, the first of the series, was held
in Bologna, followed by Melbourne (2003), New York (2004), Utrecht (2005), Hakodate (2006), Honolulu (2007),
Estoril (2008), Budapest (2009) and Toronto (2010). You are now about to enter the proceedings of AAMAS 2011,
held in Taipei, Taiwan, as AAMAS celebrates its 10th anniversary as the successful merger of three related events
that had run for some years previously.

In addition to the general track for the AAMAS 2011 conference, submissions were invited to three special tracks:
a Robotics track, a Virtual Agents track and an Innovative Applications track. The aims of these special tracks
were to give researchers from these areas a strong focus, to provide a forum for discussion and debate within the
encompassing structure of AAMAS, and to ensure that the impact of both theoretical contributions and innovative
applications were recognized. Each track was chaired by a leader in the field: Maria Gini for the robotics track,
James Lester for the virtual agents track, and Peter McBurney for the innovative applications track. The special
track chairs provided critical input to selection of Program Committee (PC) and Senior Program Committee (SPC)
members, and to the reviewer allocation and the review process itself. The final decisions concerning acceptance of
papers were taken by the AAMAS 2011 Program Co-chairs in discussion with, and in full agreement with the special
track chairs.

Only full paper submissions were solicited for AAMAS 2011. The general, robotics, virtual agents, and innovative
applications tracks received 452, 31, 51, and 41 submissions respectively, for a total of 575 submissions.

After a thorough and exciting review process, 126 papers were selected for publication as Full Papers each of which
was allocated 8 pages in the proceedings and allocated 20 minutes in the Program for oral presentation. Another
123 papers were selected as Extended Abstracts and allocated 2 pages each in the proceedings. Both Full Papers
and Extended Abstracts are presented as posters during the conference.

Of the submissions, more than half (338) have a student as first author, which indicates an exciting future for the
field. Representation under all submissions of topics (measured by first keyword) was broad, with top counts in
areas such as teamwork, coalition formation, and coordination (31), distributed problem solving (30), game theory
(30), planning (26), multiagent learning (24), and trust, reliability and reputation (17).

We thank the PC and SPC members of AAMAS 2011 for their thoughtful reviews and extensive discussions. We
thank Maria Gini, James Lester and Peter McBurney for making the Robotics, the Virtual Agents and the Innovative
Applications tracks a success. We thank Michael Rovatsos for putting together the proceedings. Finally, we thank
David Shield for his patience and support regarding Confmaster during every stage between the submission process
and the actual AAMAS 2011 event. The Program represents the intellectual motivation for researchers to come
together at the Conference, but the success of the event is dependent on the many other elements that make up
the week especially the tutorials, workshops, and doctoral consortium. We thank all members of the Conference
Organising Committee for their dedication, enthusiasm, and attention to detail, and wish to particularly thank
Von-Wun Soo as Chair of the Local Organising Committee for his contributions.

Kagan Tumer and Pınar Yolum,
AAMAS 2011 Program Co-Chairs

Peter Stone and Liz Sonenberg,
AAMAS 2011 General Co-Chairs
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Thomas Ågotnes (University of Bergen)
Noa Agmon (University of Texas, Austin)
H. Levent Akin (Bogaziçi University)
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ABSTRACT
We present a dialogue system that allows agents to exchange ar-
guments in order to come to an agreement on how to act. When
selecting arguments to assert, an agent uses a model of what is im-
portant to the recipient agent. The system lets the agents agree to
an action that each finds acceptable, but does not necessarily de-
mand that they resolve their differing preferences. We present an
analysis of the behaviour of our system and develop a mechanism
with which an agent can develop a model of another’s preferences.

Categories and Subject Descriptors
I.2.11 [AI ]: Distributed AI—multi-agent systems

General Terms
Theory, Design, Performance

Keywords
agreement, argumentation, dialogue, strategy, deliberation, action

1. INTRODUCTION
Agents engaged in a deliberation dialogue share the aim to reach

an agreement about how to act in order to achieve a particulargoal
[19]. Deliberating agents are co-operative in that they each aim for
agreement; however, individually they may each wish to influence
the outcome in their own favour. We assume that agents do not mis-
lead one another and will come to an agreement wherever possible;
however, each agent aims to satisfy its own preferences.

We build on an existing system for deliberation that provides
a dialogue strategy which allows agents to come to an agreement
about how to act, despite the fact that they may have different pref-
erences and thus may each be agreeing for different reasons [6];
this system couples a dialectical setting with formal methods for
argument evaluation and allows strategic manoeuvring in order to
influence the dialogue outcome. The analysis of the simple strategy
defined in [6] provides a foundation upon which we build here in
order to investigate a more sophisticated strategy that takes into ac-
count theproponent’s(that is, the agent who asserts the argument)
perception of therecipient(the agent who receives the argument).

We present a novel deliberation strategy, which allows a pro-
ponent to use its perception of the recipient to guide its dialogue
behaviour, and we perform a detailed analysis of the behaviour of
our system. Such an analysis is crucial as it allows one to determine
which applications our system is suitable for; it can also guide the

Cite as: Choosing persuasive arguments for action, E.Black and K. Atkin-
son,Proc. of 10th Int. Conf. on Autonomous Agents and Multiagent
Systems (AAMAS 2011), Tumer, Yolum, Sonenberg and Stone (eds.),
May, 2–6, 2011, Taipei, Taiwan, pp. 905-912.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

development of new deliberation strategies with properties that do
not hold for the strategy presented here.

The type of investigation presented here is commonly missing
from comparable dialogue systems (in part because historically such
work has focussed on defining rules to constrain dialogue inter-
action, rather than on strategies for manoeuvring within the con-
straints); our analysis gives us a better understanding of how the
strategy design affects dialogue outcome, which is crucialif we are
to deploy dialogue systems effectively.

We also present a mechanism that enables agents to model pref-
erence information about others. When presenting proposals to oth-
ers, a key consideration is how the proposal appears to the recipi-
ent; if an option presented does not meet the preferences of other
dialogue participants, then it will be rejected. We presenta mecha-
nism with which an agent can develop a model of what is important
to another agent and show how it can be used to help agents make
proposals that are more likely to be agreeable.

Our paper is structured thus: in Sect. 2 we present the reason-
ing mechanism (recapitulated from [6]) through which agents can
construct and evaluate arguments about action; in Sect. 3 wedefine
the dialogue system, which is adapted from that presented in[6] in
order to allow a proponent to take into account its model of the re-
cipient when selecting an utterance to make; a detailed analysis of
the behaviour of the dialogue system is given in Sect. 4 and Sect. 5
presents our mechanism for modelling another agent; we consider
related work in Sect. 6; Sect. 7 concludes the paper.

2. PRACTICAL ARGUMENTS
Our account is based upon a popular approach to argument char-

acterisation, whereby argumentation schemes and criticalquestions
are used as presumptive justification for generating arguments and
attacks between them [18]. Arguments are generated by an agent
instantiating ascheme for practical reasoningwhich makes explicit
the following elements: the initial circumstances where action is
required; the action to be taken; the new circumstances thatarise
through acting; the goal to be achieved; the social value promoted
by realising the goal in this way. The scheme is associated with
a set of characteristic critical questions (CQs) that can beused
to identify challenges to proposals for action that instantiate the
scheme. An unfavourable answer to a CQ will identify a poten-
tial flaw in the argument. Since the scheme makes use of what are
termed as ‘values’, this caters for arguments based on subjective
preferences as well as more objective facts. Such values represent
qualitative social interests that an agent wishes (or does not wish)
to uphold by realising the goal stated [3].

To enable the practical argument scheme and critical questions
approach to be precisely formalised for use in automated systems,
in [2] it was defined in terms of an Action-based Alternating Transi-
tion System (AATS) [20], which is a structure for modelling game-
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like multi-agent systems where the agents can perform actions in
order to attempt to control the system in some way. Hence, we use
an adaptation of the formalisms (first presented in [5]) to define a
Value-based Transition System(VATS) as follows.
Definition 1: A value-based transition system(VATS) for an
agentx, denotedSx, is〈Qx, qx

0 , Acx, Avx, ρx, τx, Φx, πx, δx〉 s.t.:
Qx is a finite set ofstates;
qx
0 ∈ Qx is the designatedinitial state;

Acx is a finite set ofactions;
Avx is a finite set ofvalues;
ρx : Acx 7→ 2Qx

is an action precondition function, which for
each actiona ∈ Acx defines the set of statesρ(a) from whicha
may be executed;
τx : Qx×Acx 7→ Qx is a partialsystem transition function, which
defines the stateτx(q, a) that would result by the performance of
a from stateq—n.b. as this function is partial, not all actions are
possible in all states (cf. the precondition function above);
Φx is a finite set ofatomic propositions;
πx : Qx 7→ 2Φx

is an interpretation function, which gives the set
of primitive propositions satisfied in each state: ifp ∈ πx(q), then
this means that the propositional variablep is satisfied (equiva-
lently, true) in stateq; and
δx : Qx ×Qx ×Avx 7→ {+,−, =} is avaluation function, which
defines thestatus(promoted (+), demoted (−), or neutral (=)) of
a valuev ∈ Avx ascribed by the agent to the transition between
two states:δx(q, q′, v) labels the transition betweenq andq′ with
respect to the valuev ∈ Avx.
Note,Qx = ∅ ↔ Acx = ∅ ↔ Avx = ∅ ↔ Φx = ∅.

An agent has its own individual VATS; any two agents’ VATSs
arenot necessarilythe same. Given its VATS, an agent can now in-
stantiate the practical reasoning argument scheme in orderto con-
struct arguments for (or against) actions to achieve a particular goal
because they promote (or demote) a particular value.
Definition 2: An argument constructed by an agentx from its
VATSSx is a 4-tupleA = 〈a, p, v, s〉 s.t.: qx = qx

0 ; a ∈ Acx;
τx(qx, a) = qy; p ∈ πx(qy); v ∈ Avx; δx(qx, qy , v) = s where
s ∈ {+,−}. We define the functions:Act(A) = a; Goal(A) = p;
Val(A) = v; Sign(A) = s. If Sign(A) = +(−resp.), then we
sayA is a positive (negative resp.) argumentfor (against resp.)
action a. We denote theset of all arguments an agentx can
construct from Sx as Argsx; we let Argsx

p = {A ∈ Argsx |
Goal(A) = p}. The set ofvaluesfor a set of argumentsX is de-
fined asVals(X ) = {v | A ∈ X andVal(A) = v}.

If we take a particular argument for an action, it is possibleto
generate attacks on that argument by posing the various CQs re-
lated to the practical reasoning argument scheme. In [2], details
are given of how the reasoning with the argument scheme and pos-
ing CQs is split into three stages:problem formulation, where the
agents decide on the facts and values relevant to the particular situa-
tion under consideration for constructing and, if necessary, aligning
their VATSs;epistemic reasoning, where the agents determine the
current situation with respect to the structure formed at the previ-
ous stage; andaction selection, where the agents develop, and eval-
uate, arguments and counter arguments about what to do. Here, we
assume that the agents’ problem formulation and epistemic reason-
ing are sound and that any dispute between them relating to these
stages has been resolved; hence, we do not consider the CQs that
arise in these stages. That leaves CQ5-CQ11 for consideration (as
numbered in [2]):
CQ5: Are there alternative ways of realising the same consequences?
CQ6: Are there alternative ways of realising the same goal?
CQ7: Are there alternative ways of promoting the same value?

CQ8: Does the action have a side effect that demotes the value?
CQ9: Does the action have a side effect that demotes another value?
CQ10: Does doing the action promote some other value?
CQ11: Does doing the action preclude some other action that would
promote some other value?

We do not consider CQ5 or CQ11 further, as the focus here is
to agree to an action that achieves thegoal; hence, incidental con-
sequences (CQ5) and other potentially precluded actions (CQ11)
are of no interest. We focus instead on CQ6-CQ10; agents partici-
pating in a deliberation dialogue use these CQs to identify attacks
on proposed arguments for action. These CQs generate a set of
arguments for and against different actions to achieve a particular
goal, where each argument is associated with a motivating value.
To evaluate the status of these arguments we use a Value BasedAr-
gumentation Framework (VAF), an extension of the argumentation
frameworks (AF) of Dung [10] (introduced in [3]). In an AF an ar-
gument is admissible with respect to a set of arguments S if all of its
attackers are attacked by some argument in S, and no argumentin
S attacks an argument in S. In a VAF an argument succeeds in de-
feating an argument it attacks if its value is ranked higher than the
value of the argument attacked; a particular ordering of thevalues
is characterised as anaudience. Arguments in a VAF are admissible
with respect to an audience A and a set of arguments S if they are
admissible with respect to S in the AF which results from remov-
ing all the attacks which are unsuccessful given the audience A. A
maximal admissible set of a VAF is known as apreferred extension.

Although VAFs are often considered abstractly, here we givean
instantiation in which we define the attack relation betweenthe ar-
guments. Condition 1 of the following attack relation allows for
CQ8 and CQ9; condition 2 allows for CQ10; condition 3 allows for
CQ6 and CQ7. Note that attacks generated by condition 1 are not
symmetrical, whilst those generated by conditions 2 and 3 are.
Definition 3: An instantiated value-based argumentation frame-
work (iVAF ) is defined by a tuple〈X ,A〉 s.t.X is a finite set of ar-
guments andA ⊂ X×X is theattack relation. A pair (Ai, Aj) ∈
A is referred to as “Ai attacksAj” or “ Aj is attacked byAi”.
For two argumentsAi = 〈a, p, v, s〉, Aj = 〈a′, p′, v′, s′〉 ∈ X ,
(Ai, Aj) ∈ A iff p = p′ and either: (1)a = a′, s = − and
s′ = +; or (2) a = a′, v 6= v′ ands = s′ = +; or (3) a 6= a′ and
s = s′ = +.
An audiencefor an agentx over the valuesV is a binary relation
Rx ⊂ V × V that defines atotal orderoverV where exactly one
of (v, v′), (v′, v) is a member ofRx for any distinctv, v′ ∈ V . If
(v, v′) ∈ Rx we say thatv is preferred to v′, denotedv �x v′.
We say that an argumentAi is preferred to the argumentAj in
the audienceRx, denotedAi �x Aj , iff Val(Ai) �x Val(Aj).
If Rx is an audience over the valuesV for the iVAF〈X ,A〉, then
Vals(X ) ⊆ V .

We use the term ‘audience’ to be consistent with the literature.
Note, however, audience does not refer to the preference of asetof
agents; rather, it represents a particular agent’s preferences.

Given an iVAF and a particular agent’s audience, we can deter-
mine acceptability of an argument as follows. Note that if anattack
is symmetric, then an attack only succeeds in defeat if the attacker
is more preferredthan the argument being attacked; however, as in
[3], if an attack is asymmetric, then an attack succeeds in defeat if
the attacker isat least as preferredas the argument being attacked.
Definition 4: LetRx be an audience and let〈X ,A〉 be an iVAF.
For (Ai, Aj) ∈ A s.t. (Aj , Ai) 6∈ A, Ai defeatsAj underRx if
Aj 6�x Ai.
For (Ai, Aj) ∈ A s.t. (Aj , Ai) ∈ A, Ai defeatsAj underRx if
Ai �x Aj .
An argumentAi ∈ X is acceptable w.r.tS underRx (S ⊆ X ) if:
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Move Format
open 〈x, open, γ〉
assert 〈x, assert, A〉
agree 〈x, agree, a〉
close 〈x, close, γ〉

Table 1: Format for moves used in deliberation dialogues:γ is
a goal;a is an action;A is an argument;x is an agent identifier.

for everyAj ∈ X that defeatsAi underRx, there is someAk ∈ S
that defeatsAj underRx.
A subsetS of X is conflict-free underRx if no argumentAi ∈ S
defeats another argumentAj ∈ S underRx.
A subsetS ofX is admissibleunderRx if: S is conflict-free inRx

and everyA ∈ S is acceptable w.r.tS underRx.
A subsetS ofX is apreferred extensionunderRx if it is a maxi-
mal admissible set underRx.
An argumentA is acceptablein the iVAF〈X ,A〉 under audience
Rx if there issomepreferred extension containing it.

We can define awinning valuefor an iVAF and a particular
agent’s audience: a value is a winning value for an agent if there
is an argument that promotes that value and is acceptable under the
agent’s audience. Note that the winning value is not necessarily
the most preferred, rather the one that motivates some undefeated
argumentfor an action.
Definition 5: LetRx be an audience and〈X ,A〉 be an iVAF. The
valuev is awinning value in 〈X ,A〉 underRx iff ∃A ∈ X s.t.A
is acceptable in〈X ,A〉 underRx, Sign(A) = + andVal(A) = v.

It is clear (from the definition of an iVAF) that if all the argu-
ments that appear in an iVAF relate to the same goal, then there is
at most one winning value for a given audience. (Proofs are omitted
here, for details please see [7].)
Proposition 1:LetRx be an audience and let〈X ,A〉 be an iVAF. If
∀A, A′ ∈ X , Goal(A) = Goal(A′) andv andv′ are both winning
values in〈X ,A〉 underRx, thenv = v′.

We have defined a mechanism with which an agent can deter-
mine attacks between arguments for and against actions; it can then
use an ordering over the values that motivate such arguments(its
audience) in order to determine their acceptability. Next,we define
our dialogue system, which significantly enhances that presented in
[6] in order to allow a proponent to take into account its perception
of the recipient’s audience.

3. DIALOGUE SYSTEM
The communicative acts in a dialogue are calledmoves. We as-

sume that there are always exactly two agents (participants) taking
part in a dialogue, each with its own identifier taken from theset
I = {Ag1, Ag2}. Each participant takes it in turn to make a move
to the other. We refer to participants using the variablesx andx
such that:x is 1 if and only if x is 2; x is 2 if and only if x is 1.

A move in our system is of the form〈Agent,Act, Content〉.
Agent is the identifier of the agent generating the move,Act is
the type of move, and theContent gives the details of the move.
The format for moves used in deliberation dialogues is shownin
Table 1, and the set of all moves meeting the format defined in
Table 1 is denotedM. Note,Sender : M 7→ I is a function such
thatSender(〈Agent,Act, Content〉) = Agent.

We now informally explain the different types of move: anopen
move〈x, open, γ〉 opens a dialogue to agree on an action to achieve
the goalγ; an assertmove 〈x, assert, A〉 asserts an argumentA
for or against an action to achieve a goal that is the topic of the
dialogue; anagreemove 〈x, agree, a〉 indicates thatx agrees to
performing actiona to achieve the topic; aclosemove〈x, close, γ〉
indicates thatx wishes to end the dialogue.

A dialogue is simply a sequence of moves, each of which is in-
dexed by the timepoint when the move was made. Exactly one
move is made at each timepoint.
Definition 6: A dialogue, denotedDt, is a sequence of moves
[m1, . . . , mt] involving two participants inI = {Ag1, Ag2}, where
t ∈ N and the following conditions hold: (1)m1 is a move of
the form 〈x, open, γ〉 wherex ∈ I; (2) Sender(ms) ∈ I for
1 ≤ s ≤ t; (3) Sender(ms) 6= Sender(ms+1) for 1 ≤ s < t.
Thetopic of the dialogueDt is returned byTopic(Dt) = γ. The
set of all dialogues is denotedD.

The first move of a dialogueDt must always be an open move
(condition 1 of the previous definition), every move of the dialogue
must be made by a participant (condition 2), and the agents take
it in turns to send a move (condition 3). In order to terminatea
dialogue, either: two close moves must appear one immediately
after the other in the sequence (amatched-close); or two moves
agreeing to the same action must appear one immediately after the
other in the sequence (anagreed-close).
Definition 7: Let Dt be a dialogue s.t.Topic(Dt) = γ. We
say that either : ms (1 < s ≤ t) is a matched-close forDt

iff ms−1 = 〈x, close, γ〉 and ms = 〈x, close, γ〉; elsems (1 <
s ≤ t) is an agreed-close forDt iff ms−1 = 〈x, agree, a〉 and
ms = 〈x, agree, a〉. We sayDt has afailed outcome iff mt is a
matched-close, whereas we sayDt has asuccessful outcomeof a
iff mt = 〈x, agree, a〉 is an agreed-close.

So a matched-close or an agreed-close will terminate a dialogue
Dt but only if Dt has not already terminated.
Definition 8: Let Dt be a dialogue.Dt terminates at t iff mt is
a matched-close or an agreed-close forDt and¬∃s s.t. s < t,
Dt extendsDs (i.e. the firsts moves ofDt are the same as the
sequenceDs) andDs terminates ats.

We shortly give the particular protocol and strategy functions
that allow agents to generate deliberation dialogues. First, we in-
troduce some subsidiary definitions. At any point in a dialogue,
an agentx can construct an iVAF from the union of the arguments
it can construct from its VATS and the arguments that have been
asserted by the other agent; we call thisx’s dialogue iVAF.
Definition 9: A dialogue iVAF for an agentx participating in a di-
alogueDt is denoteddVAF(x,Dt). If Dt is the sequence of moves
= [m1, . . . , mt], then dVAF(x, Dt) is the iVAF 〈X ,A〉 where
X = Argsx

Topic(Dt) ∪{A | ∃mk = 〈x, assert,A〉(1 ≤ k ≤ t)}.
An action isagreeableto an agentx if and only if there is some

argumentfor that action that is acceptable inx’s dialogue iVAF
under the audience that representsx’s preference over values. Note
that the set of actions that are agreeable to an agent may change
over the course of the dialogue.
Definition 10: An actiona is agreeablein the iVAF〈X ,A〉 un-
der the audienceRx iff ∃A = 〈a, γ, v, +〉 ∈ X s.t. A is ac-
ceptable in〈X ,A〉 underRx. We denote theset of all actions
that are agreeable to an agentx participating in a dialogue Dt

as AgActs(x,Dt), s.t. a ∈ AgActs(x,Dt) iff a is agreeable in
dVAF(x,Dt) underRx.

A protocol is a function that returns the set of moves that are
permissible for an agent to make at each point in a particulartype
of dialogue. Here we give a protocol for deliberation. It takes the
dialogue that the agents are participating in and the identifier of the
agent whose turn it is and returns the set of permissible moves.
Definition 11: Thedeliberation protocol for agentx is a function
Protocolx : D 7→ ℘(M). Let Dt be a dialogue (1 ≤ t) s.t.
Sender(mt) = x andTopic(Dt) = γ.

Protocolx(Dt) = P ass
x (Dt) ∪ P ag

x (Dt) ∪ {〈x, close, γ〉}
where the following are sets of moves andx′ ∈ I:
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P ass
x (Dt) = {〈x, assert, A〉 | Goal(A) = γ

and
¬∃mt′ = 〈x′, assert, A〉(1 < t′ ≤ t)

P ag
x (Dt) = {〈x, agree, a〉 | either

(1)mt = 〈x, agree, a〉
else
(2)(∃mt′ = 〈x, assert, 〈a, γ, v, +〉〉(1 < t′ ≤ t))

and
( if ∃mt′′ = 〈x, agree, a〉
then ∃A,mt′′′ = 〈x, assert, A〉

(t′′ < t′′′ ≤ t))}
The protocol states that it is permissible to assert an argument

for or against an action to achieve the topic of the dialogue as long
as that argument has not previously been asserted in the dialogue.
An agent can agree to an action that has been agreed to by the
other agent in the preceding move (condition 1 ofP ag

x ); otherwise
an agentx can agree to an action that has been proposed by the
other participant (condition 2 ofP ag

x ) as long as ifx has previously
agreed to that action, thenx has since then asserted some new ar-
gument. This is because we want to avoid the situation where an
agent keeps repeatedly agreeing to an action that the other agent
will not agree to: if an agent makes a move agreeing to an action
and the other agent does not wish to also agree to that action,then
the first agent must before being able to repeat its agree movein-
troduce some new argument that may convince the second agentto
agree. Agents may always make a close move.

We have thus defined a protocol that determines which moves it
is permissible to make during a dialogue; however, an agent still
has considerable choice when selecting which of these permissible
moves to make. In order to select one of the permissible moves, an
agent uses a particular strategy. Informally, the strategythat we will
shortly define selects a move as follows: if it is permissibleto make
a move agreeing to anagreeableaction, then make such an agree
move; else, if it is permissible to assert an argumentfor anagree-
able action, then assert some such argument; else, if it is permis-
sible to assert an argumentagainstan action thatis not agreeable,
then assert some such argument; else make a close move. When the
strategy results in a choice of more than one agree or assert move,
an agent must rely on two further functions for selecting from a set
of either permissible assert or permissible agree moves.

When selecting a particular assert move, a proponent makes use
of its model of the recipient. In particular, when faced witha choice
of arguments to assert, an agent will choose one with a motivating
value that it believes is highly ranked by the recipient. Thus, a
proponent needs to model what it believes could be the recipient’s
winning value. We define a function that takes a value and, fora
given dialogue and recipient, maps to the interval between0 and
1; the higher the output of this function, the more the proponent
believes that the value is the recipient’s winning value.
Definition 12: A recipient value model is given by the function
Modelsx

x : D × Avx 7→ [0, 1] (x, x ∈ I).
Note, there are many ways this function could be initialisedat the

beginning of a dialogue. For example: we could initialise all values
to 0.5; information from past interactions could be used to guide the
initial values; or in highly co-operative settings it may make sense
to assume that the agents share similar views, so the values could
be initialised to mirror the proponent’s value preference.

A proponent selects an argument to assert as follows: if there is
a choice of more than one argument to be asserted, then the agent
will choose to assert one such argument such that of all the other
arguments it could assert, it does not believe that the values that
motivate them are more likely to be the recipient’s winning value

than that which motivates the selected argument.
Definition 13: LetΨ = {〈x, assert, A1〉, . . . , 〈x, assert, Ak〉}.
The functionPickass returns achosen assert moves.t.
if Pickass(Ψ) = 〈x, assert, Ai〉 (1 ≤ i ≤ k), then¬∃j (1 ≤ j ≤
k) s.t.Modelsx

x(Val(Aj)) > Modelsx
x(Val(Ai))

We also require a function that allows an agent to select a partic-
ular permissible move to make from a set of agree moves (denoted
Pickag). Our analysis in the next section does not depend on the
definition ofPickag, hence we do not definePickag here but leave
it as a parameter of our system (in its simplest form,Pickag may
return an arbitrary agree move from the input set).

We are now able to define adeliberation strategy. It takes the
dialogueDt and returns exactly one of the legal moves.
Definition 14: Thestrategy for an agentx is a functionStratx :
D 7→M given in Figure 1.

A well-formed dialogueis a dialogue that has been generated by
two agents each following this strategy.
Definition 15: A well-formed dialogue is a dialogueDt s.t. ∀t′
(1 ≤ t′ ≤ t), Sender(mt′) = x iff Stratx(Dt′−1) = mt′

We now give a short example. There are two participants,Ag1
andAg2, who have the shared goal of doing something together on
Saturday (ActivityForSat). The relevant values for this scenario
arecompany(C), promoted by spending time with the other agent,
variety (V ) promoted by doing an activity the agent has not done
recently,distance(D), promoted by doing a nearby activity, and
money(M ), promoted by cheap activities. The participants have
the following audiences.

C �Ag1 D �Ag1 V �Ag1 M
M �Ag2 V �Ag2 D �Ag2 C

To save space, we only considerAg1’s recipient value model of
Ag2, which is initialised as follows (presumably based on some
background knowledge thatAg1 has). ModelsAg2

Ag1(D
1, val) = 1

iff val = C; 0.9 iff val = D; 0.8 iff val = V or val = M .
The agents’ initial dialogue iVAFs can be seen in Figs. 2 and 3,

where the nodes represent arguments and are labelled with the ac-
tion that they are for (or the negation of the action that theyare
against) and the value they are motivated by. The arcs represent
the attack relation and a double circle round a node means that the
argument that it represents is acceptable to that agent.

Picnic

Picnic

Picnic

urant
Resta−

MC

D

C

Figure 2: AgentAg1’s dialogue iVAF at t = 1, dVAF(Ag1,D1).

¬Picnic

V

¬Resta−
urant

D

Figure 3: AgentAg2’s dialogue iVAF at t = 1, dVAF(Ag2,D1).

AgentAg2 starts the dialogue with the movem1. At this point
there are two arguments that are acceptable toAg1:
〈Restaurant,ActivityForSat,C, +〉;
〈Picnic, ActivityForSat,C, +〉.
Agent Ag1 currently believes thatC is most likely the winning
value forAg2 (asModelsAg2

Ag1(D
1, C) = 1) and so it selects an

argument motivated byC to assert.
m1 = 〈Ag2, open, ActivityForSat〉
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Stratx(Dt) = Pickag(S
ag
x )(Dt) iff Sag

x (Dt) 6= ∅
Stratx(Dt) = Pickass(S

prop
x )(Dt) iff Sag

x (Dt) = ∅ andSprop
x (Dt) 6= ∅

Stratx(Dt) = Pickass(S
att
x )(Dt) iff Sag

x (Dt) = Sprop
x (Dt) = ∅ andSatt

x (Dt) 6= ∅
Stratx(Dt) = 〈x, close, Topic(Dt)〉 iff Sag

x (Dt) = Sprop
x (Dt) = Satt

x (Dt) = ∅
where the choices for the moves are given by the following subsidiary functions withx′ ∈ {x, x} andTopic(Dt) = γ
Sag

x (Dt) = {〈x, agree, a〉 ∈ P ag
x (Dt) | a ∈ AgActs(x, Dt)}

Sprop
x (Dt) = {〈x, assert, A〉 ∈ P ass

x (Dt) | A ∈ Argsx
γ, Act(A) = a, Sign(A) = +

anda ∈ AgActs(x,Dt)}
Satt

x (Dt) = {〈x, assert, A〉 ∈ P ass
x (Dt) | A ∈ Argsx

γ, Act(A) = a, Sign(A) = −,
a 6∈ AgActs(x, Dt) and
∃mt′ = 〈x′, assert, A′〉(1 ≤ t′ ≤ t) s.t.
Act(A′) = a andSign(A′) = +}

Figure 1: The strategy function selects a move according to the following preference ordering (starting with the most preferred): an
agree (ag), a proposing assert (prop), an attacking assert (att), a close (close).

m2 = 〈Ag1, assert, 〈Restaurant,ActivityForSat,C, +〉〉
This new argument is added toAg2’s dialogue iVAF, to give

dVAF(Ag2,D2) (Fig. 4).

urant
¬Resta− Resta−

urant
C

¬Picnic

VD

Figure 4: AgentAg2’s dialogue iVAF at t = 2, dVAF(Ag2,D2).

AsAg2 actually prefers valueD to valueC, this new argument is
not acceptable to it. In fact, there are no actions currentlyagreeable
to Ag2 (as there are no acceptable arguments for an action in its
dialogue iVAF) and soAg2 makes an attacking move by asserting
its argument against going to the restaurant (as it is far away).

m3 = 〈Ag2, assert, 〈Restaurant,ActivityForSat,D,−〉〉
This new argument is added toAg1’s dialogue iVAF, to give

dVAF(Ag1,D3) (Fig. 5). AsAg2 did not agree toAg1’s sugges-
tion to go to a restaurant for good company,Ag1 now has reason
to believe that in factC is unlikely to be the winning value forAg2
and so it decrements its recipient value model for this valuefrom 1
to 0.8: ModelsAg2

Ag1(D
3, C) = 0.8.

Picnic

Picnic

Picnic

urant
Resta−

MC

D

C
D

¬Resta−
urant

Figure 5: AgentAg1’s dialogue iVAF at t = 3, dVAF(Ag1,D3).
Agent Ag1 still finds both picnic and restaurant agreeable ac-

tions. As it has already asserted its argument for going to the restau-
rant, it must now choose one of its arguments for going for a picnic
to assert. It currently believes thatD is likely the winning value for
Ag2 and so chooses an argument motivated by this value.

m4 = 〈Ag1, assert, 〈Picnic, ActivityForSat,D, +〉〉
This new argument is added toAg2’s dialogue iVAF, to give

dVAF(Ag2,D4) (Fig. 6). AsAg2 in fact prefers valueV to value
D, the proposed action of going for a picnic is not agreeable to
Ag2, and so it asserts its argument against this action.

m5 = 〈Ag2, assert, 〈Picnic, ActivityForSat, V,−〉〉

urant
¬Resta− Resta−

urant

D C

Picnic

D

¬Picnic

V

Figure 6: AgentAg2’s dialogue iVAF at t = 4, dVAF(Ag2,D4).

This new argument is added toAg1’s dialogue iVAF, to give
dVAF(Ag1,D5) (Fig. 7). AsAg2 did not agree toAg1’s sugges-

tion to go for a picnic as it is nearby,Ag1 now has reason to believe
that in factD is unlikely to be the winning value forAg2 and so it
decrements its recipient value model for this value from0.9 to 0.7:
ModelsAg2

Ag1(D
5, D) = 0.7.

Picnic

Picnic

urant
Resta−

MC

C
D ¬Resta−

urant D
Picnic

¬Picnic

V

Figure 7: AgentAg1’s dialogue iVAF at t = 5, dVAF(Ag1,D5).
Agent Ag1 still finds going for a picnic agreeable, but it now

believes that eitherM or V is likely to be the winning value for
Ag2. Hence, it asserts its argument for going for a picnic that is
motivated by the valueM .

m6 = 〈Ag1, assert, 〈Picnic, ActivityForSat,M, +〉〉

urant
¬Resta−

¬Picnic

urant
Resta−

C

Picnic

M

Picnic

D

V

D

Figure 8: AgentAg2’s dialogue iVAF at t = 6, dVAF(Ag2,D6).
This new argument is added toAg2’s dialogue iVAF, to give

dVAF(Ag2,D6) (Fig. 8). AsAg1 is now right in believing that
M is the winning value forAg1, Ag1 finds this new argument
acceptable and so agrees to going for a picnic. AgentAg2 also
agrees to this action and the dialogue terminates successfully.

m8 = 〈Ag1, agree, P icnic〉
m9 = 〈Ag2, agree, P icnic〉
This example illustrates how agents can reach an agreement on

an action to achieve a joint goal despite their differing preferences
over values; it also shows how an agent may update is model of
another’s winning value based on their dialogue behaviour.

4. ANALYSIS OF THE SYSTEM
In [6], an analysis is given of a more abstract version of the

dialogue system discussed here in which neitherPick function is
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specified, hence the results of [6] all hold for the specialised ver-
sion of the dialogue system that we present here. In particular: all
dialogues generated by our system terminate; if the dialogue termi-
nates with a successful outcome of actiona, thena is agreeable to
both agents at the end of the dialogue; if there is an actiona that
is agreeable to both agents when the dialogue terminates, then the
dialogue terminates with a successful outcome.

However, for the dialogue system defined in [6], it is sometimes
the case that even when there is an action that is agreeable toeach
agent given the union of their arguments (i.e. agreeable in thejoint
iVAF 〈X ,A〉 under each agent’s audience, whereX = Argsx

γ ∪
Argsx

γ ), the dialogue may still terminate unsuccessfully. As we
have now instantiated thePickass function we are able to present a
more detailed analysis of when a dialogue generated by the system
will terminate successfully.

First we need to show that if there is an action that is agreeable to
both agents in the joint iVAF and that action is agreeable to one of
the agentsat the end of the dialogue, then the dialogue will termi-
nate with a successful outcome. (This following lemma holdsfor
any instantiation of thePick functions.)
Lemma 1:LetDt be a well-formed deliberation dialogue that ter-
minates att where〈X ,A〉 is the joint iVAF (X = Argsx

γ∪Argsx
γ ).

If there exists an actiona s.t. a is agreeable in the joint iVAF
〈X ,A〉 under bothRx andRx anda is agreeable indVAF(x, Dt)
underRx, then the dialogue terminates with a successful outcome.

We can now show that if there is an action agreeable to both
agents in the joint iVAF such thatat any point in the dialogue
that action is agreeable tox who knows correctly whatx’s win-
ning value is, then the dialogue will terminate successfully.
Proposition 2:LetDt be a well-formed deliberation dialogue that
terminates att where〈X ,A〉 is the joint iVAF (X = Argsx

γ ∪
Argsx

γ ), the valuev is the winning value in〈X ,A〉 underRx, and
the actiona is agreeable in the joint iVAF〈X ,A〉 under bothRx

andRx. If there existst′ s.t. Dt extendsDt′ and there exists an
argumentA for a s.t. A is acceptable indVAF(x,Dt′) underRx

andModelsx
x(Di, V al) = 1 iff V al = v, thenDt terminates with

a successful outcome.
It is interesting to note that it is not always the case that ifthere

is an action that is agreeable to both agents in the joint iVAFand
that is agreeable to one of the agents at some point in the dialogue,
then the successful outcome of the dialogue will be an actionthat
is agreeable to both agents in the joint iVAF. For example, consider
the situation where:ArgsAg1

γ = {〈a1, γ, v2, +〉, 〈a2, γ, v1,−〉};
ArgsAg2

γ = {〈a2, γ, v3, +〉, 〈a2, γ, v4,−〉}; v4 �Ag1 v3 �Ag1

v2 �Ag1 v1; v1 �Ag2 v3 �Ag2 v2 �Ag2 v4. If we construct the
joint iVAF for this example, then we see that the actiona1 is agree-
able to both agents and the actiona2 is agreeable to neither (given
the union of their arguments); however, the dialogue generated will
terminate successfully witha2 as the outcome. This observation
is important as it helps to determine the suitability of the strategy
defined here for particular applications: if it is imperative that the
outcome arrived at is the ‘best’ possible (in the sense that it is agree-
able to each participant given the union of their knowledge), then
the strategy we give here is not suitable; whilst if we simplydesire
that agents reach some agreement, then our strategy may suffice.

There are situations where there is an action agreeable to each
agent in the joint iVAF and yet the dialogue still does not terminate
successfully (for example, if there is no action agreeable to at least
one of the agents at the start of the dialogue). The detailed analysis
that we give here of when and why a dialogue terminates success-
fully is invaluable for the future design of deliberation systems that
aim to avoid this situation. Our investigation takes steps towards an

understanding of how the design of a deliberation strategy and the
subjective preferences of agents affect dialogue behaviour.

5. MODELLING AGENT PREFERENCES
We have shown that if a proponent can correctly model the re-

cipient’s winning value for the joint iVAF and there is an action
agreeable to each given the joint iVAF, then if that action isat any
point agreeable to the proponent, the dialogue will terminate suc-
cessfully. We now consider how a proponent may aim to correctly
model the recipient’s winning value. Whilst there is much existing
work on reasoning about another agent’s beliefs, we are not aware
of any work that aims at modelling another agent’s values.

In order to design a modelling mechanism, we consider what it
means to be a winning value. Recall: (Def. 5) a value is a winning
value for an agent in an iVAF if there is apositiveargument that
promotesthat value and that is acceptable under the agent’s audi-
ence (and so it is not necessarily the most preferred value);(Prop.
1) an agent has at most one winning value for a particular iVAF
where all arguments relate to the same goal (since we are deal-
ing with deliberation dialogues with a particular topic, weassume
henceforth that all the arguments in an iVAF relate to the same
goal).

We can show (all proofs in [7]) that if there is no winning value
for an iVAF under a particular audience, then it must be the case
that for everypositiveargumentfor an action, there is anotherneg-
ative argumentagainstthat action whose value is at least as pre-
ferred. Thus there is only one special case in which there is no
winning value for an agent in an iVAF, justifying our approach of
modelling what is likely to be an agent’s winning value.
Proposition 3:Let〈X ,A〉 be an iVAF s.t. there is no winning value
under audienceRx. If ∃〈a, p, v, +〉 ∈ X , then∃〈a, p, v′,−〉 s.t.
(v, v′) 6∈ Rx.

Now we consider what it means if there is an argument motivated
by the winning value that is not acceptable. We can show that if
there is an argumentfor an action that is motivated by the winning
value but that is not acceptable, then there must be an argument
againstthat action that is at least as preferred.
Proposition 4: Let 〈X ,A〉 be an iVAF s.t.v is the winning value
underRx. If ∃A = 〈a, p, v, +〉 ∈ X s.t. A not acceptable in
〈X ,A〉 underRx, then∃A′ = 〈a, p, v′,−〉 s.t. (v, v′) 6∈ X .

The previous result considers an iVAF in whichv is an agent’s
winning value. However, we are concerned with modelling there-
cipient’s winning valuein the joint iVAF , which the agents do not
have access to (since this is built from the agents’ private knowl-
edge). Thus we must also consider the relationship between an
iVAF and its subgraphs. We show that ifv is a winning value in
an iVAF, but there is an argument for an actiona motivated byv
that is not acceptable in a subgraph, then either: there mustbe an
argument against that action in the subgraph that is at leastas pre-
ferred; else there must be an argument in the subgraph for some
other actiona′ that is motivated by a more preferred value thanv
and there must be an argument that is in the iVAF but not in the
subgraph against actiona′ that defeats this argument.
Proposition 5:Let 〈X ,A〉, 〈X ′,A′〉 be iVAFs s.t.X ′ ⊆ X . If v is
the winning value in〈X ,A〉 underRx but A = 〈a, p, v, +〉 is not
acceptable in〈X ′,A′〉 underRx, then either: (1)∃〈a, p, v′,−〉 ∈
X ′ s.t. (v, v′) 6∈ Rx; else (2)∃〈a′, p, v′, +〉 ∈ X ′ s.t. (v′, v) ∈
Rx and∃〈a′, p, v′′,−〉 ∈ X \ X ′ s.t. (v′, v′′) 6∈ Rx.

Let us now consider the case where a proponent asserts a positive
argument for an actiona motivated by the valuev, wherev is the
recipient’s winning value in the joint iVAF, and the recipient does
not respond with an agree move. From Prop. 5 we see that there
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are two possible cases.
Case 1:The recipient has a negative argumentagainsta that is

motivated by a value that the recipient prefers at least as much asv.
In this case,a cannot be agreeable to the recipient in the joint iVAF
(sincev is the recipient’s winning value, therefore all acceptable
positive arguments must be motivated byv, and any such argument
for a will be defeated by the recipient’s argument againsta).

Case 2: The recipient has a positive argument for some other
actiona′ that is motivated by a valuev′ that it prefers more tov
and the proponent has an unasserted negative argument against a′

that is motivated by a valuev′′ that the recipient prefers at least as
much asv′.

As v is the recipient’s winning value, there must be a positive
argument in the joint iVAF that is motivated byv and acceptable
under the recipient’s audience, thus there must be at least one posi-
tive argument motivated byv and known to the proponent that falls
under Case 2 (since a negative argument that defeats an argument in
the recipient’s dialogue iVAF will also defeat that argument under
the recipient’s audience in the joint iVAF). Therefore, if apropo-
nent has asserted all of its positive arguments motivated byv and
not elicited an agree, the only way thatv can be the recipient’s win-
ning value is if the proponent has an unasserted argument against
every action agreeable to the recipient that succeeds in defeat under
the recipient’s audience.

If the proponent knows no unasserted negative arguments, then
Case 2 above cannot hold, therefore further limiting the chance of
v being the winning value.

We can use these insights to define a simple mechanism for up-
dating an agent’sModels function. This function maps each value
to the interval between 0 and 1; the higher the output of the function
the more the proponent believes that the value is the winningvalue
for the recipient (Def. 12). For reasons of space, here we only con-
sider the case where the proponent has asserted an argument for an
action motivated byv and the recipient does not then agree to that
action. As we have seen, if the following conditions also hold, the
proponent has extra reason to believe thatv is not the recipient’s
winning value:

- the proponent knows no unasserted negative arguments;
- the proponent knows no unasserted positive arguments

motivated byv;
- the proponent knows no unasserted positive arguments

motivated byv and knows no unasserted negative arguments
(in this case it is not possible thatv is the recipient’s winning
value).

We use an update functionSub(Modelsx
x(Dt, v), N) that decre-

mentsModelsx
x(Dt, v) byN (whilst respecting the function’s range

boundaries) and captures these situations as follows:
Definition 16: Let Dt be a dialogue s.t.dVAF(x,Dt) = 〈X ,A〉,
AssArgs = {A | ∃i(1 ≤ i ≤ t) s.t.mi = 〈_, assert, A〉},
mt−1 = 〈x, assert, 〈a, p, v, +〉〉, andmt 6= 〈x, agree, a〉.
Agentx updates its recipient value modelModelsx

x as follows.
If 6 ∃A ∈ X s.t.
(Sign(A) = +, Val(A) = v andA 6∈ AssArgs

then if 6 ∃A′ ∈ X s.t.Sign(A′) = − andA′ 6∈ AssArgs,
Modelsx

x(Dt, v) := 0,
elseModelsx

x(Dt, v) := Sub(Modelsx
x(Dt−1, v), 0.4).

Otherwise
if 6 ∃A ∈ X s.t.Sign(A) = − andA 6∈ AssArgs,
then Modelsx

x(Dt, v) := Sub(Modelsx
x(Dt−1, v), 0.2).

Otherwise
Modelsx

x(Dt, v) := Sub(Modelsx
x(Dt−1, v), 0.1).

In the example in Sect. 3, agentAg1 updates its recipient value
model in this manner.

We have thus given a principled mechanism with which an agent
can model another agent’s winning value, based on their dialogue
behaviour. Our mechanism is not intended to be complete, it needs
also to consider situations in which it is appropriate to increment
the function output for a particular value. Also, the figuresthat
our update mechanism uses for the decrements (which reflect the
strength of the reason that the proponent has to believe thatv is not
the recipient’s winning value) could be further refined (particularly
with empirical analysis). However, our simple mechanism illus-
trates how detailed theoretical analysis of system behaviour can be
useful in designing dialogue strategies.

6. RELATED WORK
Our proposal uses the same underlying dialogue framework as

in [5]; however, that work is only similar in that it uses the same
dialogue representation. The system defined in [5] is concerned
not with deliberation but with a type of inquiry dialogue; itensures
that all relevant arguments are asserted, after which a shared value
ordering is applied to determine the outcome.

The system here builds directly on that presented in [6]. We have
extended that work by defining a function that allows a proponent
to select arguments to assert based on its perception of whatis im-
portant to the recipient. By specifying the strategy thus, we have
been able to perform a more detailed analysis of the behaviour of
the system than was previously possible; this fundamental analysis
moves us towards a better understanding of the design of dialogue
strategies that are suitable for particular applications.We have also
provided a mechanism with which an agent can model what is im-
portant to the other participant.

Other works allow a proponent to select arguments suited to a
particular recipient. In [11] a proponent selects sets of arguments
likely to resonate with the recipient by considering the recipient’s
desires, whilst [17] investigates how a proponent may use the re-
cipient’s personality to guide argument selection; however, both of
these works deal with monological rather than dialogical argumen-
tation. The dialogue system proposed in [13] allows an agentto
use a model of its opponent’s goals and beliefs to select arguments;
however, [13] does not consider value based arguments, and the
behaviour of the system is not analysed as we have done here.

Deliberation dialogues are considered by [12, 16]. In [12] ar-
gument evaluation is not done in terms of AFs, and strategiesfor
reaching agreement are not considered; [16] focusses on goal se-
lection and planning. Practical reasoning using argumentation in
agent systems has been addressed by Amgoud and colleagues (see
e.g. [1]), but in this work the focus is not on the dialogical aspects
nor is there an element to model other participants’ preferences.

The proposal of [4] considers how to find particular audiences
for which only certain arguments are acceptable and how prefer-
ences over values emerge through a dialogue; however, it assumes
a static argument graph within which agents are playing moves,
whilst agents in our system construct argument graphs dynamically.

The work of [8] allows AFs of individual agents to be merged; it
aims to characterise the sets of arguments acceptable by thewhole
group of agents using notions of joint acceptability. In ourwork, an
agent develops its own individual graph and uses this to determine
if it finds an action agreeable, thus maintaining its subjective view.

Prakken [14] considers how agents can come to a public agree-
ment despite their internal views of argument acceptability conflict-
ing, allowing them to make explicit attack and surrender moves.
However, Prakken does not explicitly consider value-basedargu-
ments, nor does he discuss particular strategies.

Strategic argumentation has been considered in other work.In
[9] a dialogue game for persuasion is presented that is basedon
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one originally proposed in [19] but makes use of Dungian AFs.
Strategies in [9] concern reasoning about an opponent’s beliefs,
as opposed to about action proposals with subjective preferences.
Strategies for reasoning with value-based arguments are considered
in [3], where the objective is to create obligations on the opponent
to accept some argument based on his previously expressed pref-
erences. In [3], a fixed joint VAF is assumed, whilst our agents
dynamically construct individual dialogue iVAFs. Neither[9] or
[3] gives an analysis of how strategy affects dialogue behaviour.

A related emerging area is the application of game theory to ar-
gumentation (e.g. [15]). This work has investigated situations un-
der which rational agents will not have any incentive to lie about or
hide arguments; although concerned mainly with protocol design,
it is likely such work will have implications for strategy design.

7. CONCLUDING REMARKS
We have presented a dialogue system for joint deliberation,where

the agents involved may each have different preferences yetall
want an agreement to be reached. The novel strategy that we have
defined allows a proponent to take account of the recipient’spref-
erences. The initial analysis that we presented gives us a better
understanding of how strategy design affects dialogue behaviour.
Furthermore, we have also provided a mechanism to enable a di-
alogue participant to model what is likely to be the winning value
for the other participant; it can then use this model to select argu-
ments for action that are likely to be persuasive to the otheragent.
The design of this mechanism was guided by our investigationinto
the behaviour of iVAFs; however, it is only a first step towards
modelling agents’ values. Many interesting questions remain, for
example: why might a proponentincreaseits belief that a particular
value is the winning one for the recipient; how should a proponent
initialise its recipient model function at the start of a dialogue?

Another very interesting line of future work is to extend thesys-
tem so that argumentation theory is also used by the proponent to
determine which is the recipient’s winning value. We have seen that
there can be reasons to believe thatv is not the recipient’s winning
value, these reasons and their different strengths could themselves
be modelled as an argumentation framework.

In the dialogue system we have presented here, we have assumed
that there are only two participants and that each is following the
same strategy. It will be necessary to relax these assumptions in
the future if our system is to be applicable in all but the simplest
of situations. If we are to meet the ultimate goal of a robust theory
for deliberation strategy design, analyses such as the one presented
here are a key requirement, providing the foundations for develop-
ing and analysing more complex deliberation dialogue systems.
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ABSTRACT
What do I need to say to convince you to do something?
This is an important question for an autonomous agent de-
ciding whom to approach for a resource or for an action
to be done. Were similar requests granted from similar
agents in similar circumstances? What arguments were most
persuasive? What are the costs involved in putting cer-
tain arguments forward? In this paper we present an agent
decision-making mechanism where models of other agents
are refined through evidence from past dialogues, and where
these models are used to guide future argumentation strat-
egy. We empirically evaluate our approach to demonstrate
that decision-theoretic and machine learning techniques can
both significantly improve the cumulative utility of dialogi-
cal outcomes, and help to reduce communication overhead.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent
Systems

General Terms
Algorithms, Experimentation

Keywords
Argumentation, Decision theory, Machine learning, Policies

1. INTRODUCTION
It is typically the case that collaborative activities require

agents (human or artificial) to share resources, act on each
others’ behalf, coordinate individual acts, etc. Agreements
to collaborate are often ad-hoc and temporary in nature but
can develop into more permanent alliances. Regardless of
whether such relationships are transient or permanent, dia-
logue among collaborators that is concerned with the dele-
gation of tasks, or sharing of resources are common.

The formation of agreements may, however, be subject to
policy (or norm) restrictions. Such policies might regulate
what resources may be released to a partner from some other
organisation, under what conditions they may be used, and
what information regarding their use is necessary to make a

Cite as: Argumentation strategies for plan resourcing, Chukwuemeka
D. Emele, Timothy J. Norman and Simon Parsons, Proc. of 10th Int.
Conf. on Autonomous Agents and Multiagent Systems (AA-
MAS 2011), Yolum, Tumer, Stone and Sonenberg (eds.), May, 2–6, 2011,
Taipei, Taiwan, pp. 913-920.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

decision. Similarly, policies may govern actions that can be
done either to pursue personal goals or on behalf of another.

One important aspect of collaborative activities is resource
sharing and task delegation [3]. If a plan is not properly
resourced and tasks delegated to appropriately competent
agents then collaboration may fail to achieve shared goals.
We explore in this paper strategies for plan resourcing where
agents operate under policy constraints. This is important
not only for autonomous agents operating on behalf of in-
dividuals or organisations, but also if these agents support
human decision makers in team contexts. To guide strate-
gies regarding whom to approach for a resource and what
arguments to put forward to secure an agreement, agents
require accurate models of other decision makers that may
be able to provide such a resource. The first question ad-
dressed in this research is how we may utilise evidence from
past encounters to develop accurate models of the policies
of others (Section 2).

Given that agents are operating under policies, and some
policies may prohibit an agent from providing a resource to
another under certain circumstances, how can we utilise the
model of others’ policies that have been learned to devise a
strategy for selecting an appropriate provider from a pool
of potential providers? To do this, we propose a decision-
theoretic model, which utilises a model of the policies and
resource availabilities of others to aid in deciding who to talk
to and what information needs to be revealed if some other
collaborator is to provide a resource (Section 3).

In this paper, we demonstrate the utility of our approach
by testing the following hypotheses: (i) decision-theoretic
and machine learning techniques can significantly improve
the cumulative utility of dialogical outcomes; and (ii) this
combination of techniques can help to focus dialogue on per-
tinent issues for negotiation (Section 4).

2. LEARNING POLICIES
The framework we propose here (illustrated in Figure 1)

enables agents to negotiate regarding resource provision, and
use evidence derived from argumentation to build more ac-
curate and stable models of others’ policies. These policy
models, along with models of resource availability also de-
rived from previous encounters, are used to guide dialogi-
cal strategies for resourcing plans. The dialogue manager
handles all communication with other agents. In learning
policies from previous encounters, various machine learning
techniques can be employed; Figure 1 refers to a rule learn-
ing mechanism, but we also investigate instance-based and
decision-tree learning in this paper (Section 2.3). The ar-
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POLICIES LEARNED
PROVIDER 2
IF   resource=r1
AND  purpose=p8
THEN YES
IF   resource=r2
THEN NO
IF   resource=r1
AND  purpose=p5
THEN NO
IF   resource=r1
THEN YES
IF   resource=r2
AND  purpose=p5
THEN NO
...

POLICIES LEARNED
PROVIDER 1
IF   resource=r1
AND  purpose=p8
THEN YES (0.75)
IF   resource=r2
THEN NO (0.8)
IF   resource=r1
AND  purpose=p5
THEN NO (0.66)
IF   resource=r1
AND  purpose=p4
AND  location=l1
THEN YES (0.9)
IF   resource=r2
AND  purpose=p5
THEN NO (0.86)
...

PROVIDER  RESOURCE  AVAILABILITY
    1        r1         0.66
    1        r2         0.4
    1        r3         0.8
 ...

Figure 1: Agent reasoning architecture

guments exchanged during dialogue constitute the evidence
used to learn policies and resource availability. Arguments
refer to features of the task context in which a resource is to
be used, and decisions regarding whether or not a resource
is made available to another agent may depend on such fea-
tures. The plan resourcing strategy mechanism reasons over
policy and resource availability models, and uses decision
theoretic heuristics to select which potential provider yields
the highest expected utility (see Section 3). In order to
model our argumentation-based framework, we begin by for-
mulating a mechanism to capture policies.

2.1 Policies
Agents have policies (aka. norms) that govern how re-

sources are provided to others. In our model, policies are
conditional; they are relevant to an agent’s decision un-
der specific circumstances. These circumstances are char-
acterised by a set of features. Some examples of features
may include: (1) the height of a tower, (2) the temperature
of a room, or (3) the manufacturer of a car.

Definition 1 (Features) Let F be the set of all features
such that f1, f2, . . . ∈ F . We define a feature as a character-
istic of the prevailing circumstance under which an agent is
operating (or carrying out an activity); i.e. the task context.

Our concept of policy maps a set of features into an ap-
propriate policy decision. In our framework, an agent can
make one of two policy decisions, namely (1) grant, which
means that the policy allows the agent to provide the re-
source when requested, and (2) deny, which means that the
policy prohibits the agent from providing the resource.

Definition 2 (Policies) A policy is defined as a function

Π : ~F → {grant, deny}, which maps feature vectors of tasks,
~F , to appropriate policy decisions.

In order to illustrate the way policies are captured in this
model, we present the following examples (see Table 1). As-
suming, f1 is resource, f2 is purpose, f3 is weather report
(with respect to a location), f4 is the affiliation of the agent,
and f5 is the day the resource is required then policies P1,
P2, and P3 (see Table 1) will be interpreted as follows:

P1: You are permitted to release a helicopter (h), to an
agent if the helicopter is required for the purpose of
transporting relief materials (trm).

Table 1: An example policy profile.

Policy Id f1 f2 f3 f4 f5 Decision
P1 h trm grant
P2 h vc deny
P3 j grant
P4 c vc xx grant
. . . . . . . . . . . . . . . . . . . . .
Pn q yy w xx z deny

OPEN-
DIALOGUE PROPOSE ACCEPT CLOSE-

DIALOGUE

REFUSE

COUNTER-
PROPOSE

REJECT

CHALLENGE

ASSERT

QUERY

INFORM

Figure 2: The negotiation protocol.

P2: You are prohibited from releasing a helicopter to an
agent if the weather report says there are volcanic
clouds (vc) in the location the agent intends to deploy
the helicopter.

P3: You are permitted to release a jeep (j) to an agent.

If a helicopter is intended to be deployed in an area with
volcanic clouds then the provider is forbidden from providing
the resource but might offer a ground vehicle (e.g. jeep)
to the seeker if there is no policy prohibiting this and the
resource is available.

2.2 Argumentation-based Negotiation
The protocol employed in this framework, constraining

dialogical moves, is illustrated in Figure 2. Our approach in
this regard is similar to the dialogue for resource negotiation
proposed by McBurney & Parsons [4].

To illustrate the sorts of interaction between agents, con-
sider the example dialogue in Figure 3. Let x and y be
seeker and provider agents respectively. Suppose we have
an argumentation framework that allows agents to ask for
and receive explanations, offer alternatives, or ask for more
information about the attributes of requests, then there is
the potential for x to gather additional evidence regarding
the likely policy rules guiding y concerning provision of re-
sources.

Negotiation for resources takes place in a turn-taking fash-
ion. The dialogue starts when x sends a request (propose
in Figure 2) to y (e.g. line 1, Figure 3). The provider, y,
may respond by conceding to the request (accept), rejecting
it, offer an alternative resource (counter-propose), or ask for
more information (query) such as in line 2 in Figure 3. If
the provider agrees to provide the resource then the nego-
tiation ends. If, however, the provider rejects the proposal
(line 8, Figure 3), then the seeker may challenge that deci-
sion (line 9), and so on. If the provider suggests an alterna-
tive then the seeker evaluates it to see whether it is accept-
able or not. Furthermore, if the provider agent needs more
information from the seeker in order to make a decision, the
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# Scenario
1 x: Can I have a helicopter for $0.1M reward?
2 y: What do you need it for?
3 x: To transport relief materials.
4 y: To where?
5 x: A refugee camp near Indonesia.
6 y: Which date?
7 x: On Friday 16/4/2010.
8 y: No, I can’t provide you with a helicopter.
9 x: Why?
10 y: I am not permitted to release a helicopter

in volcanic eruption.
11 x: There is no volcanic eruption near Indonesia.
12 y: I agree, but the ash cloud is spreading, and

weather report advises that it is not safe
to fly on that day.

13 x: Ok, thanks.
14 y: You’re welcome.

Figure 3: Dialogue example.

provider agent would ask questions that will reveal the fea-
tures it requires to make a decision (query, inform/refuse).
There is a cost attached to the revelation of private informa-
tion to other agents. An agent might refuse to reveal a piece
of information if doing so is expensive [7], and this may vary
depending upon who it is revealed to. The negotiation ends
when agreement is reached or all possibilities explored have
been rejected.

Furthermore, since we make the simplifying assumption
that agents communicate truthfully and accurately in this
framework1, the suggestion of an alternative by a provider
could serve as evidence that the provider agent does not
have any policy that forbids the provision of such a resource
to the seeker, and that the resource is also available.

2.3 Learning from dialogue
One of the core goals of this research is to learn mod-

els of the policies of others. When an agent has a collec-
tion of experiences with other agents described by feature
vectors (see Section 2.1), we can make use of existing ma-
chine learning techniques for learning associations between
sets of discrete attributes (i.e. elements of F) and policy de-
cisions. Specifically, we investigate three types of machine
learning algorithms2 [5], namely decision tree learning (using
C4.5), instance-based learning (using k-nearest neighbour),
and rule-based learning (using sequential covering). Figure
4 shows an example decision tree representing a model of the
policies of some other agent learned from interactions with
that agent. Nodes of the decision tree capture features of an
agent’s policy, edges denote feature values, while the leaves
are policy decisions. Similarly, the policy models illustrated
in Figure 1 show the kind of rules learnt using sequential
covering.

The three machine learning algorithms investigated here
have very different properties. Instance-based learning is
useful in this context because it can adapt to and exploit
evidence from dialogical episodes as they accrue. In con-
trast, decision trees and rule learning are not incremental;
the tree or the set of rules must be reassessed periodically
as new evidence is acquired. We define a learning interval,

1While the issue of deception remains an open problem,
some techniques for addressing this assumption have been
investigated [8].
2We use the Weka [10] implementation of these algorithms.

f4=xx
f4=ss

f2=yy
f2=trm

f1=jf1=cf5=ef5=z

f3=vc f3=w

f4
f4=aa

f2

grantdeny

f5

deny grant f3
grant

f1

grant

deny

Figure 4: Example decision tree.

φ, which determines the number of interactions an agent
must engage in before building (or re-building) its policy
model. Once an agent has had φ interactions, the policy
learning process proceeds as follows. For each interaction,
which involves resourcing a task t using provider y, we add
the example (~Fy, grant) or (~Fy, deny) to the training set,
depending on the evidence obtained from the interaction.
The model is then constructed. In this way, an agent may
build a model of the relationship between observable fea-
tures of agents and the policies they are operating under.
Subsequently, when faced with resourcing a new task, the
policy model can be used to obtain a prediction of whether
a particular provider has a policy that permits the provision
of the resource.

Learning mechanisms such as sequential covering have a
number of advantages over instance-based approaches; in
particular, the rules (or trees) learnt are more amenable to
scrutiny by a human decision maker.3 It should be noted,
however, that the framework presented here is agnostic to
the machine learning mechanism employed.

We also adopt a simple, off the shelf, probabilistic ap-
proach to compute the probability of a resource being avail-
able based on past experience, but there are far more so-
phisticated approaches to model resource availability; e.g.
[2].

3. ARGUMENTATION STRATEGIES
Having described how the policies of others can be learned

with the help of evidence derived from argumentation, here
we demonstrate the use of such structures in developing ar-
gumentation strategies for deciding which agent to negotiate
with and what arguments to put forward. Our model takes
into account communication cost and the benefit to be de-
rived from fulfilling a task. Agents attempt to complete
tasks by approaching the most promising provider. Here,
we formalise the decision model developed for this aim; a
model that we empirically evaluate in Section 4.

Let A be a society of agents. In any encounter, agents
play one of two roles: seeker or provider. Let R be the set
of resources such that r1, r2, . . . ∈ R and T be the set of
tasks such that t1, t2, . . . ∈ T , and, as noted above, F is
the set of features of possible task contexts. Each seeker
agent x ∈ A maintains a list of tasks t1, t2, . . . tn ∈ T and
the rewards Ωt1x ,Ω

t2
x , ...Ω

tn
x to be received for fulfilling each

corresponding task. We assume here that tasks are inde-
pendent; in other words, x will receive Ωt1x if t1 is fulfilled
irrespective of the fulfilment of any other task. Further, we
assume that tasks require single resources that can each be
provided by a single agent; i.e. we do not address problems

3Sequential covering does not necessarily find the best or
smallest set of rules, but other, more sophisticated rule in-
duction methods may equally be employed [5].
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related to the logical or temporal relationships among tasks
or resources. Providers operate according to a set of policies
that regulate its actions, and (normally) agents act accord-
ing to their policies. For example, a car rental company may
be prohibited from renting out a car if the customer intends
to travel across a country border.

Each seeker agent x ∈ A has a function µrx with signature
A × R × T × 2F → � that computes the utility gained if
x acquires resource r ∈ R from provider y ∈ A in order to
fulfil task t ∈ T , assuming that the information revealed to
y regarding the use of r is F ⊆ F . This F will typically
consist of the information features revealed to persuade y
to provide r within a specific task context. (Although we
focus here on resource provision, the model is equally ap-
plicable to task delegation, where we may define a function
µtx : A× T × 2F → � that computes the utility gained if y
agrees to complete task t for x, assuming that the informa-
tion revealed to y to persuade it to do t is F ⊆ F .)

Generally, agents receive some utility for resourcing a task
and incur costs in providing information, as well as paying
for the resource. In some domains, there may be other ben-
efits to the seeker and/or provider in terms of some kind
of non-monetary transfers between them, but we do not at-
tempt to capture such issues here. Hence, in our case, the
utility of the seeker is simply the reward obtained for re-
sourcing a task minus the cost of the resource and the cost
of revealing information regarding the task context.

Definition 3 (Resource Acquisition Utility) The utility
gained by x in acquiring resource r from y through the rev-
elation of information F is:

µx(y, r, t, F ) = Ωtx − (Φry + Costx(F, y))

where Ωtx is the reward received by x for resourcing task t,
Φry is the cost of acquiring r from y (which we assume to be
published by y and independent of the user of the resource),
and Costx(F, y) is the cost of revealing the information fea-
tures contained in F to y (which we define below).

The cost of revealing information to some agent captures
the idea that there is some risk in informing others of, for
example, details of private plans.

Definition 4 (Information Cost) We model the cost of
agent x revealing a single item of information, f ∈ F , to
a specific agent, y ∈ A, through a function: costx : F ×
A → �. On the basis of this function, we define the cost of
revealing a set of information F ∈ F to agent y, as the sum
of the cost of each f ∈ F .

Costx(F, y) =
∑
f∈F

costx(f, y)

Cost, therefore, depends on y, but not on the task/resource.
This definition captures a further assumption of the model;
i.e. that information costs are additive. In general, we may
define a cost function Cost′x : 2F × A → �. Such a cost
function, however, will have some impact upon the strate-
gies employed (e.g. if the cost of revealing fj is significantly
higher if fk has already been revealed), but the fundamental
ideas presented in this paper do not depend on this additive
information cost assumption.

Predictions regarding the information that an agent, x,
will need to reveal to y for a resource r to persuade it to
make that resource available is captured in the model that

x has developed of the policies of y. For example, if, through
prior experience, it is predicted that a car rental company
will not rent a car for a trip outside the country, revealing
the fact that the destination of the trip is within the country
will be necessary. Revealing the actual destination may not
be necessary, but the costs incurred in each case may differ.
Let Pr(Permitted |y, r, F ) be the probability that, according
to the policies of y (as learned by x), y is permitted to
provide resource r to x given the information revealed is F .

Predictions about the availability of resources also form
part of the model of other agents; e.g. the probability that
there are cars for rent. Let Pr(Avail|y, r) be the probability
of resource r being available from agent y. These probabil-
ities are captured in the models learned about other agents
from previous encounters.

Definition 5 (Resource Acquisition Probability) A pre-
diction of the likelihood of a resource being acquired from
an agent y can be computed on the basis of predictions of
the policy constraints of y and the availability of r from y:

Pr(Yes|y, r, F ) = Pr(Permitted|y, r, F )× Pr(Avail|y, r)
With these definitions in place, we may now model the

utility that an agent may expect to acquire in approaching
some other agent to resource a task.

Definition 6 (Expected Utility) The utility that an agent,
x, can expect by revealing F to agent y to persuade y to pro-
vide resource r for a task t is computed as follows:

E(x, y, r, t, F ) = µx(y, r, t, F )× Pr(Yes|y, r, F )

At this stage we again utilise the model of resource provider
agents that have been learned from experience. The mod-
els learned also provide the minimal set of information that
needs to be revealed to some agent y about the task con-
text in which some resource r is to be used that maximises
the likelihood of there being no policy constraint that re-
stricts the provision of the resource in that context. This
set of information depends upon the potential provider, y,
the resource being requested, r, and the task context, t. (If,
according to our model, there is no way to convince y to
provide the r in context t, then this is the empty set.)

Definition 7 (Information Function) The information
required for y to make available resource r in task context
t according to x’s model of the policies of y is a function
λx : A×R× T → 2F

Now, we can characterise the optimal agent to approach for
resource r, given an information function λx as the agent
that maximises the expected utility of the encounter:

yopt = arg max
y∈A

E(x, y, r, t, F ) s.t. F = λx(y, r, t)

Our aim here is to support decisions regarding which agent
to approach regarding task resourcing (or equivalently task
performance); an aim that is met through the identification
of yopt . The question remains, however, how the agent seek-
ing a resource presents arguments to the potential provider,
and what arguments to put forward. To this aim, we present
argumentation strategies that focus on minimising commu-
nication overhead (i.e. reducing the number of messages be-
tween agents) and minimising the information communi-
cated (i.e. reducing the cost incurred in revealing informa-
tion). To illustrate these strategies, consider a situation in
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which, according to the evaluation made by x (the seeker) of
yopt ’s (the provider’s) policies, λx(yopt , r, t) = {f1, f2, f3, f4}
for resource r used for task t. The costs for revealing each
feature is, as described above, costx(f1, yopt), etc. Using this
situation, in the following sections we discuss 3 strategies:
message minimisation; profit maximisation; and combined.

3.1 Message minimisation
The rationale for the use of this first strategy is for the

seeker agent, x, to resource task, t, as soon as possible. To
this aim, x seeks to minimise the number of messages ex-
changed with potential providers required to release the re-
quired resource, r. The seeker, therefore, reveals all the
information that, according to λx, the provider will require
to release the resource in a single proposal. Since cost is in-
curred when information is revealed, however, this strategy
will, at best, get the baseline utility; i.e. the utility expected
if the provider indeed requires all information predicted to
release the resource.

In the example introduced above, the seeker, x, will send
λx(y, r, t) = {f1, f2, f3, f4} to the provider in one message,
and, if the request is successful, the utility gained will be:

µx(y, r, t, λx(y, r, t)) = Ωtx − (Φry + Costx(λx(y, r, t), y))

This strategy ensures minimal messaging overhead if the
seeker has accurate models of the policy and resource avail-
ability of providers.

3.2 Profit maximisation
The rationale for this strategy is to attempt to maximise

the profit acquired in resourcing a task by attempting to re-
duce the information revelation costs in acquiring a resource.
Using this strategy, the agent uses the models of other agents
developed from past encounters to compute confidence val-
ues for each diagnostic information feature (i.e. their per-
suasive power). Suppose that the relative impact on a pos-
itive response from the provider in revealing features from
λx(y, r, t) are f3 > f1, f3 > f2, f1 > f4 and f2 > f4. Using
this information, the agent will inform the potential provider
of these features of the task context in successive messages
according to this order when asked for justification of its
request until agreement is reached (or the request fails).

In the above example, if the most persuasive justification
(feature of the task context) succeeds, it will achieve an out-
come of Ωtx − (Φrx + costx(f3, y)), if further justification is
required either f1 or f2 is used, and so on.

Other strategies are, of course, possible. An immediate
possibility is to order the features to be released on the ba-
sis of cost, or a combination of persuasive power and cost.
Rather than discussing these relatively simple alternatives,
in the following we discuss how such simple strategies could
be combined.

3.3 Combined strategies
The rationale for these combined strategies is to capture

the trade-off between presenting all the features of the task
context in a single message, thereby, minimising communi-
cation, and attempting to extract as much utility as possible
from the encounter (in this case by utilising information re-
garding relative persuasive power). One way of doing this,
is to set a message threshold (a limit to the number of mes-
sages sent to a potential provider), σm. In other words, an
agent can try to maximise utility (using the profit maximis-

Condition Description
RS Random selection
SM Simple memorisation of outcomes
SMMMS SM + message minimising strategy
SMCS(0.5) SM + combined strategy with σc = 0.5
SMCS(0.8) SM + combined strategy with σc = 0.8
SMPMS SM + profit maximising strategy
C4.5 Decision tree algorithm
kNN k-Nearest neighbour- instance based algorithm
SC Sequential covering- rule learning algorithm
SCMMS SC + message minimising strategy
SCCS(0.5) SC + combined strategy with σc = 0.5
SCCS(0.8) SC + combined strategy with σc = 0.8
SCPMS SC + profit maximising strategy

Figure 5: Experimental Conditions

ing strategy) in σm − 1 steps (or messages) and if the infor-
mation revealed is insufficiently persuasive then the agent
reveals all remaining task context features in the final mes-
sage. It is easy to see that when σm is set to 1 then the
agent adopts the message minimisation strategy, and if σm
is set to |λx(y, r, t)| this is equivalent to profit maximisation.

Another way, is to identify the diagnostic features of the
provider’s decision (from the model), and compute the con-
fidence values (persuasive power) for each feature. If the
confidence value of a given feature exceeds some threshold,
σc, then that feature is included in the set of information
that will be revealed first (under the assumption that this
set of features is most likely to persuade the provider to
release the resource). If this does not succeed, the remain-
ing features are revealed according to the profit maximisa-
tion strategy. For example, if f3, f2 and f1 all exceed σc,
these are sent in the first message, providing an outcome of
Ωtx − (Φry + Costx({f1, f2, f3}, y)) if successful, and, if not,
f4 is used in a follow-up message.

Again, other strategies are possible such as computing a
limited number of clusters of features on the basis of their
persuasive power, or clustering by topic (if such background
information is available). Our aim here is not to exhaus-
tively list possible strategies, but to empirically evaluate the
impact of utilising information from the models of others
learned from past encounters to guide decisions regarding
whom to engage in dialogue and what arguments to put for-
ward to secure the provision of a resource (or, equivalently,
a commitment to act). We turn to the evaluation of our
model in the following section.

4. EVALUATION
In evaluating our approach, we implemented an agent soci-

ety where a set of seeker agents interact with a set of provider
agents with regard to resourcing their plans over a number
of runs. Each provider is assigned a set of resources, and
resources are associated with some charge, Φr. Providers
also operate under a set of policy constraints that determine
under what circumstances they are permitted to provide a
resource to a seeker. The evaluation reported in this section
is in two parts. In the first part, we demonstrate that it
is possible to use evidence derived from argumentation to
learn models of others’ policies. To do this, we consider five
experimental conditions in total (i.e. RS, SM, C4.5, kNN,
and SC). These conditions are summarised in Figure 5.

The second part of this evaluation aims to demonstrate
that a careful combination of machine learning and deci-
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Figure 6: Policy prediction accuracy.

sion theory can be used to aid agents in choosing who to
partner with, and what information needs to be revealed
in order to persuade the partner to release a resource. In
this evaluation, we consider ten experimental conditions in
total (i.e. SM, SMMMS, SMCS(0.5), SMCS(0.8), SMPMS,
SC, SCMMS, SCCS(0.5), SCCS(0.8), SCPMS). Figure 5 de-
scribes the configurations tested in our experiments.

The scenario involves a team of five software agents (one
seeker and four provider agents) collaborating to complete
a joint activity over a period of three simulated days. There
are five resource types, five locations, and five purposes that
provide the possible task context of the use of a resource
(375 possible task configurations). A task involves the seeker
agent identifying resource needs for a plan and collaborat-
ing with the provider agents to see how that plan can be
resourced. Experiments were conducted with seeker agents
initialised with random models of the policies of provider
agents. 100 runs were conducted in 10 rounds for each case,
and tasks were randomly created during each run from the
possible configurations. In the control condition, the seeker
simply memorises outcomes from past interactions. Since
there is no generalisation in the control condition, the con-
fidence (or prediction accuracy) is 1.0 if there is an exact
match in memory, else the probability is 0.5.

Figure 6 illustrates the performance of five algorithms we
considered in predicting agents’ policies through evidence
derived from argumentation. The results show that sequen-
tial covering (SC), k-nearest neighbour (kNN), decision tree
learner (C4.5) and simple memorisation (SM) consistently
outperform the control condition (random selection, RS).
Furthermore, both SC and kNN consistently outperform
C4.5 and SM. It is interesting to see that, with relatively
small training set, SM performed better than C4.5. This is,
we believe, because the model built by C4.5 overfit the data.
The decision tree was pruned after each set of 100 tasks and
after 300 tasks the accuracy of the C4.5 model rose to about
83% to tie with SM and from then C4.5 performed better
than SM. As we would expect, the average performance of
the RS is in the region of 50%. Out of all the algorithms
investigated here, SC was one of the best performers [1] and
so we use it as the learning algorithm for the remaining parts
of this evaluation. The SC algorithm also has the benefit of
representing models of others’ policies as rules, and hence
are amenable to presentation to human decision makers.

Figure 7 compares the cumulative average utility of the

Figure 7: Cumulative average utility for SC

Figure 8: Cumulative average utility for SM

Figure 9: Cumulative average utility: SC vs. SM

seeker in five conditions, namely: SC, SCMMS, SCCS(0.5),
SCCS(0.8), and SCPMS (see Figure 5). In each of these
cases, rule learning (SC) is used to build models of oth-
ers’ policies. The results show that each of the five condi-
tions evaluated here recorded increase in utility. However,
SCMMS, SCCS(0.5), SCCS(0.8) and SCPMS significantly
and consistently outperform SC. Although it does build a
good policy model, this reduced performance is due to the
absence of the decision-theoretic model for selecting yopt. A
similar comparison was done with five conditions using sim-
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Figure 10: Average number of messages for SC

Figure 11: Average number of messages for SM

Figure 12: Average number of messages: SC vs. SM

ple memorisation (SM) and the results show similar patterns
(see Figure 8). However, as shown in Figure 9, the utility
the seeker gained in the SM configuration is small compared
to that gained in scenarios where SC was used. Figure 9
compares the performance of agents that use SC and those
that use SM. Results show that all configurations of SC (e.g.
SCPMS, SC, etc) outperformed SM configurations through-
out the experiment. This poor performance by SM stems
from the fact that the seeker is unable to generalise from a
number of examples; it only uses exact matches. The inabil-

ity to build an accurate model of the policy of others reduces
the effectiveness of the decision-theoretic model. Specifi-
cally, as shown in Figure 9, the lowest utility gained in the
SC condition clearly outperformed the best result recorded
in the SM configuration. This, further confirms our hypoth-
esis that a combination of machine learning and decision
theory will enable agents perform better than when there is
no such combination.

In Figure 10 we plot the average number of messages ex-
changed in the five conditions against the number of tasks,
where the seeker again uses rule learning (SC) to build pol-
icy models. Results show that, as expected, the number of
messages exchanged in SCMMS condition was consistently
and significantly lower than in the other four cases. For
instance, just after 200 tasks, the communication overhead
reduced to between 2 and 3 messages per task. The reason
for this is simply because the seeker is (1) able to make an
informed decision regarding which provider to approach for
a given resource; and (2) able to preempt their information
requirements and thereby present them without having to be
asked. The SCMMS configuration uses a strategy that at-
tempts to reduce the communication overhead by sending all
the information it predicts will persuade the provider in one
message. The SC condition (no argumentation strategy) has
the highest average number of messages, similar to that for
the profit maximising strategy, SCPMS. In the SCPMS case,
the average number of messages is high because the seeker
reveals minimal information in each message throughout the
dialogue, leading to an increased number of messages, partic-
ularly if its policy models are accurate. A similar comparison
was done with the five conditions using memorisation (SM),
and the results show similar patterns in the number mes-
sages exchanged across the cases (see Figure 11). As shown
in Figure 12, the number of messages in SM configurations is
significantly greater that that in the corresponding SC case;
the difference again being the beneficial effect of machine
learning.

The combined strategy conditions with rule learning are
worthy of particular note here. In SCCS(0.5) and SCCS(0.8),
the seeker tries to find a compromise such that the commu-
nication is as low as possible while maximising profit. Both
SCCS(0.5) and SCCS(0.8) require a similar average num-
ber of messages (Figure 10), but, referring back to Figure 7,
SCCS(0.8) returns a cumulative average utility very close
to the SCPMS case. The effect of this strategy is for the
agent to reveal the information that is predicted to be most
important to the provider in making a decision, while re-
vealing other information features of the task context only
when necessary for the negotiation to succeed. In this way,
negotiation is focused on pertinent issues.

Tests of statistical significance were applied to the results
of our evaluation, and they were found to be statistically
significant by t-test with p < 0.05. Furthermore, for all the
pairwise comparisons, the scenarios where machine learn-
ing was combined with decision theory consistently yielded
higher utilities than those with simple memorisation. Simi-
larly, scenarios where the decision-theoretic strategy mech-
anism was utilised constantly outperformed those without
this mechanism. These results confirm our hypotheses; i.e.
exploiting appropriate decision-theoretic and machine learn-
ing techniques can: (1) significantly improve the cumulative
utility of dialogical outcomes; and (2) help to focus dialogue
on pertinent issues for negotiation.
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5. DISCUSSION
We started with the question “What do I need to say to

convince you to do something?”, and have presented and
evaluated a model that starts to address this multi-faceted
question. The approach combines argumentation, machine
learning and decision theory to learn underlying social char-
acteristics (e.g. policies/norms) of others and exploit the
models learned to reduce communication overhead and im-
prove strategic outcomes. We believe that this research con-
tributes both to the understanding of argumentation strat-
egy for dialogue among autonomous agents, and to applica-
tions of these techniques in agent support for human decision-
making. In recent research, for example, Sycara et al. [9]
report on a study into how software agents can effectively
support human teams in complex collaborative planning ac-
tivities. One area of support that was identified as impor-
tant in this context is guidance in making policy-compliant
decisions. This prior research focuses on giving guidance
to humans regarding their own policies. An important and
open question, however, is how can agents support humans
in developing models of others’ policies and using these in
decision making? Our work seeks to bridge (part of) this
gap. One of the limitations of the current research in this
regard is due to the nature of the rules learned using sequen-
tial covering. Sequential covering is a greedy algorithm that
does not necessarily find the best or smallest set of rules
to cover the training instances, and further interpretation
may be required if learned policies are to be presented to a
human decision maker. Other techniques such as induction-
based learning may help. In fact, Možina et al. [6] propose
an induction-based machine learning mechanism, ABCN2,
that uses argument structures to guide the process of induc-
ing rules from examples; the arguments being inputs to the
learning process. ABCN2 is an argument-based extension of
CN2 rule learning, which out-performs CN2 in most tasks.

There are, of course, other aspects of our broad question
that are not addressed here, which present interesting av-
enues for future research. In this paper we assume that
the agent seeking to resource its plan makes a single deci-
sion per task about which provider to negotiate with; i.e. it
has one go at resourcing a task. In reality, such a decision
process should be iterative; i.e. if the most promising can-
didate fails to provide the resource, the next most promis-
ing is approached and the sunk cost incurred is taken into
consideration, and so on. Furthermore, as indicated above,
more sophisticated machine learning algorithms may be em-
ployed to build richer models of other agents, and hence
further guide argumentation strategy. One possible avenue
for future research in this regard is the use of background
(or ontological) domain knowledge in machine learning. An
agent could exploit knowledge of concept hierarchies in an
ontology to better guide the learning of others’ policies from
specific instances; e.g. given positive examples of some agent
providing a car and a van, we may assume the agent has no
policy against providing ground vehicles. We believe that
the research reported here, however, offers a solid basis from
which to explore numerous issues of argumentation strategy.

6. CONCLUSIONS
In this paper, we have presented an agent decision-making

mechanism where models of other agents are refined through
evidence from past dialogues, and where these models are

used to guide future argumentation strategy. Furthermore,
we have empirically evaluated our approach and the results
of our investigations show that decision-theoretic and ma-
chine learning techniques can individually and in combina-
tion significantly improve the cumulative utility of dialog-
ical outcomes, and help to focus dialogue on pertinent is-
sues for negotiation. We also argue that this combination of
techniques can help in developing more robust and adaptive
strategies for advising human decision makers on how a plan
may be resourced (or a task delegated), who to talk to, and
what arguments are most persuasive.
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ABSTRACT
The main goal of a persuasion dialogue is to persuade, but
agents may have a number of additional goals concerning
the dialogue duration, how much and what information is
shared or how aggressive the agent is. Several criteria have
been proposed in the literature covering different aspects of
what may matter to an agent, but it is not clear how to
combine these criteria that are often incommensurable and
partial. This paper is inspired by multi-attribute decision
theory and considers argument selection as decision-making
where multiple criteria matter. A meta-level argumentation
system is proposed to argue about what argument an agent
should select in a given persuasion dialogue. The criteria and
sub-criteria that matter to an agent are structured hierar-
chically into a value tree and meta-level argument schemes
are formalized that use a value tree to justify what argument
the agent should select. In this way, incommensurable and
partial criteria can be combined.

Categories and Subject Descriptors
I.2.4 [Artificial Intelligence]: Knowledge Representation
Formalisms and Methods

Keywords
Argumentation, Persuasion, Decision Making, Multi-Criteria

General Terms
Design

1. INTRODUCTION
In many situations agents benefit from sharing their knowl-

edge with each other. For example, agents may disagree
about some fact or about what plan to execute. The dis-
agreements may be resolved by combining their resources
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and knowledge. In everyday life, dialogues are often used to
resolve such disagreement. By giving arguments that justify
their positions, participants of a dialogue exchange informa-
tion that may not have been available to all participants.
If the receiving agent updates its beliefs, the disagreement
may resolve. Otherwise the agent may give an argument
justifying why he still does not agree.

The goal of a persuasion dialogue is that the participants
can reach agreement about some subject. Typically there
are multiple ways how agreement can be reached in a dia-
logue because agents can choose what argument they give.
However, if the only goal of the agent is to reach agreement,
then it does not matter whether he gives all arguments he
has or only a few before the agreement is reached. Typically
agents have other goals in a persuasion dialogue. For ex-
ample, one agent may want to minimize the duration of the
dialogue, a teacher agent may want to be as comprehensive
as possible, a benevolent agent may want to help the other
agent as much as possible, a secretive agent may want to
minimize sharing private information, or a malicious agent
may want to give those arguments that require the most
processing time of the audience. To determine the effect of
an argument with certainty, an agent must know what the
audience knows and how the audience will process his argu-
ment. This information is typically not available, but agents
may have heuristics to make an educated guess about what
effect an argument has.

Several heuristics have been proposed that can be used as
criteria in argument selection. For example, the heuristic to
select the argument using the agent’s most important value
is proposed in [2]. In [6], a ‘desideratabase’ is assumed repre-
senting how much an agent is interested in certain formulae
and it is proposed to use the desideratabase to determine the
resonance of an argument. The heuristic to minimise reveal-
ing information is proposed in [9], and in [1] several measures
are proposed, such as aggressiveness and coherence, to deter-
mine the quality of a persuasion dialogue. These measures
could be used as heuristics. In [11] the expected utility of
dialogue moves in an adjudication dialogue is determined us-
ing probabilities that the adjudicator accepts the argument’s
premises and that the argument is attacked. In [3], agents
are assumed to know to which degree formulae can be used
as shared knowledge, which could be used as a heuristic for
the likelihood that an agent accepts premises.

These are all valid heuristics for selecting arguments and
capture aspects that might be important for a particular
agent. If what an agent values in a persuasion dialogue is
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represented by multiple of such heuristics, e.g. he wants to
minimize attacks and maximize sharing information, then
these heuristics need to be combined to form an agent’s
preferences over arguments. In the field of decision anal-
ysis, multiple approaches have been proposed as to how
to decompose what an agent values into criteria and sub-
criteria. However, these approaches assume that every as-
pect is commensurable and that every two arguments can be
compared from each criterion. Using multi-attribute utility
functions requires that the designer specifies many numer-
ical parameters concerning how the multi-attribute utility
function works. However, people typically do not feel com-
fortable giving such quantitative parameters. Designers are
comfortable expressing in a qualitative manner as to what
an agent should value in a persuasion dialogue. For exam-
ple, an agent should be friendly, comprehensive, but not give
irrelevant arguments. These criteria of friendliness, compre-
hensiveness and relevancy are general areas of concern, but
are too abstract to operationalize. These criteria could then
be further decomposed into sub-criteria until operational
heuristic can be assigned. For example, the general area
of concern of ‘friendliness’ could be decomposed into ‘mini-
mize aggressiveness’ and ‘maximize using the arguments of
the audience’.

First, Section 2 gives a background on argumentation, per-
suasion dialogues and decision analysis. After giving a gen-
eral overview of how arguments will be selected, a meta-level
argumentation framework is introduced in Section 3 to argue
at the meta-level about what argument at the object level
an agent should select. The proposed mechanism is based on
[15] and decomposes what matters to an agent into a number
of criteria and sub-criteria for which heuristics can be used.
Next, argumentation is used to recombine those heuristics
to determine what argument an agent should select. The
proposed formalism allows combining heuristics that are in-
commensurable and/or partial. Our approach is illustrated
with an example in Section 4. We end the paper with some
conclusions and recommendations for future work.

2. BACKGROUND

2.1 Argumentation
We introduce an argumentation system based on [14, 4,

10] to reason defeasibly and in which argument schemes can
be expressed. The notion of an argumentation system ex-
tends the familiar notion of a proof system by distinguish-
ing between strict and defeasible inference rules. The in-
formal reading of a strict inference rule is that if its an-
tecedent holds, then its conclusion holds without exception.
The informal reading of a defeasible inference rule is that
if its antecedent holds, then its conclusion tends to hold.
A strict rule is an expression of the form s(x1, . . . , xn) :
φ1, . . . , φm → φ and a defeasible rule is an expression of
the form d(x1, . . . , xn) : φ1, . . . , φm ⇒ φ, with m ≥ 0 and
x1, . . . , xn all variables in φ1, . . . , φm, φ. We call φ1, . . . , φm
the antecedent, φ the conclusion, and both s(x1, . . . , xn) and
d(x1, . . . , xn) the identifier of a rule.

Definition 1 (Argumentation System). An argumen-
tation system is a tuple AS =

〈L,R,−〉 with

• L the language of predicate logic,
• R = Rs ∪Rd such that Rs is a set of strict and Rd is a
set defeasible inference rules, and

• − a contrariness function from L to 2L.

For φ ∈ L, it is always the case that ¬φ ∈ φ and φ ∈ ¬φ. In
this paper, we will assume that − if φ ∈ ψ, then ψ ∈ φ. In
this case, we say that φ and ψ are called contradictory.

Arguments are defined following [14]. Several functions
are defined that return a property of an argument.

Definition 2 (Argument). Let AS = (L,R,−) be an
argumentation system. The set Args(AS) denotes the set
of all arguments in AS. Arguments are either atomic or
compound. An atomic argument A is a wff φ where

conc(A) = φ rules(A) = ∅
premises(A) = {φ} sub(A) = {A}
lastRule(A) = undefined

Let A1, . . . , An (with n ≥ 0) be arguments and r ∈ R with
antecedents conc(A1), . . . , conc(An) and conclusion φ ∈ L.
A compound argument A is an argument with

conc(A) = φ
rules(A) = {r} ∪⋃ni=1 rules(Ai)
premises(A) =

⋃n
i=1 premises(Ai)

sub(A) = {A} ∪⋃ni=1 sub(Ai)
lastRule(A) = r

Arguments can be visualized as inference trees. An argu-
ment A is called strict if rules(A) ∩ Rd = ∅ and defeasible
otherwise.

Arguments are constructed by applying inference rules to
some knowledge base in an argumentation system. A knowl-
edge base K in an argumentation system consists of a set of
axioms and a set of ordinary premises. An argument A can
be constructed from a knowledge base K if all A’s premises
are contained in K. If the premises of argument A only con-
tain axioms, then A is called firm. Otherwise, A is called
plausible.

Typically, agents see arguments as having different strengths.
For example, an argument based on imprecise observations
is weaker than an argument based on scientific facts. The
strength, or conclusive force, of an argument indicates to
what degree an agent is convinced of its conclusion. If two
arguments have conflicting conclusions and one argument is
stronger than the other (or has more conclusive force), then
a rational agent should be convinced, ceteris paribus, of the
conclusion of the stronger argument.

Definition 3 (Argumentation Theory). An argumen-
tation theory is a triple 〈AS,K,�〉, with AS an argumen-
tation system, K a knowledge base in AS, and � a binary
relation � on Args(AS) that is reflexive and transitive.

In [14, 10], argument orderings must satisfy several con-
straints such as for example that all strict arguments are
stronger than defeasible arguments. Although such con-
straints are rational and useful, we do not want to assume
that all agents follow such constraints.

Argumentation Frameworks
Following [10], we distinguish three cases of when an ar-
gument attacks another argument. Let A,B ∈ Args(AS)
be two arguments. Argument A rebuts B if A’s conclusion
contradicts with the conclusion of some defeasible inference
rule that was applied in B. Argument A undermines B
if A’s conclusion contradicts with of one of B’s non-axiom
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premises. Argument A undercuts B if A concludes an ex-
ception to a defeasible inference rule that was applied in
B.

Since arguments can differ in strength, not all attacks are
successful. The notion of defeat is introduced to denote a
successful attack.

Definition 4 (Defeat). Let AT = 〈AS,K,�〉 be an
argumentation theory, A,B ∈ Args(AS) be two arguments
in AS. A defeats B iff (1) A undercuts B, (2) A rebuts
B on B′ and A 6≺ B′, or (3) A undermines B on B′ and
A 6≺ B′.

Given a set of arguments and the attacks between them,
we would like to determine what conclusions are justified.
For this we will use argumentation frameworks as defined
by Dung [5].

Definition 5 (Argumentation Framework). An ar-
gumentation framework (AF) in argumentation theory AT =
〈AS,K,�〉 is a tuple AF = 〈Args,Defeat〉 with Args argu-
ments in AS that can be constructed from K and Defeat a
binary relation on Args as defined in Definition 4.

Given the defeat relations between arguments, different se-
mantics have been proposed for what conclusions are ac-
ceptable [5]. An argument is called justified (w.r.t. stable
semantics) iff it is ‘in’ in all stable assignments, overruled
iff it is ‘out’ in all stable assignments, and defensible if it is
‘out’ in some but not all stable assignments.

Similarly, a formula φ ∈ L is called justified iff there is a
justified argument that concludes φ, defensible iff φ is not
justified but there is a defensible argument concluding φ,
overruled iff φ is not justified and not defensible but there
is an overruled argument concluding φ, and lastly unknown
iff there is no argument concluding φ.

2.2 Persuasion Dialogue
For simplicity, this section describes a persuasion dialogue

as in [1], in which only argument games can be played. Let
Agents denote the set of all agents.

Definition 6 (Dialogue Context and Moves). A di-
alogue context is a tuple D = 〈P,AS〉 with P ⊆ Agents
a set of participants and AS an argumentation system. A
move in a dialogue context 〈P,AS〉 is a tuple 〈α,A〉, where
α ∈ P and A ∈ Args(AS). If m = 〈α,A〉, then loc(m) = A,
speaker(m) = α and the audience of m is P \ {α}.
Persuasion dialogues are defined as a sequence of moves in
a dialogue context.

Definition 7 (Persuasion Dialogue). A persuasion
dialogue is a tuple δ = 〈D, (m0,m1, . . . ,mn)〉 consisting of
a dialogue context D and a non-empty sequence of moves in
D. The subject of δ is subject(δ) = loc(m0) and the length
of δ, denoted |δ|, is n+ 1.

There may be a dialogue protocol that governs what moves
participants can make when, but in this paper we do not fo-
cus on that. A protocol can be seen as a filter on moves that
each participant can make in a given persuasion dialogue.

The goal of a persuasion dialogue is to reach agreement
about its subject among the participants. However, partic-
ipants typically have other goals that they want to achieve
such as minimizing the duration or maximizing sharing in-
formation.

2.3 Decision Analysis
In complex decisions, there are many aspects of what an

agent values. Various approaches have been proposed in the
decision theory literature how to decompose what an agent
values. In [7], what matters to an agent is decomposed into
an objective hierarchy. An objective is characterized by a de-
cision context, an object and a direction of preference. For
example, in the decision context of persuasion dialogues,
some objectives are to maximize persuasiveness and mini-
mize duration. An agent’s motivation is decomposed into
so-called fundamental objectives, which are then further de-
composed into means-objectives until they are operational.

In a similar fashion, [13] decomposes what an agent val-
ues into a so-called value tree. A value tree hierarchically
relates general areas of concern, intermediate objectives, and
specific evaluation criteria defined on measurable attributes.
The purpose of a value tree is to explicate and operationalize
higher level values.

When using the Analytical Hierarchical Process (AHP)
[12], what an agent values is decomposed in a hierarchy of
criteria and sub-criteria . Next, the agent makes judgments
about the importance of the elements. These judgments are
then quantified and used to determine what decision is best.

Decision Analysis And Argument Selection
What argument to select in a persuasion dialogue is a com-
plex decision if there are multiple sides to what an agent
values. Consequently, the techniques developed in the field
of decision analysis are useful for this purpose. In this pa-
per, we will refer to these techniques as the ‘quantitative
approaches’.

Example 1. A teacher agent could decompose what he
values in a persuasion dialogue into the following general
areas of concern: persuasiveness and friendliness. The area
of concern ‘persuasiveness’ could be decomposed into the spe-
cific evaluation criteria ‘maximize promoting audience’s val-
ues’ (as in [2]) and ‘maximize impact’ (as in [6]). Friendli-
ness could be decomposed into the specific evaluation criteria
‘minimize aggression’ and ‘maximize loan’ (with ‘aggression’
and ‘loan’ as in [1]).

However, when using quantitative approaches for argu-
ment selection several problems arise. Firstly, these quan-
titative approaches require that all criteria and sub-criteria
are commensurable. However, designers of agents may be
uncomfortable specifying quantitatively how incommensu-
rable criteria should be combined. For example, a teacher
agent may want to maximize persuasiveness and friendli-
ness, but it is difficult to specify exactly to what degree per-
suasiveness is more important than friendliness. People are
often comfortable giving qualitative statements concerning
criteria. For example, criterion 1 is unimportant, criterion
2 is more important than criterion 3, the less attacks, the
higher the persuasiveness (without exactly specifying how
much).

Secondly, criteria may depend on information that is not
available fully. For example, the persuasiveness of an argu-
ment depends on what knowledge the audience has. If only
parts of the information required by a criterion is available,
then not all arguments can be compared using this criterion.
Furthermore, some criteria cannot be used by nature to com-
pare all arguments. For example, if there is a criterion that
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measures the beauty of an argument, then it may be possi-
ble that the beauty of two arguments cannot be compared.
Concluding, there is a need to allow criteria that result in a
partial ordering of arguments.

Lastly, if an agent uses a quantitative approach, then the
explanation of why a certain argument was selected consists
of showing the calculation, which is not intuitive or easy to
understand. For certain applications agents are required to
explain to human users why a certain argument was selected.
For example, if agents are used to train communication skills
in a serious game, then they should explain to a student
why a certain argument should be selected. If agents select
arguments based on a quantitative utility function, then the
explanation is not very intuitive. Arguments on the other
hand are intuitive.

3. ARGUMENT SELECTION
This section proposes an argumentation-based approach

inspired by multi-attribute decision theory for argument se-
lection in persuasion dialogues. First, a general description
is given of criteria in argument selection. Next, Section 3.2
proposes a meta-level argumentation mechanism that allows
arguing about what argument to select if there are incom-
mensurable and/or partial criteria. Finally, several prop-
erties of the proposed formalism are discussed. Section 4
then illustrates the proposed formalism with an example
that combines several heuristics found in the literature.

3.1 Criteria in Argument Selection
Criteria and heuristics that can be used as criteria require

some description of the state. The state should capture in-
formation about what has been said in the persuasion dia-
logue upon until now and information about the audience,
e.g. what values the audience finds important. We will gen-
eralize from how the state is represented exactly, but we will
assume that the set of all states is denoted with S. Further-
more, we will use Args as the set of object-arguments that
the persuasion dialogue allows the agent to give.

Definition 8 (Perspective on Arguments). A per-
spective on arguments in Args is a binary relation ≤ over
Args that is reflexive and transitive. The set of all perspec-
tives on a set of arguments is denoted with P.

A criterion is now defined as a function that maps a state
to a perspective on arguments. For example, according to
criterion c, argument A is better than argument B in state
s1, whereas A and B are equally good in state s2. According
to another criterion, A and B may be equally good in both
s1 and s2.

Definition 9 (Criterion). A criterion is a function
c : S→ P.

• A criterion function c is called complete if c(s) is a com-
plete ordering for all s ∈ S. Otherwise, c is called partial.
• A criterion function is called total if c is complete and
for all A,B ∈ Args is is true that either (A,B) ∈ c(s)
and (B,A) 6∈ c(s) or it is true that (B,A) ∈ c(s) and
(A,B) 6∈ c(s).

For example, let c be a criterion that orders arguments by
the number of arguments in the dialogue that they attack.

Because for every argument and dialogue it can be deter-
mined how much arguments are attacked but it is possible
that two arguments attack the same number of arguments,
c is complete but not total.

Note that criteria that map states to real numbers can
easily be transformed into criteria that map states to an
argument ordering.

3.2 Arguing about Arguments
Meta-level argumentation is required to argue about what

argument should be selected. In [16], first-order hierarchical
meta-languages are used for argumentation and [8] reasons
about object-level arguments on a meta-level. To use the
structure of arguments as described in Section 2.1, a meta-
argumentation system is proposed on the basis of an (object)
argumentation system. The meta argumentation system can
refer to formulae, inference rules and arguments in the object
argument system and therefore these things are defined as
terms in the meta-language.

Definition 10 (Meta-Argumentation System). A Meta-
Argumentation System on the basis of argumentation sys-
tem AS = (L,R,−) is an argumentation system AS ′ =
(L′,R′,−) such that

• each formula φ in L is a term in L′
• each inference rule r ∈ R is a term in L′,
• each argument A ∈ Args(AS) is a term in L′, and
• the functions defined on arguments (see Definition 2) are
function symbols in L′.
A meta-argumentation system is a special class of argu-

mentation systems. Therefore, a meta-argumentation sys-
tem can be used in an argumentation theory and argumen-
tation framework as described in Section 2.1. To distinguish
meta-arguments from object-arguments, meta-arguments are
denoted with monospace font, e.g. A’, B’ and C’.

Perspectives
The meta-language will now be instantiated with several
relations based on [15] to be able to argue about what object-
argument should be selected. Each perspective in P is a
term in the meta-language L′.

Definition 11 (Perspective). For each perspective p ∈
P, a binary predicate ≤p over Args is introduced in L′ that
is reflexive and transitive.

If (A,B) ∈≤p, then we write A ≤p B and say that argu-
ment B is weakly preferred to argument A from perspective
p. Strict preference <p and equal preference ≡p are defined
in the standard way for each perspective. Furthermore, the
contrariness function is such that A <p B is contradictory
with both A ≡p B and B <p A for all perspectives and
object-arguments.

Each criterion is now associated with a perspective. Namely,
if cp is a criterion and s is the current state, then cp(s) is
referred to as perspective p.

Influence
Influence is a binary relation between perspectives that is
transitive and irreflexive. The binary predicates ↑ and ↓
over perspectives are introduced in L′. If (p, q) ∈↑, then we
write p ↑ q and say that perspective p positively influences
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perspective q. Similarly, if (p, q) ∈↓, then we write p ↓ q
and say that perspective p negatively influences perspective
q. Intuitively, ‘p positively influences q’ can be read as ‘the
better from p, the better from q, and ‘p negatively influences
q’ can be read as ‘the better from p, the worse from q’.

Example 2 (Value Tree). Consider a teacher agent
with a value tree as in Example 1. The agent’s preferences,
general areas of concern and the specific evaluation criteria
used can all be represented as perspectives with influences
between as visualized in Figure 1 (where a node represents a
perspective, a normal arrow positive influence, and a dotted
arrow negative influence).

Figure 1: Influence graph of a teacher’s value tree

Teacher agent

Persuasiveness

Value Impact

Friendliness

Aggression Loan

Influence between perspectives is used to propagate value
from the influencing perspective to the influenced perspec-
tive. The argument scheme perspective p positively influ-
ences perspective q, argument B is strictly preferred to argu-
ment A from p, therefore, presumably B is strictly preferred
to A from q propagates value using positive influence be-
tween perspectives.

Similarly, the argument scheme p negatively influences q,
B is strictly preferred to A from p, therefore, presumably B
is strictly preferred to A from q propagates value using neg-
ative influence. Finally, the argument scheme p either pos-
itively or negatively influences perspective q and arguments
A and B are equally preferred from a perspective p, therefore
presumably A and B are equally preferred from q propagates
value in the case of equal preference. These three argument
schemes are formalized by adding the following three defea-
sible inference rules to R′d.

d↑(p, q, A,B) : p↑q, A <p B ⇒ A <q B

d↓(p, q, A,B) : p↓q, A <p B ⇒ B <q A

d≡(p, q, A,B) : p↓q ∨ p↑q, A ≡p B ⇒ A ≡q B
Note that these inference rules are defeasible, which means

that they only create a presumption for their conclusion.
Consequently, an argument that applies a defeasible infer-
ence rule can be attacked on the conclusion of the defeasible
inference rule and the application of the defeasible inference
rule can be undercut when there is an exceptional situation.

Relative Importance of Perspectives
Not all perspectives that influence a perspective p need to
be equally important for p. For example, for the perspec-
tive of friendliness it may be more important to minimize
aggressiveness than to maximize lending the audience’s ar-
guments. To represent importance of perspectives relative
to the perspective that they influence, the following is intro-
duced.

Definition 12 (Relative Importance of Perspectives).
Relative importance of perspectives is a ternary relation
� ⊆ P3 such that:

• if (p1, p2, q) ∈ � and (p2, p3, q) ∈ �, then (p1, p3, q) ∈ �)
for all p1, p2, p3, q ∈ P,
• (p, p, q) ∈ � for all p, q ∈ P,
• if p does not influence r and q does influence r, then
(p, q, r) ∈ � and (q, p, r) 6∈ �.

If (p, q, r) ∈ �, then we write p�r q and say that perspec-
tive q is weakly more important for perspective r than per-
spective p. The relative importance of perspective will now
be used to determine the strength of meta-arguments. The
strength of arguments is used in an argumentation theory to
determine what attacks are successful, i.e. what arguments
defeat other arguments, as explained in Section 2.1.

Definition 13 (Strength of Meta-Arguments). Let
〈AS ′,K′,�′〉 be an argumentation theory with AS ′ a meta
argumentation system on the basis of AS. For all A’, B’ ∈
Args(AS ′): A’ �′ B’ if

• lastRule(A’) = dX(p, r, A,B),
• lastRule(B’) = dY (q, r, A,B), and
• p ≤r q.

with X,Y ∈ {↑, ↓,≡}, p, q, r ∈ P and A,B ∈ Args(AS).

Note that if two meta-arguments infer value to a different
perspective, then their strength is incomparable. For exam-
ple, A’ infers value from p to p′ and B’ infers value from
q to q′ such that p′ 6= q′, then the strength of A’ and B’

is incomparable. Since such meta-arguments have conclu-
sions concerning different perspectives, they never conflict
and thus their relative strength is never required to deter-
mine defeat.

Using the framework
The argumentation mechanism proposed in this section takes
as input a state, a number of criteria, an influence graph de-
scribing how these criteria influence an agent’s perspective,
and the relative importances of perspectives. Given this
input, the output is an argument ordering from each per-
spective that can be justified. In this sense, our approach is
a criterion itself that requires that the state contains a set
of criteria, influences and importances.

Suppose the current state in the dialogue is s ∈ S and that
the agent wants to select the best argument in the set Args
of object-arguments in argumentation system AS. Further-
more, we have the set perspectives P with a special perspec-
tive α denoting the perspective of the agent. The positive
influence relation ↑ and negative influence relation ↓ between
P are used to capture α’s value tree and the relative impor-
tance between P is captured by �.

Let AS ′ =
〈L′,R′,−〉 be a meta-argumentation system

based on AS such that L′ contains the influence predicates
between perspectives and the binary relations ≤p, <p and
≡p for each perspective p ∈ P and such that R′ contains
the defeasible inference rules as introduced in this section.
Furthermore, let K′ be a knowledge-base in AS ′ such that

• if perspective p positively / negatively influences perspec-
tive q, then p↑q ∈ K′ and p↓q ∈ K′ respectively, and
• if c is a criterion associated to perspective p, then A ≤p
B ∈ K′ if (A,B) ∈ c(s) for all A and B object-arguments.

Given how the operational perspectives influence a per-
spective p, meta-arguments are constructed for how object-
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arguments compare from p. Because the influencing per-
spectives may disagree about how arguments should com-
pare from p, some of these arguments may attack each other.
Definition 13 defines ≤′, which is used to construct argumen-
tation theory AT ′ = 〈AS ′,K′,≤′〉. From AT ′ the argumen-
tation framework AF ′ = 〈Args′,Defeat′〉 is constructed with
Args′ all arguments in Args(AS ′) that can be constructed
from K′ and Defeat′ the defeat relations between arguments
in Args′ as defined by Definition 4. The justified conclu-
sions of AF ′ then induce an ordering over object-arguments
from perspective p. Consequently, this argumentation mech-
anism is a criterion: if A ≤p B is a justified conclusion,
then (A,B) ∈ p, if A <p B is a justified conclusion, then
(A,B) ∈ p and (B,A) 6∈ p, and if A ≡p B is a justified
conclusion, then (A,B) ∈ p and (B,A) ∈ p.

3.3 Properties
In the previous subsection, an argumentation-based ap-

proach was proposed to argue about what argument an agent
should prefer. Agents are prescribed to select the argument
that they prefer maximally. To determine what argument is
maximally preferred from the perspective of the agent, it is
useful if all arguments are comparable from the perspective
of the agent.

The following proposition concerns whether an argument
can be constructed comparing two arguments from a per-
spective.

Proposition 1. Let A and B be two object arguments.
If there is a perspective p from which A and B can be com-
pared and p influences perspective q, then a meta-argument
can be constructed concerning how A and B compare from
perspective q.

Proof. Because p positively or negatively influences q,
p ↑ q or p ↓ q is true. Furthermore, because A and B can
be compared from p, either A <p B, A ≡p B or B <p A is
true. If A ≡p B is true, then d≡ can be applied concluding
that A ≡q B. Otherwise, if p↑q is true, then the defeasible
inference rule d↑ can be applied and if p↓q is true, then d↓
can be applied. Both inference rules conclude how A and B
compare from perspective q.

Consequently, if there is a complete criterion p that in-
fluences perspective q, then for each combination of object-
arguments a meta-argument can be constructed concluding
how they compare from q. This does however not mean
that all these meta-arguments are justified or even defensi-
ble. They could be attacked by other arguments.

Similarly, if A and B are incomparable from every per-
spective influencing perspective p, then no meta-arguments
can be constructed concluding how A and B compare from
perspective p. Consequently, the justified conclusions of the
corresponding argumentation framework do not induce a
complete ordering of arguments from perspective p.

We will now investigate possible attack relations between
meta-arguments. Recall from Section 3.2 that because of the
contrariness function, a meta-argument concluding A <p B
attacks a meta-argument concluding B <p A.

Proposition 2. Let AT ′ = 〈AS ′,K′,≤′〉 be an argu-
mentation theory with AS ′ a meta-argumentation system
and M ⊆ Args(AS ′) a set of meta-arguments such that
each argument can be constructed from K′ and concludes

how object-arguments A and B compare from perspective p.
For all A’, B’ ∈M , if argument A’ attacks B’, then A’ either
rebuts B’ on conc(B’) or on the conclusion of a non-atomic
sub-argument of B’.

Proof. If p is the perspective of a criterion, then the
meta-arguments are atomic. Because by definition there can
be no conflicts in the perspective of a criterion, it is not
possible that A’ and B’ attack each other. Consequently,
the meta-arguments cannot be undermined. Otherwise, p is
not the perspective of a criterion, but is on a higher level in
the influence graph. In that case, the meta-arguments have
applied the defeasible inference rules d↑, d↓ or d≡. Because
no undercutters have been introduced for these defeasible
inference rules, it is not possible to undercut such a meta-
argument. Finally, it is possible to rebut the conclusion of
B’ because there may be multiple perspective from which
value can be inferred to p. The same reason holds for sub-
arguments of B’ that are not atomic.

Now that we understand possible attack relations between
meta-arguments better, we want to investigate the conclu-
sions. The relative importance of perspectives is used to de-
termine the argument strength. Argument strength is used
to determine what attacks are successful (i.e. defeats) and
what attacks are unsuccessful. In other words, the set of
defeats is a subset of or equal to the set of attacks between
arguments.

Proposition 3. Let AF ′ = 〈Args′,Defeat′〉 be an argu-
mentation framework of a meta-argumentation system. If
Args′ contains one or more meta-arguments that conclude
how object-arguments A and B compare from perspective p,
then there is either a defensible or justified conclusion con-
cerning how A and B compare from p.

Proof. Because of Proposition 2, if the meta-arguments
attack each other, then they either rebut a conclusion or
rebut a sub-argument’s conclusion. In both cases, the at-
tacks are bi-directional and originate from that value is in-
ferred from different perspectives. If the different perspec-
tives are equally important for p, then the corresponding
meta-arguments are equally strong resulting in that all argu-
ments are defensible. On the other hand, if some perspective
p′ is more important than another for p, then the argument
using p′ is stronger than the other and consequently, it de-
feats the other and becomes a justified argument.

We will now investigate a particular instantiation of influ-
ences and importances that results in a complete perspective
on arguments that is justified.

Proposition 4. Let the perspectives in set P all influ-
ence perspective q. If there is a complete perspective of a
criterion p ∈ P such that for all p′ ∈ P it is true that if
p 6= p′ then p′�q p, then it is always the case that the corre-
sponding argumentation framework has a justified conclusion
concerning how A and B compare from q.

Proof. Because p is a perspective of a criterion, the
meta-arguments inferring value from p to q do not rebut.
Furthermore, because p is complete, a meta-argument will
be constructed for every two object-arguments. If meta-
arguments are constructed from other perspectives that in-
fluence q that conflict with how value is inferred from per-
spective p, then the p-based meta-argument defeats the other
argument because p is more important for q than any other
influencing perspective.
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4. EXAMPLE
This section illustrates the approach of the previous sec-

tion by combining several criteria found in the literature.
Suppose that an agent is in a certain point of a persua-
sion dialogue where he can choose from only two arguments:
Args = {A,B}. The state s captures the persuasion dialogue
until now and some information about what values the au-
dience finds important.

In [1], the criterion of ‘aggressiveness’ is used which is
based on the number of arguments uttered by the audience
that an argument attacks. Because we use structured argu-
mentation, three different kinds of attacks have been distin-
guished in Section 2.1, so three different attack criteria can
be distinguished: the number of undermining attacks, rebut-
ting attacks and undercutting attacks denoted by criterion
cumine, crbut and cucut respectively (with umine, rbut, ucut the
associated perspectives). Note that the these criteria are
complete because for every argument it can be determined
how many arguments of the audience it attacks.

Also in [1] the criterion of ‘loan’ is used which is based on
counting how many formulae in an argument have already
been uttered by the audience. The criterion of loan is de-
noted with cloan. Let the set X ⊆ L be the set of formulae
such that for all φ ∈ X there is an argument A the audience
has uttered with φ ∈ premises(A). Then (A,B) ∈ cloan iff
premises(B) ∩X is as much or more than premises(A) ∩X.
Note that cloan is complete because for every argument it can
be determined how many premises it lends.

In [2], the criterion is proposed to select the argument
promoting the value that the audience finds most impor-
tant. The criterion of using the argument promoting the
most important value is denoted as cval. Given that the
state captures the value ordering of the audience at least
partially, (A,B) ∈ cval if and only if the audience finds the
value promoted by argument B weakly more important than
the value promoted by argument A. Note that cval is not
necessarily complete because the agent may not know the
audience’s complete ordering over values.

Decomposing What Matters To An Agent
Because all criteria result in a perspective on arguments in
Args, the set P contains a perspective for each criterion.
Also, P contains the perspective α denoting the perspec-
tive of the agent who is deciding what argument to select.
Because the agent has decomposed what matters into two
general areas of concern ‘aggressiveness’ and ‘acceptability’,
two perspectives are added to denote those general areas of
concern. Consequently, the set of perspectives is the follow-
ing: P = {α, aggr, accpt, ucut, rbut, umine, loan, val}.

Undercutting, rebutting and undermining positively affect
aggressiveness, i.e. the more arguments of the audience an
argument A undermines, the more aggressive A is. There-
fore, ↑ contains (ucut, aggr), (umine, aggr), and (rbut, aggr).
The more premises an argument A lends from the audience,
the more likely the audience will accept A. Furthermore, the
more important the audience finds the value promoted by
argument A, the more likely the audience accepts A. There-
fore, (loan, accpt) and (val, accpt) are elements of ↑.

The agent, denoted with perspective α, wants to minimize
aggression and maximize acceptability of the arguments that
he gives. Therefore, ↓= {(aggr, α)} and (accpt, α) ∈↑. These
influences are visualized in the influence graph in Figure 2
(where a node represents a perspective, a normal directed

edge denotes positive influence and a dotted directed edge
denotes negative influence). Note that other agents may care
about different criteria in different ways, e.g. an aggressive
agent may be positively influenced by aggressiveness and
may not care about acceptability at all.

Figure 2: Influence graph for the agent

Agent

aggression

undercut rebut undermine

acceptability

loan value

Relative Importances Of Influences
Undermining an argument of the audience is more important
for aggressiveness than undercutting or rebutting an argu-
ment of the audience. Namely, undermining an argument
means that its premises are attacked, whereas undercutting
an argument means that there is an exceptional situation
in which some defeasible inference rule cannot be applied.
Because the premises of an audience’s arguments are likely
in the audience’s knowledge base, undermining is more im-
portant for aggressiveness than rebutting and undercutting.
Consequently, ucut �aggr rbut �aggr umine.

Because the designer did not want to specify whether ag-
gressiveness or acceptability is more important for the agent,
these two perspectives are incomparable with respect to im-
portance for the agent.

Constructing Meta-Arguments
As described in the previous section, the meta-argumentation
system AS ′ =

〈L′,R′,−〉 is initialized on the basis of the
object-argumentation system AS.

A knowledge base K′ in AS ′ is then initialized with p↑q ∈
K′ iff p positively influences q and p↓q ∈ K′ iff p negatively
influences q. Furthermore, if c is criterion and p the per-
spective associated to c, then A <p B ∈ K′ iff (A,B) ∈ c(s)
and (B,A) 6∈ c(s) and A ≡p B ∈ K′ iff (A,B), (B,A) ∈ c(s).

Suppose that object-argument B undercuts an argument
of the audience and object-argument A does not, but A un-
dermines an argument of the audience while B does not. In
that case, A <uc B and B <umine A ∈ K′ are in the meta
knowledge base K′. Using this information, the following
two meta-arguments can be constructed.

A’ =

aggr↓α
uc↑agr A <uc B

A <agr B
d↑

B <α A
d↓

B’ =

aggr↓α
umine↑agr B <umine A

B <agr A
d↑

A <α B
d↓

Further suppose that A and B both do not loan any
premises of the audience and that it is not known which
of the values promoted by A and B the audience finds im-
portant. In that case, A ≡loan B is in K′ and A and B are
incomparable from the perspective val.
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C’ =

accpt↑α
loan↑accpt A ≡loan B

A ≡accpt B
d≡

A ≡α B d≡

Because A and B are incomparable from val, no argument
can be constructed using how A and B compare from val.

Determining The Justified Conclusions
Arguments A’ and B’ attack each other, but because under-
mining is more important for aggressiveness than undercut-
ting, i.e. ucut <aggr umine is true, A’ defeats B’. Also C’

and A’ attack each other and so do A’ and B’. Because nei-
ther acceptability nor aggressiveness is more important for
α, the strengths of A’ and C’ are incomparable. Figure 3 vi-
sualizes the corresponding argumentation framework AF =
〈{A’, B’, C’}, {(A’, B’), (A’, C’), (C’, A’), (C’, B’)}〉 that is con-
structed from argumentation theory 〈AS ′,K′,�′〉 following
Definition 5. Both A’ and C’ are defensible arguments and
B’ is an overruled argument. Consequently, B <α A and
A ≡α B are defensible conclusions. Therefore the agent
should conclude that he should weakly prefer B to A.

Figure 3: Defeats between the arguments visualized.
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5. CONCLUSION
In this paper we have proposed a formalism to argue on

a meta-level about what argument an agent should select
in a given persuasion dialogue. Inspired by techniques in
decision analysis, what matters to an agent in a persuasion
dialogue is decomposed into criteria and sub-criteria. Sev-
eral argument schemes are formalized to combine criteria
that are incommensurable or partial.

The advantages of our approach are that it is (1) easier
for the designer than a purely quantitative approach, (2) it
allows using criteria that are partial and/or incommensu-
rable, and (3) the agent can explain why a certain argument
is selected in a more intuitive way. The main disadvantage
of our approach is that it does not always result in all argu-
ments being comparable, which is inconvenient for deciding
what argument to select.

Whether to take a purely quantitative approach or the ap-
proach proposed in this paper depends on the application.
If it is possible to describe how an agent should select ar-
guments quantitatively, then this should be done because it
results in a complete ordering over arguments and requires
less computation. If on the other hand it is impossible to
take a quantitative approach or it requires choosing many
parameters in an arbitrary manner, then the approach of
this paper may offer the best of both worlds.

For future work we would like to investigate the properties
of the persuasion dialogue when agents use different criteria.
For example, what effect does aggressiveness have on the
duration of persuasion dialogues? This papers assumes that
the influences and importances are given, however, it also
possible that an agent determines these dynamically using
the state. For example, if the audience has attacked one

of the agent’s arguments, then minimizing aggressiveness
does not matter anymore to the agent. Finally, it would be
interesting to explore more refined influence and importance
relations.
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ABSTRACT
An agent-based negotiation team is a group of two or more
agents with their own and possibly conflicting preferences
who join together as a single negotiating party because they
share a common goal which is related to the negotiation.
Scenarios involving negotiation teams require coordination
among party members in order to reach a good agreement
for all of the party members. An intra-team strategy defines
what decisions are taken by the negotiation team and when
and how these decisions are taken. Thus, they are tightly
linked with the results obtained by the team in a negotiation
process. Environmental conditions affect the performance of
the different intra-team strategies in different ways. Thus,
team members need to analyze their environment in order to
select the most appropriate strategy according to the current
conditions. In this paper, we analyze how environmental
conditions affect different intra-team strategies in order to
provide teams with the knowledge necessary to select the
proper intra-team strategy.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Multiagent systems, Intelligent agents

General Terms
Algorithms, Experimentation

Keywords
Negotiation, Agreement Technologies, Collective decision mak-
ing

1. INTRODUCTION
Nowadays, there is an increasing number of applications

which, due to their complex nature, require agent-based sys-
tems and agreement technologies. The latter allows collab-
oration, coordination, and conflict resolution among self-
interested and independent entities such as agents. Thus,

Cite as: Analyzing Intra-Team Strategies for Agent-Based Negotiation
Teams, V. Sánchez-Anguix, V. Julián, V. Botti and A. García-Fornes, Proc.
of 10th Int. Conf. on Autonomous Agents and Multiagent
Systems (AAMAS 2011), Tumer, Yolum, Sonenberg and Stone (eds.),
May, 2–6, 2011, Taipei, Taiwan, pp. 929-936.
Copyright © 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

applying agreement technologies brings about the deploy-
ment of applications which, otherwise, would not have been
possible.

Among agreement technologies, automated negotiation is
highlighted as one of the core technologies for collaboration
between independent entities. Researchers have put special
effort into proposing bilateral negotiation models [4, 6, 10,
12] multi-party negotiation models [3, 7], and argumentation-
based negotiation models [15, 18]. Many of these works have
focused on scenarios where each party represents a single in-
dividual. However, in some real-life situations, a negotiation
party may be formed by more than a single individual. For
instance, this is the case of a married couple who negotiates
with a seller in order to buy a house. In this scenario, de-
spite the fact that both spouses may have a common goal
(i.e., buying a house), each one may also have different pref-
erences regarding certain issues involved in the negotiation
process (e.g., neighbourhood, price, etc.). One party mem-
ber should not act blindly on behalf of the others since, it
may bring extremely negative consequences (e.g., untrust,
tension). Scenarios such as the one presented above, require
coordination among party members in order to reach a good
agreement for all of the party members. Other real life sce-
narios such as organizational negotiations, where different
stakeholders may be sent to the negotiation table, holiday
trip negotiations, where groups of friends may have to ne-
gotiate a travel plan with a travel agency, and agriculture
cooperatives, which are democratic associations by nature,
present the same problem described with the married couple
example and, thus, need similar coordination mechanisms.

In social sciences literature, parties of this type have been
termed as negotiation team [1, 19]. Thompson et al. [1]
define a negotiation team as a a group of two or more inter-
dependent persons who join together as a single negotiating
party because their similar interests and objectives relate to
the negotiation and who are all present at the bargaining ta-
ble. Multi-agent systems’ computational capabilities may
prove especially interesting because these electronic systems
may improve the suboptimal solutions obtained by teams
of humans and allow large-scaled simultaneous negotiations.
With this purpose in mind, it is necessary to study mecha-
nisms that allow the coordination of negotiation team mem-
bers. We are interested in distributed mechanisms where
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complete preference revelation is not involved since, it may
suppose leaking extremely delicate and important informa-
tion.

In this paper, we are interested in studying several intra-
team strategies for teams that negotiate with an opponent
by means of a bilateral bargaining protocol. Intra-team
strategies define how communication is carried out inside the
team, and when and how decisions are taken (e.g., which of-
fer is sent, if the opponent offer is accepted). We argue that
selecting one strategy over others may produce different re-
sults. Furthermore, the performance of a specific intra-team
strategy may be directly affected by the negotiation envi-
ronment conditions (deadline lengths, negotiation of the op-
ponent, preference similarity among team members). Thus,
prior to the negotiation process, team members should rea-
son about which intra-team strategy is the most appropriate
one for the current environmental conditions. This paper
aims to analyze how several intra-team strategies are af-
fected by environmental conditions in order to grant teams
with the repository of knowledge necessary to select a proper
intra-team strategy for the current environmental conditions
(as similarly suggested by other authors for scenarios where
teams are not involved [9, 14]).

The remainder of this paper is divided as follows. First,
we describe the basics of our negotiation model, focusing
on the general settings, the negotiation protocol and the
opponent strategy. In Section 3, we thoroughly describe the
different intra-team strategies studied in this paper. Then,
the experiments carried out are described and analyzed in
Section 4. Related work is discussed in Section 5. Finally,
we include some conclusiones and possible future work.

2. NEGOTIATION MODEL
A negotiation model consists of a negotiation protocol and

a negotiation strategy. In our negotiation scenario, a group
of agents has formed a team A = {a1, a2, ..., aM} whose goal
is to negotiate a successful deal with an opponent op. How-
ever, each team member ai may have different preferences
about some negotiation issues. In this section, we describe
the negotiation protocol employed by the team to commu-
nicate with the opponent. The negotiation strategy carried
out by the opponent is also described. The strategy carried
out by the team and the protocol employed by teammates
in order to communicate inside the team will be thoroughly
explained in Section 3, since it is the main focus of this pa-
per.

Next, we describe some of the general assumptions of our
negotiation model.

• The negotiation domain is comprised of n real-valued
attributes whose domain is [0, 1]. Thus, the possible
number of offers is [0, 1]n.

• The negotiation team has already been formed. Team
composition will remain static during the negotiation
process.

• The team members and the opponent use linear utility
functions to represent their preferences. These func-
tions can be formalized as follows:

U(X) = w1 V1(x1) +w2 V2(x2) + ...+wn Vn(xn) (1)

where X is a n-attributes offer, xi is the value of the i-
th attribute, Vi(.) is a linear function that transforms

the attribute value to [0, 1], and wi is the weight or
importance that is given by the agent to the i-th at-
tribute. Weights given by the opponent to attributes
may also be different. Agents do not know the form of
other agents’ utility functions, even if they are team-
mates.

• The opponent has a private deadline Top, which de-
fines the maximum number of negotiation rounds for
the opponent. Once Top has been reached in the ne-
gotiation process, the opponent will exit the procces
and the negotiation end with failure. The team has
a private joint deadline TA which is common informa-
tion for team members. Once this deadline has been
reached, the team will exit the negotiation process and
the negotiation will end with failure.

• The opponent has a reservation utility RUop. Any of-
fer whose utility is lower than the reservation utility
will be rejected. Each team member has a private
reservation utility RUai , where ai is a team member.
This individual reservation utility is not shared among
teammates. Therefore, a team member ai will reject
any offer whose value is under RUai .

2.1 Negotiation Protocol
An alternating offer bilateral protocol [16] is used to allow

communication between the opponent and team members.
Due to the fact that not all of the teammates can simulta-
neously communicate with the opponent, it is assumed that
a trusted mediator broadcasts opponent decisions to team-
mates and transmits team decisions to the opponent. As
depicted in Section 3, this trusted mediator may have ex-
tra functionalities according to the intra-team strategy em-
ployed. Nevertheless, in no case is assumed that the com-
plete preferences of the agents are revealed to this mediator.

2.2 Opponent Negotiation Strategy
A negotiation strategy defines the decision-making of an

agent in a negotiation process. Next, we describe the ne-
gotiation strategy used by the opponent in our negotiation
scenario. Given the fact that the goal of this paper is to
study several intra-team strategies, they will be described
in more detail in Section 3.

• The opponent follows a time-based concession strategy.
It can be formalized as follows:

sop(t) = 1− (1−RUop)( t

Top
)

1
βop (2)

where t is the current negotiation round and βop is
a parameter of the negotiation strategy which deter-
mines how concessions are made towards the reserva-
tion utility.

• The opponent uses an offer acceptance criterion acop(., .)
during the negotiation process. It is formalized as fol-
lows:

acop(X
t
A→op) =


accept if sop(t+ 1) ≤ Uop(Xt

A→op)
reject otherwise

(3)
where t is the current negotiation round, Xt

A→op is
the offer received from the team, Uop(.) is the utility
function of the opponent, and sop(.) is the concession
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strategy of the opponent. Thus, an offer will be ac-
cepted if it reports a utility that is equal to, or greater
than the utility of the offer that would be proposed by
the opponent in the next negotiation round.

In the next section, we introduce the concept of intra-team
strategy. Additionally, we introduce several intra-team strate-
gies which will determine the final negotiation strategy car-
ried out by the team.

3. INTRA-TEAM STRATEGIES
An intra-team estrategy defines what decisions have to be

taken by a negotiation team, how those decisions are taken,
and when those decisions are taken.

In a bilateral negotiation process between a team and an
opponent, the decisions that must be taken (what) are the
team deadline TA, which offers are sent to the opponent,
and whether opponent offers are accepted or not.

Given the fact that a negotiation team is formed by more
than a single individual, decisions should take into account
the interests of the team members. How decisions are taken
will determine the satisfaction level of the team with the
final decision. Basically, decisions can be taken using a rep-
resentative, majority rules, or unanimity rules.

Decisions may be taken at different time instants. Nev-
ertheless, we can generally classify when a decision is taken
based on whether the decision has been taken before or dur-
ing the negotiation process. Some decisions can be taken
before the negotiation process starts since we have some
knowledge about the negotiation environment, whereas it
is more adequate to take other decisions during the negoti-
ation process due to the fact that the opponent can provide
with valuable feedback/new information.

As stated above, we assume that the team deadline TA
has been agreed upon before the negotiation process. More-
over,before the negotiation process starts, team members
have agreed to use a time-based concession strategy using
an agreed βA).

Due to the fact that all of the team members seek a com-
mon goal, and it is possible that this negotiation case is not
their first interaction (e.g., a group of friends who want to ar-
range a trip with a travel agency, a farm cooperative, etc.), a
certain degree of cooperation and truthfulness among team-
mates is assumed. Despite the fact that a scenario where
most of the teammates lie and play strategically is possible,
we consider this possibility unlikely in the type of practical
situations that we want to solve, since they are cooperative
in nature. Nevertheless, it would be interesting to study
how strategies behave when a minority of the members play
strategically. Therefore, we point this out as possible future
work. Next, we describe the intra-team strategies which
will be studied during this paper. They have been selected
to cover the spectrum of participation in team decisions: the
less participative in decision-making (representative); strate-
gies that involve a majority of members (similarity-based
simple voting); and strategies that carry out unanimous de-
cisions (similarity-based unanimity borda voting, full una-
nimity mediated)

3.1 Representative (RE)
The Representative Strategy is probably the simplest intra-

team strategy. Team members delegate team decision-making
to a representative are ∈ A, which, in this case, is the trusted
mediator. This representative directly communicates with
the opponent. He is also in charge of deciding which offer

should be sent to the opponent op, and whether opponent
offers should be accepted or not. In this article, it is assumed
that agents have similar negotiation skills and social power.

Given the fact that the representative does not know other
teammates’ utility functions, he uses his own utility function
during the negotiation process to take decisions. The nego-
tiation strategy employed by the representative has been
agreed upon prior to the negotiation by team members. A
time-based concession strategy is used, using an agreed βA
value as parameter. As for the acceptance criteria, a rational
acceptance criterion is used. Therefore, an offer is only ac-
cepted if the utility it reports is greater than, or equal to the
utility of the offer that will be proposed in the next round.
The intra-team strategy can be formalized as follows:

are = selectRepresentative(A)

sA(t) = 1− (1−RUare)( t
TA

)
( 1
βA

)

Xt
A→op = selectOffer(Xt) where Uare(Xt) = sA(t)

acA(Xt
op→A, t) =


accept if sA(t+ 1) ≤ Uare(Xt

op→A)
reject otherwise

(4)

3.2 Similarity Simple Voting (SSV)
As opposed to RE, this strategy tries to take into account

team members’ opinions during the negotiation process. The
aim of the strategy is to avoid low quality results when team-
mates’ preferences are very dissimilar. For this purpose, SV
relies on votation processes and majority rules in each nego-
tiation round in order to determine whether an opponent of-
fer should be accepted or not, as well as which offer is sent to
the opponent. In this intra-team strategy, the trusted medi-
ator has a more important role since it coordinates votation
processes.

3.2.1 Offer proposal
Assuming that the negotiation process is currently posi-

tioned at round t, the mediator opens an offer proposal pro-
cess where, firstly, each team members proposes an anony-
mous offer to the mediator. Each team member uses his
own utility function Uai(.) and the agreed time-based con-
cession strategy sai(.) with βA. Nevertheless, it should be
pointed out that agents have private reservation utilities.
Therefore, despite the fact that βA is common, the utility
of the offers sent by team members at round t may be dif-
ferent. Then, the mediator makes public the set of offers
received XT t = {Xt

a1→A, ..., X
t
aM→A}, and a votation pro-

cess is opened. Agents anonymously state which offers from
the set XT t they would be willing to send at round t. For
that purpose, they employ an acceptance criterion V oteai(.)
where an offer proposed by a teammate is acceptable if the
utility it reports is greater than, or equal to the utility in-
dicated by the concession strategy at round t. The trusted
mediator gathers the opinions of all of the team members,
and then the most voted offer XA→op is selected. This offer
is broadcasted by the mediator to team members and the op-
ponent. When there is more than a single most voted offer,
one of them is chosen randomly. The mechanism employed
by team members to determine which offer is proposed to
the opponent can be formalized as follows:

V oteai(X
t) =


1 if sai(t) ≤ Uai(Xt)
0 otherwise

Xt
A→op = argmax

Xt∈XT t

P
ai∈A

V oteai(X
t)

(5)
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3.2.2 Opponent Offer Acceptance Criterion
The criterion acA(.) used to accept an opponent offer

Xt
op→A at round t also follows a majority rule. The trusted

mediator receives the offer from the opponent and broad-
casts it to team members. Then, a simple votation process
is opened, where each team member ai must anonymously
state to the mediator whether they want to accept the op-
ponent offer or not. Once all of the votes have been gath-
ered, the mediator counts positive votes (accept offer). If the
number of positive votes is a majority, greater than half the
number of team members, the opponent offer is accepted.
When there is a draw between positive votes and negative
votes, one of the options is chosen randomly. The final deci-
sion about the opponent offer is broadcasted to team mem-
bers and the opponent. Each teammate ai follows a rational
criterion acai to determine if a positive vote is emitted. A
positive vote is emitted if the opponent offer reports a utility
that is greater than, or equal to the utility of the offer that
will be proposed by the agent in the next negotiation round.
This acceptance strategy can be formalized as follows:

acai(X
t) =


1 if sai(t+ 1) ≤ Uai(Xt)
0 otherwise

acA(Xt
op→A) =

8>>><>>>:
accept if

P
ai∈A

acai(X
t
op→A) > |A|

2

reject if
P
ai∈A

acai(X
t
op→A) < |A|

2

random otherwise
(6)

Each team member is interested in sending his offer to the
opponent, since, that way, he assures that if the offer is
accepted, it matches his aspiration level at round t. Ad-
ditionally, it is also desirable (due to an inherent sense of
cooperation) and necessary for the offer to be liked by his
teammates. However, the offer needs to be the offer most
voted in the votation process. Therefore, the team member
needs to propose Xt

ai→A in a way that it is acceptable for
team members and the opponent. At round t, the expected
utility EUai(.) of an offer Xt for agent ai can be defined as
follows:

EUai(X
t) = Uai(X

t) pop(X
t) pA(Xt) (7)

where pop(X
t) is the probability for the offer Xt to be ac-

cepted by the opponent at round t, and pA(Xt) is the prob-
ability for the offer to be acceptable by teammates. For that
purpose, the agent sends Xt

ai→A from his iso-utility curve at

the current round Ctai , the offer that maximizes the following
equation.

Xt
ai→A = arg max

X∈Ctai
Uai(X

t) pop(X
t) pA(Xt)

= arg max
X∈Ctai

pop(X
t) pA(Xt)

(8)

where Uai(.) can be surpressed since all of the offers come
from the iso-utility curve. The problem with this proposal
strategy is how both probabilities can be calculated in an
efficient way. An efficient method for approximating these
probabilities consists in using similarity heuristics [5, 12].
On the one hand, when approximating pop(X

t), it can be
considered that the more similar Xt is to Xt−1

op→A, the more

probable it is for Xt to be accepted by the opponent. Thus,
we can approximate pop(X

t) ≈ Sim(Xt, Xt−1
op→A). On the

other hand, when approximating pA(Xt), we can consider

that the more similar Xt is to XT t−1, the more probable it
is for Xt to be acceptable for team members at round t. We
assume that the more similar Xt

ai→A is to the most dissim-

ilar offer from XT t−1, the more acceptable it is for the team.
Therefore, we can approximate pA(Xt) ≈ min

Xj∈XT t−1
Sim(X,Xj).

Then, the offer Xt
ai→A proposed by the agent can be formal-

ized as follows.

Xt
ai→A = arg max

X∈Ctai
Sim(X,Xt−1

op→A) min
Xj∈XT t−1

Sim(X,Xj)

(9)
Given our negotiation domain, we employ 1 minus the eu-
clidean distance scaled to [0,1] as a similarity measure be-
tween two offers.

3.3 Similarity-Based Unanimity Borda Voting
(SBV)

Two problems arose in the previous intra-team strategy.
First, the selection rule is still a majority rule. Thus, it is
still possible that offers selected do not satisfy every team
member. Second, the type of voting system employed does
not provide information about which offers are more accept-
able than others for team members. In the SBV strategy,
majority rules are discarded and unanimity rules are used
in order to solve both problems stated above.

3.3.1 Offer Proposal
The communication protocol used within the team to se-

lect which offer is sent is similar to the one presented in
the SSV strategy. The main difference resides in the fact
that Borda Voting is employed to rank proposals. This vot-
ing system has the advantage that it usually selects broadly
accepted proposals instead of majority proposals.

V oteai(X
t, XT t) = |A| −Orderai(Xt, XT t)

Xt
A→op = argmax

Xt∈XT t

P
ai∈A

V oteai(X
t, XT t) (10)

where Orderai(X
t, XT t) determines the order of the offer

Xt in XT t according to a descending order by utility re-
ported to ai. Offer are proposed by agents following the
similarity heuristic employed in SSV.

3.3.2 Opponent Offer Acceptance Criterion
When it comes to the opponent offer acceptance crite-

ria, the same communication protocol devised for the SSV
strategy is used here. However, instead of a majority rule,
a unanimity rule is employed. In other words, all of the
team members must find the opponent offer acceptable to
proceed to accept the offer. Otherwise, the offer is rejected.
This criterion can be formalized as follows:

acA(Xt
op→A) =

(
accept if

P
ai∈A

acai(X
t
op→A) = |A|

reject otherwise
(11)

3.4 Full Unanimity Mediated Strategy (FUM)
The last intra-team strategy aims to be a fully unanimous

process. With that purpose, the trusted mediator takes a
more active role in the tasks carried out by the team. In fact,
the trusted mediator is in charge of building the offer to be
sent to the opponent, and observing concessions made by the
opponent. It should be pointed out that this strategy is more
collaborative in nature, since it requires agents to share some
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information with the mediator. However, improvements in
terms of joint utility and the minimum utility of a team
member are expected.

The intra-team strategy can be divided into four different
phases: information sharing, observing concessions from the
opponent, offer construction, and the opponent offer accep-
tance criteria. The latter will not be described since the
criteria and communication protocol employed is the same
one as described in the SBV strategy.

3.4.1 Information Sharing Phase
Building an offer that satisfies every team member each

round is a difficult task. If it is not carried out properly, the
offer may be too demanding in the eyes of the opponent. The
goal of this phase, which is carried out before the negotia-
tion process starts, is to determine which attributes are not
interesting for each team member. During the negotiation
process, and more especifically during the offer construction
phase, agents that have stated xj as not interesting are not
entitled to ask value for that attribute. Therefore, team
members must be willing to sacrifice some utility for the
team welfare and the offer construction process. This coop-
erative behaviour is governed by a parameter εai , which is
private for each agent. This parameter determines the set of
attributes NIai that the team member ai is not interested in.
NIai is the largest set of attributes whose sum of weights
is lower than, or equal to εai . An easy way to calculate
NIai consists in ordering the attributes by ascending order
according to their weights, and then sequentially adding at-
tributes to NIai until the sum of the weights in NIai is
greater than εai (the last attribute is not added).

Before the negotiation process starts, the mediator pri-
vately asks each agent ai about Nai . Then, the agents also
respond privately. From this process, the mediator can ob-
tain the set of attributes that are not interesting for any
team member, and the set of attributes that are not inter-
esting for each team member.

3.4.2 Observing Opponent Concessions
During the negotiation process, the mediator is also in

charge of observing opponent concessions. The goal is to
determine which attributes are the most interesting ones for
the opponent. A simple mechanism is employed for this task.
For each attribute and round, the amount of concession per-
formed by the opponent is observed and accumulated in an
array. This process is carried out during k rounds. The gen-
eral idea behind this mechanism is that those attributes that
have accumulated less concession, are those that are more
interesting for the opponent. Contrarily, those attributes
that have accumulated more concession, are those that are
less interesting for the opponent. It is acknowledged that
there are more sophisticated methods for guessing opponent
preferences. Nevertheless, the goal of this paper is not to
propose a sophisticated learning technique, but to test the
general behaviour of structurally different intra-team strate-
gies.

3.4.3 Offer Construction Phase
This phase is carried out each time the team has to send

an offer to the opponent. The mediator takes a very active
role during this phase, where the information gathered from
the information sharing phase and the opponent are used.
The aim is to build an offer that is unanimously accepted
by all of the team members, and that is not too demanding

for the opponent.
It should be pointed out, that εai also affects each agent’s

concession strategy as follows:

sai(t) = (1− εai)− (1− εai −RUai)(
t

TA
)

1
βA (12)

The offer Xt
A→op is built iteratively in a process where the

mediator asks the agents about which value is the most ap-
propriate for each attribute. Next, we detail the algorithm
followed by the mediator and team members to build the
offer Xt

A→op at round t:

1. First, the list of active agents in the offer construction
phase A′ is initialized to the set that contains all of
the team members. Furthermore, attributes are sorted
by ascending order according to the importance for
the opponent. The result is placed in an array XOP.
Finally, the offer Xt

A→op is initialized to the empty set.

2. The mediator checks which attributes are not interest-
ing for any team member. These attributes are maxi-
mized/minimized according to the interests of the op-
ponent. They are also substracted from XOP.

3. The next attribute xj is substracted from the ordered
list XOP. The mediator asks each team member ai in
A′ who is also interested in xj , for a proper value for
xj . More especifically, given Xt

A→op, he asks for the
value xai,j needed by each agent ai to be as close as
possible to the utility defined by his strategy sai(t).
Among the received values D = {xa1,j , ..., xaM ,j}, the
selected value xj is the one that is the closest to the
most demanding value maxxj (e.g. if 1 is the most
preferred value in terms of utility, then the most de-
manding value is 1). xj is added to Xt

A→op. This
process can be formalized as follows:

xai,j = arg min
v∈[0,1]

(sai(t)− wj Vj(v)− Uai(Xt
A→op)

xj = arg max
xai,j∈D

|maxxj − xai,j |
(13)

4. Next, the mediator makes the partial offer Xt
A→op pub-

lic among teammates. Then, each team member who is
still active in A′ informs the mediator about whether
Xt
A→op reports greater or equal utility than his de-

sired utility sai(t).Those teammates whose response
is positive are eliminated from A′. If A′ is empty
or XOP is empty, then the offer construction phase
ends. If the construction phase ends and there are
still attributes that have not been instantiated, they
are maximized/minimized according to the opponent
preferences. Otherwise, if the construction phase has
not ended, the algorithm jumps to step 3.

This way, the offer Xt
A→op to be sent to the opponent is

constructed. This offer is unanimous since the resulting offer
complies with the following expression:

∀ai ∈ A, Uai(X
t
A→op) ≥ sai(t) (14)

4. EXPERIMENTS AND RESULTS
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4.1 Experimental Setting
As stated above, the goal of this paper is to study the

performance of different intra-team strategies. More specifi-
cally, we check their performance in different environments.
Environments differ in team preference diversity (very simi-
lar team, very dissimilar team), negotiation time (long dead-
line, short deadline), and the concession strategy (boulware,
conceder[4]). According to these settings, we generated dif-
ferent environmental scenarios, where each one is composed
of multiple negotiation cases. Next, we detail how these
environmental scenarios were generated:

• 25 different linear utility functions were randomly gen-
erated. These utility functions represented the prefer-
ences of potential team members for n=4 negotiation
attributes, whose Vi(.) is equal and linear for all of the
team members. Team size was set to M=4 members.
Therefore, 12650 teams were generated. 25 linear util-
ity functions were generated to represent the prefer-
ences of opponents. These utility functions were gen-
erated by taking potential teammates’ utility functions
and reversing Vi(.). Therefore, if the value preferred
by a team member for attribute i is 1, then the value
preffered by the opponent for that attribute will be 0.

• In order to determine the preference diversity in a
team, we decided to compare team members’ utility
functions. We introduce a dissimilarity measure based
on the utility difference between offers. The dissimi-
larity between two teammates can be measured as fol-
lows:

D(Uai(.), Uaj (.)) =
X

∀X∈[0,1]n

|Uai(X)− Uaj (X)| (15)

If the dissimilarity between two team members is to
be measured exactly, it needs to sample all of the pos-
sible offers. However, this is not feasible in the current
domain where there are an infinite number of offers.
Therefore, we limited the number of sampled offers to
1000 per dissimilarity measure. Due to the fact that
a team is composed by more than two members, it
is necessary to provide a team dissimilarity measure.
We define the team dissimilarity measure as the av-
erage of the dissimilarity between all of the possible
pairs of teammates. For all of the teams that had been
generated, we measured their dissimilarity and calcu-
lated the dissimilarity mean d̄t and standard deviation
σ. We used this information to divide the spectrum
of negotiation teams according to their diversity. Our
design decision was to consider those teams whose dis-
similarity was greater than, or equal to d̄t + 1.5σ as
very dissimilar, and those teams whose dissimilarity
was lower than, or equal to d̄t − 1.5σ as very similar.
In each case, 100 random negotiation teams were se-
lected for the tests, that is, 100 teams were selected to
represent the very similar team case, and 100 teams
were selected to represent the very dissimilar team
case. These teams participate in the different envi-
ronmental scenarios, where they are confronted with
one random half of all of the possible individual oppo-
nents. Therefore, each environmental scenario consists
of 100*12*4=4800 different negotiations (each negotia-
tion is repeated 4 times to capture stochastic variations
in the different intra-team strategies).

• On the one hand, deadlines T (Top, TA) for negotia-
tions are selected randomly from a uniform distribu-
tion U[30,60] in long deadline scenarios (L). On the
other hand, deadlines for negotiations are selected ran-
domly from a uniform distribution U[5,10] in short
deadline scenarios (S).

• Time-based concession strategies may be either boul-
ware (B) or conceder (C) depending on the strategy
parameter β (βop, βA) When β < 1, we set a boulware
strategy, where concessions are made slowly at the ini-
tial rounds, and faster towards the deadline. For par-
ties who employ a boulware strategy, β is randomly set
from a uniform distribution U[0.4,0.99]. When β > 1
we set a conceder strategy, where concessions are made
faster at the initial rounds, and they are slow towards
the deadline. For parties who employ a conceder strat-
egy, β is randomly set from a uniform distribution
U[20,40].

• Reservation utility is randomly chosen from a uniform
distribution U[0,0.25] for both team members and the
opponent.

• The representative is randomly chosen in RE.

• εai was set to 0.1 for all of the team members when
using the FUM strategy.

In each environmental scenario, we want to measure the
performance of the different intra-team strategies. We use
different quality measures, both economical and computa-
tional, for this purpose. Measures are mainly focused on
the team performance, leaving aside the performance of the
opponent. The selected quality measures are:

• Minimum Team Utility: It is the minimum utility ob-
tained by one of the team members. In some applica-
tions, it may be interesting to ensure a certain utility
level for the worst case team negotiation scenario.

• Average Team Utility: It is the average of the util-
ity obtained by the team members. It represents the
average satisfaction level of the team members.

• Negotiation rounds: It is the number of negotiation
rounds employed in obtaining a deal. Note that, in
this paper, we assume a similar cost per round since
the number of team members is not large.

4.2 Results
The results for the different environmental scenarios can

be found in Table 1. Next, we analyze the results obtained
for scenarios where teams are very dissimilar. It must be
pointed out that results for sA = C are not included since
they always yield worse results than the ones obtained by
Boulware in these scenarios.

• Very Dissimilar. T=L, sA=B, sop=B : FUM is
able to obtain better results in terms of minimum and
average utility. Moreover, the number of rounds is not
much different from SUV and SSV, which follow FUM
in terms of minimum and average utility.

• Very Dissimilar. T=L, sA=B, sop=C : SSV, SUV,
and FUM obtain very similar results in utility. SSV
and SUV seem to be the best options since they employ
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Very Dissimilar. T=Long. sA=Boulware. sop=Boulware

Strategy Minimum Average Round
RE [0.11-0.12] [0.44-0.45] [19.07-19.62]
SSV [0.32-0.33] [0.56-0.57] [28.39-28.74]
SUV [0.39-0.40] [0.53-0.54] [30.55-30.88]
FUM [0.50-0.51] [0.68-0.69] [29.87-30.24]

Very Dissimilar. T=Long. sA=Boulware. sop=Conceder

Strategy Minimum Average Round
RE [0.38-0.40] [0.72-0.73] [6.16-6.45]
SSV [0.61-0.63] [0.81-0.82] [12.49-12.94]
SUV [0.68-0.69] [0.81-0.82] [15.14-15.63]
FUM [0.68-0.69] [0.78-0.79] [21.27-21.80]

Very Dissimilar. T=Short. sA=Boulware. sop=Boulware

Strategy Minimum Average Round
RE [0.09-0.10] [0.41-0.42] [4.48-4.57]
SSV [0.33-0.34] [0.51-0.52] [5.88-5.95]
SUV [0.38-0.39] [0.51-0.52] [6.22-6.29]
FUM [0.39-0.40] [0.58-0.59] [6.28-6.35]

Very Dissimilar. T=Short. sA=Boulware. sop=Conceder

Strategy Minimum Average Round
RE [0.26-0.28] [0.62-0.63] [2.48-2.53]
SSV [0.58-0.59] [0.77-0.78] [2.95-3.04]
SUV [0.62-0.63] [0.77-0.78] [3.21-3.30]
FUM [0.68-0.69] [0.80-0.81] [4.13-4.22]

Very Similar. T=Long. sA=Boulware. sop=Boulware

Strategy Minimum Average Round
RE [0.47-0.48] [0.61-0.62] [23.04-23.47]
SSV [0.49-0.50] [0.61-0.62] [27.56-27.93]
SUV [0.53-0.54] [0.61-0.62] [29.44-29.81]
FUM [0.61-0.62] [0.72-0.72] [25.69-26.12]

Very Similar. T=Long. sA=Boulware. sop=Conceder

Strategy Minimum Average Round
RE [0.77-0.78] [0.86-0.87] [8.69-9.02]
SSV [0.76-0.77] [0.83-0.84] [15.04-15.49]
SUV [0.77-0.78] [0.82-0.83] [17.25-17.74]
FUM [0.76-0.77] [0.82-0.83] [17.38-17.93]

Very Similar. T=Short. sA=Boulware. sop=Boulware

Strategy Minimum Average Round
RE [0.41-0.42] [0.55-0.56] [5.05-5.12]
SSV [0.46-0.47] [0.55-0.56] [5.56-5.63]
SUV [0.48-0.49] [0.56-0.57] [5.81-5.88]
FUM [0.51-0.52] [0.63-0.64] [5.56-5.63]

Very Similar. T=Short. sA=Boulware. sop=Conceder

Strategy Minimum Average Round
RE [0.70-0.71] [0.80-0.81] [2.87-2.94]
SSV [0.73-0.74] [0.81-0.82] [3.23-3.32]
SUV [0.74-0.75] [0.81-0.82] [3.48-3.57]
FUM [0.77-0.78] [0.83-0.84] [3.59-3.68]

Table 1: Results for the different environmental scenarios. Each table shows confidence intervals (95%) for
the minimum team utility, the average team utility and the number of negotiation rounds. The results also
include cases where no deal was found (minimum utility=0, average utility=0)

fewer rounds. If we analyze the average utility, RE is
very close to the rest of the strategies. If the number of
rounds is very important during the decision-making
process, RE may become the most appropriate option
when the team wants to get a good average utility.

• Very Dissimilar. T=S, sA=B, sop=B : SUV and
FUM obtain the best results in terms of minimum util-
ity. SUV may be a better option since it requires fewer
internal messages. As for the average utility, the re-
sults suggest that FUM is a better intra-team strategy.

• Very Dissimilar. T=S, sA=B, sop=C : In terms of
minimum team utility, FUM is the best option followed
by SUV. However, the results imply that SSV may
be the best option for the average utility since it gets
similar results to SUV and FUM in fewer rounds.

In general, FUM tends to work better than the other strate-
gies when the opponent is known to use a boulware strategy
since it is able to propose a deal that is satisfactory for both
parties. Its performance is reduced when the deadline is
short. This may occur due to the fact that it is not capable
of inferring opponent preferences. When the opponent uses
a conceder strategy, SSV and SUV are able to obtain similar
results to FUM. The RE strategy gets poor results compared
to the other strategies, especially in terms of the minimum
utility. This is due to the fact that the representative is not
able to account for the preferences of the majority of the
team members.

Next, we detail the analysis for the results obtained when
teams are very similar. In these scenarios, RE gets closer to
the other methods due to the similarities among teammates.

• Very Similar. T=L, sA=B, sop=B : Similarly to
the analogous case where teammates were very dis-
similar, FUM obtains better results in terms of both
utilities.

• Very Similar. T=L, sA=B, sop=C : All of the
strategies get very similar results in terms of utility.

Thus, RE is suggested as the best intra-team strategy
since it requires a significantly lower number of rounds.

• Very Similar. T=S, sA=B, sop=B : SUV and
FUM obtain the best results when analyzing the min-
imum utility. However, regarding the average utility,
FUM obtains slightly better results than SUV.

• Very Similar. T=S, sA=B, sop=C : All of the
strategies get very similar results. With regard to the
minimum utility, SSV, FUV, and FUM obtain slightly
better results at a similar number of rounds. Never-
theless, the results are much closer when it comes to
the average utility. The results imply that RE is the
best option in this case since it requires fewer rounds.

In these cases, FUM still tends to obtain better results when
the opponent uses a boulware strategy, and its performance
is reduced when the deadline is short. However, when the
the opponent uses a conceder strategy, RE may prove to be
more useful since it requires fewer rounds and communica-
tions. Due to the fact that teammates’ preferences are more
similar, the representative is able to account for the group
preferences.

The variability shown in intra-team strategies’ performance
under different environmental conditions implies that team
members should try to identify such conditions before the
negotiation process starts so that they can choose the ap-
propiate intra-team strategy. Analysis such as the one per-
formed in this paper provide agents with the knowledge re-
quired to make those decisions.

5. RELATED WORK
As far as we are concerned, the topic of negotiation teams

has not been thoroughly studied in agent literature. How-
ever, there are some topics which are closely related. Cus-
tomer coalitions are groups of self-interested agents who join
together in order to get volume discounts from sellers [13].
Customer coalitions usually consider scenarios where there is
a single attribute that is equally important for every buyer.
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Negotiation teams also face the problem of multi-attribute
tasks, where teammates may have different opinions about
the different negotiation issues.

Most of the works carried out in agent-based negotiation
focus on negotiations where parties represent one single in-
dividual in a bilateral negotiation process [4, 5, 6, 10, 12],
a multi-party process [3, 7] or argumentation processes [15].
However, as far as we know, none of these models take into
account the fact that parties may be formed by more than
a single individual.

Another agent topic that is closely related is multi-agent
teams [2]. Agent teams have been proposed for a wide va-
riety of tasks such as Robocup [17], rescue tasks [11], and
transportation tasks [8]. However, as far as we know there
is no published work that considers teams of agents negoti-
ating with an opponent.

6. CONCLUSIONS AND FUTURE WORK
From the perspective of agent literature, not much re-

search has been carried to cover the topic of negotiation
teams. In this paper, we have studied the performance of
several intra-team strategies, which define what decisions
are taken by the team during the negotiation process, and
when and how these decisions are taken. More especifically,
we have analyzed how the performance of the different intra-
team strategies is affected in different ways by environmen-
tal conditions. The results have shown variability in the
strategies’ performance depending on the negotiation envi-
ronment. This fact highlights the need for teams to analyze
their environment before choosing a proper intra-team strat-
egy.

Since the topic of negotiation teams is quite novel, there
are still several areas that need to be covered. Some of
the issues that need to be studied are: the impact of team
size on the strategy performance, the impact of other en-
vironmental conditions (e.g. different opponent strategies,
issue incompatibility among team members, non-static team
membership, etc.), additional intra-team strategies, non-flat
structured teams where teammates perform different roles,
and team formation methods.
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ABSTRACT 
There is now considerable evidence in social psychology, 
economics, and related disciplines that emotion plays an 
important role in negotiation. For example, humans make greater 
concessions in negotiation to an opposing human who expresses 
anger, and they make fewer concessions to an opponent who 
expresses happiness, compared to a no-emotion-expression 
control. However, in AI, despite the wide interest in negotiation 
as a means to resolve differences between agents and humans, 
emotion has been largely ignored. This paper explores whether 
expression of anger or happiness by computer agents, in a multi-
issue negotiation task, can produce effects that resemble effects 
seen in human-human negotiation. The paper presents an 
experiment where participants play with agents that express 
emotions (anger vs. happiness vs. control) through different 
modalities (text vs. facial displays). An important distinction in 
our experiment is that participants are aware that they negotiate 
with computer agents. The data indicate that the emotion effects 
observed in past work with humans also occur in agent-human 
negotiation, and occur independently of modality of expression. 
The implications of these results are discussed for the fields of 
automated negotiation, intelligent virtual agents and artificial 
intelligence.  

Categories and Subject Descriptors 
I.2.11 [Artificial Intelligence]: Distributed Artificial Intelligence 
– Intelligent Agents; D.2.2 [Software Engineering]: Design 
Tools and Techniques – User Interfaces 

General Terms 
Design, Experimentation, Theory, Verification 

Keywords 
Negotiation, Emotion, Agent, Human, Empirical 

1. INTRODUCTION 
Recent research in the behavioral sciences has seen a growing 

interest on the impact of emotions in negotiation [1, 2]. On the 
one hand, research emphasizes the effect of felt emotion on one’s 
own behavior [3, 4, 5, 6, 7]. On the other hand, research 
emphasizes the effect of expressed emotion on another’s 
behavior. This interpersonal effect of emotion is in line with the 
view that emotions serve important social functions and convey 
information about one’s beliefs, desires and intentions [8, 9, 10, 
11]. For example, many studies demonstrate that displaying anger 
in a negotiation often triggers greater concession-making in one’s 
opponent [12, 13, 14], whereas displaying happiness leads to 
fewer concessions [12]. The argument is that anger (or happiness) 
conveys information about the opponent’s high (or low) 
aspirations in the negotiation [12, 13]. Thus, when faced with an 
angry opponent, one has to lower one’s demands to reach an 
agreement. In turn, when faced with a happy opponent, one can 
afford to be strategically more demanding. However, despite the 
wide interest the artificial intelligence community has shown in 
modeling (or automating) negotiation for the purpose of resolving 
conflict in agent-agent or human-agent interactions [15, 16, 17], 
emotion has been notoriously absent in these models. 

Many negotiation models in artificial intelligence draw on earlier 
work from game theory [18, 19, 20, 21, 22, 23]. These models 
attempt to address some of the limitations in game theory such as 
the assumption of perfect computational rationality (i.e., there is 
no cost to search the whole space of possible solutions to find the 
optimal solution), the infinite time horizon (i.e., time has no cost) 
and the assumption of complete information (i.e., the agent knows 
its own preferences as well as the opponent’s). In real-life some or 
all of these assumptions are unreasonable. To address these 
issues, theoretical extensions of early game theory work have 
been proposed, and heuristics and learning were integrated into 
negotiation models: Fatima et al. [24] propose an agenda-based 
framework for multi-issue bargaining under time constraints in an 
incomplete information setting; Hindriks and Tykhonov [25], 
extending earlier work by Zeng and Sycara [26], propose a 
solution for learning the opponent’s preferences and issue 
priorities in multi-issue negotiation using Bayes rule; Sycara [27] 
combines case-based reasoning with multi-attribute utility theory 
to address multi-issue bargaining; Luo et al. [28] proposes a 
fuzzy-constraint model for bilateral multi-issue bargaining; 
Faratin et al. [29] suggests trading off on multiple issues (or 
logrolling [30]) based on similarity criteria; and, Lai and Sycara 
[31] suggest a distance-based heuristic for trading off issues. 
However, despite acknowledging the need for bounded rationality 
[32], these models are much more prescriptive than descriptive of 
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human behavior. Effectively, it is now widely accepted that 
people are not strictly concerned with maximizing expected utility 
and do not always follow theoretical equilibrium strategies [33, 
34, 35, 36]. As a result, these systems tend to be optimized for 
agent-agent interaction. 

Several systems in artificial intelligence focus explicitly on 
human-agent negotiation and simulate behavior humans do in real 
negotiations [17]. Kraus and Lehmann [37] developed the 
Diplomat agent that behaves according to different ‘personalities’ 
and has a learning mechanism to learn the personality of its 
opponents. The agent also has a randomization mechanism that, 
according to its personality, determines whether agreements will 
be breached or fulfilled. Because agreements become 
unenforceable, trust becomes an issue in human-agent 
negotiation, similarly to human-human negotiation [38]. Byde 
[39] has developed a negotiation agent that supports ‘cheap talk’ 
[40], i.e., the proposition of offers which cannot be validated by 
the other party a priori. Katz and Kraus [41] propose an agent 
which behavior in the ultimatum game follows a heuristic based 
on the qualitative theory of Learning Direction [42]. Gal et al. 
[43] propose a learning mechanism that learns a model of human 
social preferences and this model is then used to predict the 
reaction of the opponent to the agent’s offers. Lin et al. [44] 
propose an agent that also tries to learn which ‘type’ of opponent 
it is playing with and, rather than focusing on maximizing 
expected utility, uses a more qualitative approach for decision-
making. However, though being closer to supporting the kind of 
negotiation we see in real-life between humans, these systems still 
don’t address the pervasive role emotion plays in decision-making 
[33, 45]. In particular, none addresses the effect that expression of 
emotion has on negotiation outcome [1, 12, 13, 14]. 

In this work, we’re interested on the impact expression of anger 
and happiness has on negotiation outcome. Van Kleef et al.’s [12, 
46] seminal study describes a computer-mediated multi-issue 
negotiation scenario, where participants face an opponent that 
expresses anger, happiness or nothing (control). Participants are 
carefully led to believe they are negotiating with another 
participant, through a computer, but in fact they are matched with 
a computer program that plays a scripted strategy. Participants are 
instructed that they were randomly chosen to have access to a 
report of the opponent’s intentions, without the opponent knowing 
about it, and that the opponent was randomly chosen not to have 
access to the participants’ intentions. So, on rounds 1, 3 and 5, the 
opponent (i.e., the computer program) supposedly reports, 
textually, that it is happy or angry with the participant’s last offer. 
Participants are not told how many rounds the negotiation takes, 
except that it is finite horizon, and the negotiation always ends on 
round 6. Results show that participants concede more - i.e., the 
offer in round 6 is worth less for the participant – when matched 
with the angry opponent than the control and, participants 
concede less when matched with the happy opponent than the 
control. Based on results from a follow-up experiment [12], they 
argue that participants are using emotion to infer the opponent’s 
limits. So, when faced with an angry opponent, they estimate the 
opponent to have high limits and, thus, to avoid costly impasse, 
they make large concessions. When faced with a happy opponent, 
they infer the opponent to have low limits and, thus, strategically 
make low concessions. Steinel et al. [47] go a bit further and show 
that this effect only occurs when emotions are directed at the 
offers but not when directed at the person. Whereas these studies 

relied on verbal expression of emotion, similar results have been 
obtained when emotion is conveyed through pictures of facial 
expressions [13] and when participants are instructed to act angry 
or happy in face-to-face negotiation [14]. In all these experiments, 
however, there was particular care to create the impression on the 
participants that they were interacting with other participants. In 
contrast, in this work we’re interested in learning whether 
expression of emotion will have an impact on negotiation when 
people know they’re negotiating with computer agents. 
Additionally, this work also explores the impact of verbal and 
non-verbal expression of emotion in negotiation with computer 
agents. Whether the effect in human-human negotiation carries to 
human-agent negotiation is not obvious. It has been shown in the 
past that knowledge of whether the opponent is a computer 
program or not can have an impact on the interaction. For 
instance, Sanfey [48] showed that people treat differently unfair 
offers made by humans than by computer programs in an 
ultimatum game and, Grossklags and Schmidt [49] showed that 
people play differently when they are aware of the presence of 
computer agents in a double auction market environment. 
However, Nass and colleagues [50, 51] propose the view that 
computers are social actors based on evidence that individual’s 
interactions with computers are fundamentally social and that 
people unconsciously treat human-machine interaction in the 
same way as human-human interaction. When applied to 
computer agents that express emotions, this view should predict 
that the impact of emotion in human-agent interaction should be 
similar to the effect in human-human interaction.  

This paper describes an experiment where participants are 
engaged in a multi-issue bargaining task with computer agents 
that express emotions verbally (through text) and non-verbally 
(through animated facial expressions). The experiment follows a 
factorial design with two between-participants factors: Emotion 
(Angry vs. Happy vs. Control); and, Modality of Expression 
(Verbal vs. Non-Verbal). Participants are explicitly instructed that 
they’ll be negotiating with computer agents. Our hypotheses are 
that, similarly to the predictions from the behavioral sciences 
literature regarding human-human negotiation and in line with the 
view that computers are social actors, participants will concede 
more with an angry agent than the control and, concede less with 
a happy agent than the control. Moreover, we expect these results 
to occur independently of modality of expression. 

2. EXPERIMENT 
The experiment closely follows the design in the studies described 
above [1, 12, 13, 14, 46]. 

Negotiation Task. . Participants play the role of a seller of a 
consignment of mobile phones whose goal is to negotiate three 
issues: the price, the warranty period and the duration of the 
service contract of the phones. Each issue has 9 levels, being the 
highest level the most valuable for the participant, and the lowest 
level the least valuable 1. Level 1 on price ($110) yields 0 points 
and level 9 ($150) yields 400 points (i.e., each level corresponds 
                                                                 
1 This contrasts with Van Kleef et al.’s study [12] which defines 

the lowest (highest) level to be the most (least) valuable for the 
participant. However, a pilot study we did suggested that 
defining the lowest (highest) level to be the least (most) 
valuable is a better match to participants’ intuitions. 
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to a 50 point increment). Level 1 on warranty (9 months) yields 0 
points and level 9 (1 month) yields 120 points (i.e., each level 
corresponds to a 15 point increment). Finally, for duration of 
service contract, level 1 (9 months) yields 0 points, and level 9 (1 
month) yields 240 points (i.e., each level corresponds to a 30 
point increment). It is pointed out to the participant that the best 
deal is, thus, 9-9-9 for a total outcome of 760 points (400 + 120 + 
240). The participant is also told that the agent has a different 
payoff table which is not known. The negotiation proceeds 
according to the alternating offers protocol [52], being the agent 
the first to make an offer. Finally, the participant is informed that 
the negotiation will proceed until one player accepts the offer or 
time expires. If no agreement is reached by the end of round 6, 
negotiation is always terminated [12], but participants are not 
aware of how many rounds the negotiation lasts a priori. 

Incentive Structure. The incentive to participate follows 
standard practice in experimental economics [53]: first, 
participants are given school credit for their participation; second, 
with respect to their goal in the game, participants are explicitly 
instructed to earn as many points as possible, as the total amount 
of points would increase their chance of winning a lottery for 
$100. Importantly, they are told they would not get any points if 
they fail to reach an agreement.  

Agent’s Offers. Agents in every condition follow the same 
scripted sequence of offers (level on price, level on warranty, 
level on service): 2-3-2, 2-3-3, 2-4-3, 3-4-3, 3-4-4, and 4-4-4. 
This is the same sequence as in Van Kleef et al.’s experiment, 
where it is argued to strike the right balance of cooperation and 
competition [12]. 

Conditions. The experiment follows a 2x3 factorial design with 
the following independent variables: Emotion (Angry vs. Happy 
vs. Control); and, Modality of Expression (Verbal vs. Non-
Verbal). In the emotion conditions, for both modalities, the agent 
will express the emotion after the participant makes an offer on 
rounds 1, 3 and 5. The timing of the expression is as follows: (1) 
the participant makes an offer; (b) 3 seconds later, the agent will 
express an emotion (unless it’s one of the control conditions); (c) 
5 seconds later, the agent makes a counter-offer; (d) 1 second 
later, the participant is allowed to make another offer or accept 
the agent’s offer; (e) after the participant counter-offers or accepts 
the offer, the expression fades out. This timing aims to achieve 
two things: (1) by having the expression immediately follow the 
participant’s offer, make sure participants perceive the target of 
the emotion to be the offer and not the person [47]; (2) give 
enough time for the participant to perceive the expression before 
making another offer. 

In the verbal case, emotion is expressed through text. The 
sentences are similar to the ones used in the original Van Kleef et 
al. experiment [12]: (a) for the angry case they are (in order): 
“This is a ridiculous offer, it really pisses me off”, “I am starting 
to get really angry” and “All this is starting to get really 
irritating”; (b) for the happy case they are: “This is going pretty 
well, I can't complain”, “I like the way things are going, I can 
only be happy with this” and “I am pretty satisfied with this 
negotiation”; (c) for the control case, they are: “Here is my 
counter-offer”, “Here's my next offer” and “Here is my offer”. To 
increase realism, text typing of the sentences is simulated: a 
blinking prompt leads the text as it is typed and letters are typed 
at varying speed.  

In the non-verbal case, emotion is expressed through facial 
displays. The facial displays used in this experiment are shown in 
Figure 1. Facial displays are animated using a real-time pseudo-
muscular model for the face that also simulates wrinkles in the 
region between the eyebrows for anger [54]. All facial displays 
have been previously validated [55]. 

Measures. Our main dependent variable is demand difference 
between demand level in round 1 (initial offer) and round 6 (final 
offer). To calculate demand level, the number of points demanded 
in each round is summed across all issues of price, warranty and 
service. Demand difference is then calculated by subtracting 
demand level in round 1 (first offer) and demand level in round 6 
(last offer). 

After the negotiation, participants filled a questionnaire that 
contained manipulation checks. To check that participant’s 
perceived the emotion the agent was suppose to be expressing, we 
ask the following six classification questions (scale goes from 1 – 
‘not at all’ to 7 – ‘very much’):  

 How much do you believe the agent experienced ANGER / 
HAPPINESS?  

 How SATISFIED / IRRITATED / BAD-TEMPERED / 
PLEASED do you believe the agent was?  

Finally, to validate that participants are interpreting the emotions 
to be directed at the offer and not the person, we ask two 
questions, on a 1 (meaning ‘not at all’) to 7 (meaning ‘very 
much’) scale:  

 How much do you think the agent’s emotions were directed 
at YOU / YOUR OFFERS? 

Software. The negotiation task and questionnaires were 
implemented in software. Figure 2 shows the software when 
emotion is expressed non-verbally. In the verbal case, text appears 
on the upper part of the region where the face would be. 

Quiz and Tutorial. To make sure the instructions were 
understood, participants first take a quiz where they are asked 
questions about interpretation of offers (e.g., “How many points 
would YOU get if you were given an offer of 1-1-1?”), value of 
their offers to the participants (“If you offer 9-9-9, how much is 
that worth to the other player?”) and incentive structure (“How 
many points would you get if you don’t reach an agreement?”). 
Participants are only allowed to proceed once they’ve provided 
the correct answers to the questions. After finishing the quiz, 
participants play a tutorial negotiation session with an agent that 

Figure 1. The facial displays of emotion. 
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follows a scripted sequence of offers: 1-1-1, 2-2-2…9-9-9. This 
tutorial allows participants to get acquainted with the task and 
software interface. Upon completion of the tutorial, participants 
proceed to play the actual negotiation task.  

Participants and Procedure. One-hundred and fifty (150) 
participants were recruited for this experiment at our University’s 
business school student pool. Most participants were 
undergraduate (50.0%) or graduate (48.0%) students majoring in 
diverse fields. Average age was 22.8 years and 63% were males. 
Most were originally from Asia (60.0%) and North America 
(37.3%).  

The experiment was organized into sessions where 13 participants 
play the negotiation task at the same time. Upon arrival, 
participants were greeted by the experimenter and seated in their 
computer cubicle. After signing a consent form, participants were 
allowed to start the experiment immediately, which was fully 
implemented in software. Because we were running many 
participants in parallel and not every session filled, we did not get 
the same amount of participants for each of the 6 conditions but, 
every condition always had between 24 and 27 participants. 

3. RESULTS 
 In order to compare our results with Van Kleef and colleagues; 
studies, we use the same exclusion criterion [1, 12, 13, 14, 46], 
i.e., any participant that reached agreement before round 6 was 
excluded. The argument is that participants that reach agreement 
before round 6 are likely not taking the negotiation seriously [12, 
46]. After applying this criterion, 24 participants were excluded 
out of 150. 

3.1 Manipulation Checks 
The classification questions for perception of anger, irritation and 
bad-temperament were averaged as their results were found to be 
highly correlated (α=.866). We ran a factorial ANOVA on this 
anger index with 2 between-participants factors: Emotion (Angry 
vs. Happy vs. Control); and, Modality (Verbal vs. Non-Verbal). 
Results revealed a main effect of Emotion, F(2, 120) = 29.166, 

p<.001. The Tukey post hoc test revealed that the Angry agents 
(verbal: M=5.02, SD=1.71; non-verbal: M=5.09, SD=1.31) were 
perceived to be angrier than the Happy (verbal: M=2.42, 
SD=1.19; non-verbal: M=2.96, SD=1.43) and Neutral (verbal: 
M=3.73, SD=1.32; non-verbal: M=3.80, SD=1.70) agents (p<.001 
in both cases). The classification questions for perception of 
happiness, satisfaction and pleasantness were also averaged as 
their results were highly correlated (α=.841). We also ran a two-
way factorial ANOVA on the happiness index with Emotion and 
Modality as between-participants factors. Results revealed a main 
effect of Emotion, F(2, 120) = 13.263, p<.001. The Tukey post 
hoc test revealed that the Happy agents (verbal: M=3.89, 
SD=1.49; non-verbal: M=2.85, SD=1.49) were perceived to be 
happier than the Angry (verbal: M=2.04, SD=1.00; non-verbal: 
M=2.19, SD=.97) and Neutral (verbal: M=2.47, SD=1.22; non-
verbal: M=2.15, SD=.89) agents (p<.001 in both cases). In 
summary, participants perceived as expected the Angry agents to 
be angrier than the others and the Happy agents to be happier than 
the others.  

Regarding target of emotion, we compared using a dependent-
measures t-test the classification questions about whether the 
target was the offer or the participant. Results revealed, as 
expected, that participants perceived the target of expressed 
emotion to be significantly more the offers (M=4.57, SD=1.74) 
than the participant (M=3.15, SD=1.60, t(125)=-7.252, p<.001).  

3.2 Demand Difference 
Demand difference was analyzed using a factorial ANOVA with 
2 between-participants factors: Emotion (Angry vs. Happy vs. 
Control); and, Modality (Verbal vs. Non-Verbal). There was no 
main effect of Modality on demand difference, F(1, 120)=.767, 
p=.383>.05. This means that, on average, participants conceded 
as much with text as face agents, when collapsing across 
emotions. There was a significant main effect of Emotion on 
demand difference, F(2, 120)=6.578, p<.01. The Tukey post-hoc 
test revealed that demand difference was: (a) lower with Happy 
agents than with Angry agents (p<.01); (b) tended to be lower 
with Happy agents than the Control agents (p=.157); (c) tended to 
be higher with the Angry agents than the Control agents (p=.159). 
This suggests that, in line with Van Kleef et al. studies, 
participants are conceding more with the Angry agents than the 
Control agents and, conceding less with the Happy agents than the 
Control agent. Finally, there was no significant interaction 
between Modality and Emotion, F(2, 120)=.602, p=.550>.05. 
Additionally, comparing demand difference across modalities 
using an independent t-test shows no significant differences for 
the Happy (t(38)=-.291, p=.773>.05), Angry (t(39)=1.083, 
p=.285>.05) or Control agents (t(43)=.611, p=.545>.05). This 
suggests that emotion is having the same impact on demand 
difference independently of modality of expression. Figure 3 
summarizes average demand difference for each condition  and 
Table 1 shows averages, standard deviations and Ns for demand 
difference in each condition. 

4. DISCUSSION 
The results show that people concede more to an agent that 
expresses anger than to one that expresses happiness. The results 
also show clear trends that people concede more to an angry agent 
than to the control agent that shows no emotion and concede less 
to a happy agent than to the control agent. These results are in line 

 

Figure 2. The software used in the experiment. 
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with the predictions from Van Kleef and colleagues on the impact 
of expression of emotion in human-human negotiation [1, 12, 13, 
14, 46]. According to this theory, people use emotion to infer the 
opponent’s limits. So, when faced with an angry opponent, they 
estimate the opponent to have high limits and, thus, to avoid 
costly impasse, make large concessions. When faced with a happy 
opponent, people infer the opponent to have low limits and, thus, 
strategically make low concessions. Our results emphasize that 
this effect also occurs when people are involved in a negotiation 
with computer agents. 

 

Figure 3. Demand difference between rounds 1 and 6 for each 
condition. 

Table 1. Descriptive statistics for demand difference between 
rounds 1 and 6 in each condition 

Modality Emotion N Mean Std. Dev. 

Verbal Happy 24 43.750 128.090 

 Angry 18 179.722 164.554 

 Control 20 110.750 115.716 

 Total 62 104.839 145.044 

Non-Verbal Happy 16 55.000 105.657 

 Angry 23 127.826 141.941 

 Control 25 90.800 103.135 

 Total 64 95.156 120.633 

Total Happy 40 48.250 118.325 

 Angry 41 150.610 152.542 

 Control 45 99.667 108.095 

 Total 126 99.921 132.757 

 

The results have important implications for the design of 
computer agents that can negotiate with people. Whereas artificial 
intelligence research in automated negotiation has tended to focus 
on structural aspects of negotiation [15, 16, 17] – how many 
parties are involved, how many issues are being negotiated, how 
to schedule an agenda for the issues, whether the negotiation is 
one-shot or multiple iterations, and so on – the present results 
emphasize it is also relevant to consider the broader social context 
of human-agent negotiation. Effectively, research in the 
behavioral sciences has already shown that personality [56], 
culture [57], social context [58] and, in particular, expressions of 
emotion impacts negotiation [1]. In computer science, Nass and 

colleagues’ [50, 51] view that computers are social actors points 
out that people unconsciously treat human-machine interaction in 
the same way they do human-human interaction. Several recent 
studies have started exploring whether the influence of affect we 
see in human-human interaction also impacts human-machine 
interaction [59]. In particular, some studies explore the impact of 
emotion on negotiation or, more generally, decision-making: 
Traum et al. [60] propose a broad negotiation model for multi-
party multi-issue negotiation where agents can follow different 
strategies – find issue, avoid, attack, advocate, etc. – and signal 
these strategies with heuristic gestures (e.g., defensive crossed-
arms for the avoid strategy); Gong [61] shows that people tend to 
trust agents that express positive emotions more than negative 
emotions, even when the emotions are independent of context; 
Brave et al. [62] show that people trust agents that display other-
oriented empathic emotion more than agents that display self-
oriented empathic emotion; and, recently, we have shown that 
display of appropriate emotions can promote emergence of 
cooperation between humans and agents [55, 63]. The experiment 
presented in this paper adds empirical evidence that display of 
anger and happiness can have an impact in negotiation between 
agents and humans. 

The results also suggest that verbal and non-verbal 
expression of anger and happiness in this negotiation task produce 
similar effects. This is consistent with findings in the behavioral 
sciences that show compatible effects of anger when expressed 
through text [12], pictures of faces [13] or in face-to-face 
negotiation [14]. However, even though textual and facial display 
of anger and happiness are producing similar effects in this 
negotiation task, we’re not claiming that verbal and non-verbal 
expression of emotion always produce the same effect in 
negotiation. Effectively, it has been shown before that text-based 
negotiation can be different from face-to-face negotiation [64]. 
Moreover, it has been argued that non-verbal expression of 
emotion conveys information that is hard to convey through text: 
non-verbal cues may intensify or tone down the emotion 
expression [65]; non-verbal cues tend to occur unconsciously, in 
contrast to textual expression of emotion (e.g., emoticons [66]); 
and, building rapport relies heavily on mimicry of non-verbal 
aspects [67]. Therefore, further work is necessary to clarify when 
does verbal or non-verbal expression of emotion produce similar 
or different effects in negotiation.  

In this paper we focus on anger and happiness, however, it 
has been shown that other emotions can also impact negotiation 
outcome. Thompson et al. [68] show that when opponents show 
disappointment (vs. happiness) after a negotiation, people 
perceive the negotiation to have been more successful. Van Kleef 
et al. [69] also explored the impact of emotions of supplication 
(disappointment and worry) and appeasement (guilt and regret) on 
concession level. Results indicate that people concede more to a 
supplicating opponent than a control agent, and concede less to a 
guilty opponent. Following our results, we expect these findings 
to replicate also in human-agent interactions. Power has also been 
shown to mediate the effect of emotion on negotiation outcome 
[70]. For instance, results indicate that high-power individuals do 
not lower (raise) their demand when faced with an angry (happy) 
opponent [14, 46]. Whether this mediating role of power on 
expression of emotion also occurs in human-agent interaction is 
also a topic of future work but, once again, we expect results to 
replicate the findings in the aforementioned studies. Finally, this 
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work focuses on the impact of anger and happiness in one-shot 
negotiations. If agents only interacted once with any particular 
human, it would be tempting to suggest the agent designer to 
make the agent always angry, since, at least if it is not the case 
that the human has more power than the agent, this leads to higher 
concession from the human. However, people more often than not 
negotiate with people they’ve negotiated before. Therefore, being 
able to maintain a good relationship with the other negotiator is 
usually important [71]. It has also been argued that maintaining 
relations with agents is important for effective long-term human-
agent interaction [72]. So, what is the long-term impact of having 
an agent express anger or happiness? Recent research by Van 
Kleef et al. [73] suggests that if participants engage in sequential 
negotiation tasks, similar to the one explored here, with a person 
that conveys anger in the first task but not in the second, people 
will tend to perceive this person as tough and continue to concede 
(as opposed to retaliate) in the second task. Notice, however, that 
participants are not given a choice to play (or not) the second task 
with the angry agent. Nevertheless, the results suggest what to 
expect when people interact multiple times with the same agent 
that expresses anger. Still, further research is required to 
understand the long-term impact of expression of happiness and, 
importantly, what happens if the participant has the choice to play 
or not the second game with the emotional agent.  

Finally, we plan (and have begun) to explore contingent displays 
of emotion. In this work, following the literature in the behavioral 
sciences, we start by exploring non-contingent display of anger 
and happiness, i.e., no matter what the participant offers, the agent 
will always display the same emotion. However, non-contingent 
display of emotions is at odds with appraisal theories of emotion 
[73]. Appraisal theories argue that emotion arises from cognitive 
appraisal of events with respect to one’s goals, desires and beliefs 
(e.g., is this event congruent with my goals? Who is responsible 
for this event? Do I have control over this event?). According to 
the pattern of appraisals, different emotions ensue. So, if people 
perceive anger when they made a bad offer, they can infer that the 
opponent does not like the offer and is blaming them for that. 
However, what does it mean when the opponent expresses anger 
and the offer was good? Recent work in both the behavioral 
sciences [74] and computer science [55] suggest that people can 
infer different things from the same emotion display, i.e., the 
context in which the emotion is expressed is critical to its 
interpretation. Thus, further research is necessary to understand 
whether contingent display of appropriate emotion at the right 
time in negotiation produces different effects (in quality and/or 
intensity) on negotiation outcome when compared to non-
contingent display of emotion. 
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ABSTRACT
Over the past few years, attempts to scale up infinite-horizon DEC-
POMDPs are mainly due to approximate algorithms, but without
the theoretical guarantees of their exact counterparts. In contrast,
ε-optimal methods have only theoretical significance but are not ef-
ficient in practice. In this paper, we introduce an algorithmic frame-
work (β-PI) that exploits the scalability of the former while pre-
serving the theoretical properties of the latter. We build upon β-PI
a family of approximate algorithms that can find (provably) error-
bounded solutions in reasonable time. Among this family, H-PI
uses a branch-and-bound search method that computes a near-optimal
solution over distributions over histories experienced by the agents.
These distributions often lie near structured, low-dimensional sub-
space embedded in the high-dimensional sufficient statistic. By
planning only on this subspace, H-PI successfully solves all tested
benchmarks, outperforming standard algorithms, both in solution
time and policy quality.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent systems

General Terms
Algorithms, Experimentation, Performance

Keywords
artificial intelligence, decentralized pomdps, point-based solvers.

1. INTRODUCTION
In recent years, there has been increasing interest in finding scal-

able algorithms for solving multiple agent systems where agents
cooperate to optimize a joint reward function while having differ-
ent local information. To formalize and solve such problems,[5,
14] suggest similar models that enable a set of n agents to cooper-
ate in order to control a partially observable Markov decision pro-
cess (POMDP), namely decentralized partially observable Markov
decision process (DEC-POMDP).

Unfortunately, finding either optimal or even near-optimal so-
lutions of such a problem has been shown to be particularly hard

Cite as: Toward Error-bounded Algorithms for Infinite-Horizon DEC-
POMDPs, J.S. Dibangoye, A.-I. Mouaddib and B. Chaib-draa, Proc. of
10th Int. Conf. on Autonomous Agents and Multiagent Systems (AA-
MAS 2011), Tumer, Yolum, Sonenberg and Stone (eds.), May, 2–6, 2011,
Taipei, Taiwan, pp. 947-954.
Copyright © 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

[5, 15]. Significant efforts have been devoted to developing near-
optimal algorithms for DEC-POMDPs. These algorithms consist
in searching in the entire space of all policies [17, 4]. State-of-the-
art optimal or near-optimal methods such as DEC-PI [4], DP [11],
MAA∗ [17], PBDP [18], or mathematical programs [3, 6] suggest
first performing the exhaustive enumeration of all possible policies
before they prune dominated ones. This is both an advantage and a
liability. On the one hand, it preserves the ability to eventually find
an ε-optimal policy, which is a key property. Yet it makes these
methods impractical even for small toy problems. This is mainly
because they quickly run out of memory.

To tackle the memory bottleneck, a number of memory-bounded
algorithms have been suggested, and proven to be remarkably scal-
able, but without the theoretical guarantees of their exact counter-
parts [4, 16, 7, 10, 2]. Memory-bounded algorithms use a fixed
amount of memory, i.e., the size of the solution is fixed prior to
the execution of the algorithm. Infinite-horizon memory-bounded
techniques such as NLP and BPI rely on mathematical programs
that search the best possible policy for a fixed size [1]. On the other
hand, finite-horizon memory-bounded methods including MBDP [16],
MBDP-OC [7], PBIP [10], PBIP-IPG [2] and CBPB [12] are mainly
point-based algorithms. They compute approximate policies over
a bounded number of beliefs1 by selecting only a few policies for
each point. While applying finite-horizon algorithms to infinite-
horizon cases is non-trivial, they provide good insights on approxi-
mation methods. However, both infinite and finite approaches lack
theoretical guarantees on the approximation. So it would seem we
are constrained to either solving small toy problems near-optimally,
or solving large problems but possibly doing so badly.

In this paper, we introduce an algorithmic framework (β-PI)
that builds upon both approximate and near-optimal techniques.
This provides the ability to preserve the theoretical properties of
the former, while exploiting the scalability of the latter. To do so,
β-PI incorporates the error β the decision-maker can sacrifice at
each time step of the execution stage for computational tractability.
A theoretical analysis of β-PI provides error-bounds on solutions
produced by many approximate techniques. We then exploit the
H-PI algorithm that aims at reducing the error produced in approx-
imate algorithms while improving the empirical performances [9].
In order to reduce the error-bound, H-PI relies on the concept of
distributions over histories, i.e., the sufficient statistic for the se-
lection of a decision rule2 in general DEC-POMDPs [8] – page
199. By planning over distributions over histories experienced by
the agents, H-PI considerably tightens the error-bound produced.
These distributions often lie near structured, low-dimensional sub-

1A belief is a probability distribution over the underlying states of the system.
2A decision rule is a mapping d : H → A from history set to action set.
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space embedded in the high-dimensional sufficient statistic. By
maintaining only a single policy-node for each individual history,
it circumvents the memory bottleneck. This is achieved by means
of a branch-and-bound search method that tracks the best policy
for each distribution over histories experienced by the agents. This
paper also provides empirical results demonstrating the successful
performance of H-PI algorithm on all tested benchmarks: outper-
forming standard algorithms, both in solution time and policy qual-
ity.

2. BACKGROUND AND RELATED WORK
We review the DEC-POMDP model and the associated notation,

and provide a short overview of the state-of-the-art algorithms.

2.1 The DEC-POMDP Model
A n-agent DEC-POMDP model can be represented using a tuple

(S, {Ai}, {Ωi}, h0, P,O,R, γ), where: S is a finite set of states;
Ai denotes a finite set of actions available for agent i, andA = ⊗ni=1 A

i

is the set of joint actions, where a = (a1, · · · , an) denotes a joint
action; P (s′|s, a) is a Markovian transition function, that denotes
the probability of transiting from state s to state s′ when taking ac-
tion a; Ωi defines a finite set of observations available for agent
i, and Ω = ⊗ni=1 Ωi is the set of joint-observations, where ω =
(ω1, · · · , ωn) is a joint observation; O(ω|a, s′) is an observation
function, that denotes the probability of observing joint observation
ω given that joint action a was taken and led to state s′; R(s, a) is
a reward function, that denotes the reward signal received when
executing action a in state s. The DEC-POMDP model is pa-
rameterized by: h0, the initial joint history, i.e., the team joint
action/joint-observation trace. When the agents operate over an
unbounded number of time-steps, the DEC-POMDP has a discount
factor, γ ∈ [0, 1). This model is referred as infinite-horizon DEC-
POMDPs with discounted rewards.

2.1.1 Sufficient Statistic
A key assumption of DEC-POMDPs is that during the online ex-

ecution stage the true state of the world could not be sensed exactly
and reliably: agents are imperfectly informed about the state of the
world to differing degrees.

Given that the state is not directly observable, the agents can
instead maintain a complete trace of all joint-observations and all
joint-actions they ever executed during the offline planning stage,
and use this to select their joint-actions. These joint-action/joint-
observation traces are referred to as joint-history experienced by the
agents. We formally define hiτ := (ai0, ω

i
1, a

i
1, ω

i
2, · · · , aiτ−1, ω

i
τ ),

hτ := (h1
τ , · · · , hnτ ), and Hτ := {hτ} to be the history of agent i,

the joint history of the team, and the set of histories at time step τ ,
respectively.

We define the sufficient statistic at step τ , µτ ∈ 4Hτ to be
a probability distribution of the team over joint-histories Hτ [8].
Furthermore, µτ at time step τ is calculated recursively, using only
the distribution over histories one time step earlier, µτ−1, along
with the most recent joint decision rule dτ−1 : Hτ−1 → A:

µτ (hτ ) = µτ−1(hτ−1) · p(hτ−1, dτ−1(hτ−1), ωτ |hτ−1)

for all hτ−1 ∈ Hτ−1 and ωτ ∈ Ω, where joint history hτ is given
by joint history one step earlier, along with its corresponding joint-
action and a given joint-observation, i.e., (hτ−1, dτ−1(hτ−1), ωτ ).
Notice that p(h, a, ω|h′) =

∑
s,s′ O(ω|a, s′)P (s′|a, s)µτ−1(h′)

and µ0(h) = 1 if and only if h = h0. Finally, the distribution over
individual history hi is defined by µi(hi) =

∑
h p(h

i|h)µ(h),
where p(hi|h) = 1 if and only if there exists hj such that hihj =

h, otherwise p(hi|h) = 0. If not all joint histories are reachable,
µτ yields a positive probability only for reachable histories denoted
H̄τ . Unfortunately, H̄τ can get very large as time goes on. More
precisely, set of histories increases exponentially with increasing
time step H̄τ = O(|Ai||Ωi|nτ ). For this reason, we want to plan
only over a small set of distributions over histories experienced
by the agents. These distributions often lie near structured, low-
dimensional subspace embedded in the high-dimensional sufficient
statistic.

2.1.2 Optimization Criterion
The goal of DEC-POMDP planning is to find a sequence of

joint-actions {a0, · · · , aτ} maximizing the expected sum of re-
wards E[

∑∞
τ=0 γτR(sτ , aτ )]. Given the initial belief, the goal

is to find a joint-policy δ that yields the highest expected reward.
Throughout the paper, a policy δ of the team is represented as a de-
terministic joint-policy graph. That is, a vector (δ1, δ2, · · · , δn) of
individual policy graphs as illustrated in Figure 1. We note X :=

x1
0

x1
1

x1
2 x2

0

x2
2

x2
1

ω2

ω′2

ω′2

ω2

ω′2

ω2

ω′1

ω1

ω1

ω′1

ω1

ω′1

Figure 1: Deterministic policy graphs for two agents.

X1 × · · · × Xn the set of joint-policy nodes x = (x1, · · · , xn).
A policy for a single agent i is therefore represented as a deter-
ministic policy graph δi, where Xi = {xi} denotes a set of policy
nodes. Solving such a problem usually relies on successive approx-
imations of the joint-policy graph. After τ consecutive iterations,
the solution consists of a set of hyperplanes Λτ = {υx}, together
with the corresponding joint-policy graph δτ . The value function
at iteration τ can be formulated as:

υτ (µτ ) = sup
x1

1τ ,x
1
2τ ,··· ,x1

|Hτ |τ···
xn1τ ,x

n
2τ ,··· ,xn|Hτ |τ

|Hτ |∑
k=1

µτ (hkτ ) · υxkτ (hkτ ) (1)

where xkτ = (x1
kτ , x

2
kτ , · · · , xnkτ ) denotes the joint-policy node

associated to joint-history hkτ . The resulting set of joint-policy
nodes Xτ := {xkτ}k=1,··· ,m represents the next step joint-policy
graph δτ . When joint-policy node x is associated to joint-action a,
for all s ∈ S, hyperplane υx follows:

υx(hτ ) =
∑
s p(s|hτ )(R(s, a) + γ

∑
ω υ

a,ω,x′(s))

p(s|hτ ) =
∑
s′ O(ω|a,s′)P (s′|a,s)µτ−1(hτ−1)

p(hτ ,a,ω|hτ−1)

where p(s|hτ ) denotes the probability of being in state s given his-
tory hτ , this probability distribution is also referred to as belief
state. The estimate value υa,ω,x

′
denotes the value of taking joint-

action a followed by a joint-observation ω conditional transition to
joint-policy node x, and is given by:

υa,ω,x
′
(s) =

∑
s′ P (s′|s, a)O(ω|a, s′)υx′(s′)

It is worth noticing that Equation (1) denotes the supremum over
all next step joint-policy graphs that selects both: on the one hand,
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the best3 hyperplane υxkτ for each joint-history hkτ ; and a single
policy-node xikτ for each individual history hikτ , on the other hand,
thus preserving the ability to control the system in a distributed
manner.

Throughout the paper, we will use superscripts either to name
agent, e.g., xi, Ωi or to distinguish estimate values between joint-
policy graphs and joint-policy nodes, e.g., υδ , υx, or υa,ω,x. In
addition, we use subscripts to indicate time step or iteration, e.g.,
υτ , Λτ , δτ . Finally, except specific indications, ‖ · ‖ denotes the
Chebyshev norm.

2.2 Related Work
In this section, we discuss near-optimal as well as approximate

approaches to solving infinite horizon DEC-POMDPs with discounted
rewards.
DEC-PI was the first attempt to compute a near-optimal pol-

icy for infinite-horizon DEC-POMDPs with discounted rewards. It
builds over a series of exhaustive backups a vector of stochastic pol-
icy graphs, one for each agent [4]. However, the number of policy
nodes generated by the exhaustive backups is double exponential
in the number of iterations. In order to reduce the number of policy
nodes generated, DEC-PI does pruning by using iterated elimina-
tion of dominated policies after each backup, without loosing the
ability to eventually converge to a near-optimal policy. Performing
this pruning, however, can be expensive, in addition the number of
policy nodes still grows exponentially.

To alleviate these problems, we can use a heuristic search tech-
nique (referred to as I-MAA∗), which uses a best-first search in the
space of deterministic joint-policy graphs with a fixed size. I-MAA∗
prunes dominated joint-policy graphs at earlier construction stages.
This is done by calculating a heuristic for the joint-policy graph
given known parameters and filling in the remaining parameters
one at a time in a best-first fashion. Both DEC-PI and I-MAA∗ pro-
vide good guarantees on the solution quality, but they do not scale
beyond small toy problems. This is mainly due to the explosion
in memory. As such, researchers have turned their attention to a
family of approximate memory-bounded algorithms.

Thus, a version of DEC-PI namely DEC-BPI was introduced to
keep the policy size bounded over the iterations of the DEC-PI al-
gorithm [4]. DEC-BPI iterates through the policy nodes of each
agent’s stochastic policy graph and attempts to find an improve-
ment. A linear program searches for a probability distribution over
actions and transitions into the agent’s current policy graph that
increases the value of the policy graph for any initial belief state
and any initial policy node of the other agents’ policy graph. If
an improvement is discovered, the policy node is updated based
on the probability distributions found. Each policy node of each
agent is examined in turn and the algorithm terminates when no
policy graph can be further improved. While this algorithm allows
memory to remain fixed, it provides only a locally optimal solu-
tion. Unfortunately, this locally optimal solution can be arbitrarily
far from the actual optimal solution.

In an attempt to address some of these problems, a set of optimal
policy graphs given a fixed size with nonlinear program was de-
fined in the NLP algorithm. Because it is often intractable to solve
this NLP optimally, a locally optimal solver is used. Unlike DEC-
BPI, this approach allows initial belief state to be used so smaller
policy graphs may be generated and the improvement takes place in
one step. While concise policy graphs with high value can be pro-
duced, large policy graphs, which may be required for some prob-

3The best hyperplane is not necessarily the maximal hyperplane for a given joint-
history, this is why the sup operator is outside the

∑
, and states the major difference

with POMDPs both in terms of complexity and value function expression.

lems, cannot be produced by the current locally optimal solvers.
Even more importantly, these locally optimal solvers do not pro-
vide any error-bound on their solutions. So it would seem we are
constrained to either solving small toy problems near-optimally, or
solving large problems but possibly doing so badly.

3. A NEW NEAR-OPTIMAL ALGORITHM
In this section, we present a new near-optimal algorithm (β-

PI) for solving infinite-horizon DEC-POMDPs with discounted re-
wards. β-PI has only theoretical significance and is not efficient in
practice. However, its framework serves as a foundation to derive
methods that are both error-bounded and very efficient in practice,
as discussed in the next section (Section 4).
β-PI algorithm (Figure 2) consists of a two-step method: the

policy-evaluation (step 2); and the policy-improvement (step 3). At
each iteration τ , the policy-evaluation estimates the set of hyper-
planes Λτ of the current joint-policy graph δτ , while the policy
improvement updates set Λτ into set Λτ+1. Thereafter, it trans-
forms the current joint-policy graph δτ into an improved one δτ+1

through comparison of Λτ and Λτ+1. Finally, duplicated, domi-
nated, and unreachable old policy nodes are pruned.

1. Set parameters (β, ε) and joint-policy graph δ0.
2. (Policy Evaluation) Obtain Λτ by evaluating δτ .
3. (Policy Improvement) Transform δτ to δτ+1 through

Λτ+1 = (β-H) · Λτ
4. If ‖υτ+1 − υτ‖ < ε(1 − γ)/2γ, stop and return δτ+1.
Otherwise set τ = τ + 1 and return to step 2.

Policy Iteration Algorithm β-PI

♣

Figure 2: β-PI Algorithm.

The above procedure is similar to classical ε-optimal policy-
iteration algorithms [4], when parameter β = 0. This parame-
ter denotes the decision-maker’s preference on the quality of the
returned solution. Indeed, β-PI is designed to return a solution
with error bounded by β when compared to the ε-optimal solution,
so as to satisfy the decision-maker’s preferences. To this end, β-
PI replaces the exhaustive backup operator performed in classical
policy-iteration algorithms by a new backup operator (β-H) that
builds up the improved value function with error bounded by β.

3.1 Backup Operator
A backup operator aims at computing an improved set Λτ+1 =

{υx′} given set Λτ . Each joint-policy node x′ corresponds to a
joint-action choice a (resp. ai) followed by a joint-observation
choice ω (resp. ωi) conditional transition to joint-policy node x
(resp. xi). As a result, one can represent a joint-policy node x′ as
a set of action-observation-node trios {(ai − ωi − xi)}i=1,··· ,n.

1. ∀(ai, ωi) compute set Xai,ωi

τ+1 = IEDT(ai, ωi, Xi
τ ).

2. ∀a, compute set Xa
τ+1 =

⊗n
i=1(

⊗
ωi∈Ωi X

ai,ωi

τ+1 ).
3. Compute set Λτ+1 = {υx′ | x′ ∈ ∪a∈A Xa

τ+1}.

Λτ+1 = (β-H) · Λτ

♣

Figure 3: Backup Operator β-H.

Following this idea, backup operator β-H, described in Figure
3, prunes those dominated trios, but without actually construct-
ing joint-policy nodes x′ exhaustively (step 1). Next, it creates set

949



Xa
τ+1 (∀a ∈ A), a cross-product over agents and individual obser-

vations, which includes one trio (ai − ωi − xi) from each Xai,ωi

τ+1

(step 2). Finally, it takes the union of Xa sets and creates the im-
proved value function represented by set Λτ+1 (step 3).

The intuition behind β-H is that rather than adding all possible
triosAi×Ωi×Xi

τ as suggested in classical algorithms [4], we only
add trios that would be part of non β-dominated joint-policy node
x′. That is, trio (ai − ωi − xi) is pruned if its value goes up over
β by changing policy node xi by another one for some distribution
ζ(·) of states s; policy node xj of the other agents; action aj ; and
observation ωj . For the sake of simplicity we use the abbrevia-
tion ρj = (s, aj , ωj , xj). Our β-dominance criterion is therefore
formulated as follows: maximize ξ, s.t.: ∀yi ∈ Xai,ωi

τ+1 \{xi}, in∑
ρj
ζ(ρj)υa,ω,x(s) + ξ + β ≤

∑
ρj
ζ(ρj)υa,ω,y(s) (2)

where
∑
ρj ζ(ρ

j) = 1 and ζ(ρj) ≥ 0 and a = aiaj , ω = ωiωj ,
x = xixj and y = yixj . We provide in Figure 4 an example on
how the concept of β-dominance can be used in practice.

Algorithm 1 Iterative Elimination of β-Dominated Trios
1: procedure PRUNE(ai, ωi, Xi

τ )

2: Initialize: Xai,ωi

τ+1 ← Xi
τ ;

3: repeat
4: for i = 1, 2, · · · , n do
5: for xi ∈ Xai,ωi

τ+1 do

6: Maximize ξ, s.t.: ∀yi ∈ Xai,ωi

τ+1 \{xi}, in Eq. (2).

7: if (ξ ≤ 0) then Remove yi from Xa,ωi

τ+1 ;

8: until no changes occur

We are now ready to present the iterative elimination of β-dominated
trios algorithm – called IEDT Algorithm 1. This algorithm loops
over each trio (ai, ωi, xi) and tests whether there exists a proba-
bility distribution ζ such that (ai, ωi, xi) β-dominates any other
trio, e.g., (ai, ωi, yi). Those trios are kept in sets Xai,ωi

τ+1 . Then it
repeats this procedure for all agents, until no more changes occur.
DEC-PI and DP introduce a similar pruning mechanism namely it-
erative elimination of dominated policies. However, ours remains
fundamentally different. The key difference lies in when this prun-
ing takes place and what we actually prune. DEC-PI and DP itera-
tive elimination procedures take place after each exhaustive backup,
i.e., they first generate all possible policies before they prune dom-
inated ones. IEDT, however, takes place before the exhaustive
backup, providing the ability to prune all β-dominated trios before
we actually build the next step policies. As a result, all policies
generated by IEDT are non β-dominated policies, as discussed be-
low.

3.2 Theoretical Analysis
This section states and proves the theoretical properties of our

β-PI algorithm, including: error-bound and convergence. We first
show that our β-PI algorithm does not prune trios that would be
part of a non β-dominated joint-policy node.

LEMMA 1. Any joint-policy node x′ that includes β-dominated
trio (ai, ωi, xi) is β-dominated by some probability distribution
over some joint-policy nodes.

PROOF. We will prove this result for 2 agents (although its holds
for more), and from the agent 1’s perspective. Let trio (ai, ωi, xi)
be a β-dominated trio. We now show that any joint-policy node x′

that includes (ai, ωi, xi) is β-dominated by some probability dis-
tribution over a set of joint-policy nodes {y′} that are identical to
x′ except instead of including (ai, ωi, xi), some probability distri-
bution over trios {(ai, ωi, yi)} is chosen. That is, ∀s, ∀ω2, ∀x2,

υ
a,ω1ω2,x1x2

(s) ≤
∑

y1 6=x1
p(y1) · υa,ω

1ω2,y1x2
(s) + β (3)

∑
ω∈Ω

υ
a,ω,x1x2

(s) ≤
∑
ω∈Ω

∑
y1 6=x1

p(y1) · υa,ω,y
1x2

(s) + β (4)

υ
x′ (s) − β ≤

∑
ω1,y1

p(ω1
, y

1)

R(s, a) +
∑
ω∈Ω

υ
a,ω,y1x2

(s)

 (5)

υ
x′ (s) − β ≤

∑
y′

p(y′) · υy
′
(s) (6)

whereω = (ω1, ω2) and a = (a1, a2). The inequality (3) results
from inequality (2) where trio (ai, ω1, x1) is supposed stochasti-
cally β-dominated; in the inequality (4), we consider the sum over
all joint observations ω ∈ Ω; in inequality 5, we add the immedi-
ate reward, and build joint-policy nodes x′ and {y′}. The cross-
product between the probability distribution p(y1) and the uniform
probability distribution over Ω1 enables us to build a probability
distribution p(ω1, y1) and we build in a similar way a probability
distribution p(y′) so that x′ is stochastically dominated by {y′}.
This ends the proof.

We now show that our β-PI algorithm returns a near-optimal
solution. To do so, we apply the Banach Fixed-Point Theorem
[13] to prove that β-H is a contraction mapping on the space V
of bounded functions on S with supremum norm. The proof that
β-PI is near-optimal follows from properties of norms and con-
traction mappings.

THEOREM 1. Our β-PI algorithm returns a near-optimal solu-
tion for any initial history, with error bounded by (ε/2 + β/(1− γ)).

PROOF. First, we prove that β-H is a contraction mapping on
the space of value functions V for any positive scalar β. Since S is
discrete, β-H maps V into V .

Let υ and u be estimate values of value functions V and U
in V respectively. Fix h0 ∈ H0, assume that (β-H)υ(µ0) ≥
(β-H)u(µ0), and let xh0 = arg max

x : υx∈(β-H)V

∑
s υ

x(h0). Denote

ah0 the joint-action associated to joint-policy node xh0 , and ξ =
(β-H)υ(µ0) − (β-H)u(µ0). Then, 0 ≤ ξ ≤ ∑

s(R(s, ah0) +
γ
∑
s′,ω P (s′|s, ah0)O(ω|ah0 , s

′)υx(s′))p(s|h0)−∑s(R(s, ah0)+

γ
∑
s′,ω P (s′|s, ah0)O(ω|ah0 , s

′)uy(s′))p(s|h0). Finally,

ξ ≤ γ
∑
s,s′,ω

P (s′|s, ah0)O(ω|ah0 , s
′)p(s|h0)[υx(s′)− uy(s′)]

≤ γ
∑
s,s′,ω

P (s′|s, ah0)O(ω|ah0 , s
′)p(s|h0)‖υ − u‖

= γ‖υ − u‖

Repeating this argument in the case (β-H)u(µ0) ≥ (β-H)υ(µ0)
implies that |β-H)υ(µ0)− (β-H)u(µ0)| ≤ γ‖υ−u‖ for all initial
distributions µ0 ∈ 4H̄0. Taking the supremum over µ0 in the
above expression gives the result.

We now able to show that β-PI returns a joint-policy graph δ
that is near-optimal. Suppose that ‖υτ+1 − υτ‖ ≤ ε(1 − γ)/2γ
holds for some iteration. Then, the overall error in β-PI is bounded
by ‖υδ −υτ+1‖+ ‖υτ+1−υ∗‖. Since δ is a fixed point of (β-H),
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the first expression is bounded as follows: ‖υδ − υτ+1‖
= ‖(β-H) · υδ − υτ+1‖
≤ ‖(β-H) · υδ − (β-H) · υτ+1‖+ ‖(β-H) · υτ+1 − υτ+1‖
≤ γ‖υδ − υτ+1‖+ ‖(β-H) · υτ+1 − (β-H) · υτ‖
≤ γ‖υδ − υτ+1‖+ γ‖υτ+1 − υτ‖

where inequalities follow because (β-H) is a contraction mapping
on V . Rearranging terms yields:

‖υδ − υτ+1‖ ≤ γ

1− γ ‖υτ+1 − υτ‖.

Then, the second expression follows because (0-H) and (β-H) are
contraction mappings on V: ‖υτ+1 − υ∗‖

≤ ‖(β-H)υτ+1 − (0-H)υτ+1‖+ ‖(0-H)υτ+1 − υ∗‖
≤ β + ‖(0-H)υτ+1 − (0-H)υ∗‖
≤ β + γ‖υτ+1 − υ∗‖

Rearranging terms yields: ‖υτ+1−υ∗‖ ≤ β/(1− γ). Thus when
‖υτ+1−υτ‖ ≤ ε(1−γ)/2γ holds, the first expression is bounded
by ε and the second expression is bounded by β/(1 − γ), so that
the error produced by β-PI is bounded by ε/2 + β/(1− γ).

To better understand the significance of the error-bound in β-PI,
let’s consider its terms. The first term ε/2 denotes the error pro-
duced by the stopping criterion in β-PI algorithm in Figure 2, step
4. This criterion stops the algorithm before a fixed point of β-H has
been found. It is required when optimal joint-policies do not exist,
so we seek ε-optimal joint-policies for β = 0. This criterion also
guarantees that β-PI terminates after a finite number of iterations.
The second term β/(1 − γ) defines the error the decision-maker’s
preference produced by pruning all β-dominated hyperplanes. De-
creasing the decision-maker’s parameter β reduces the error-bound
and increases the solution size, but it is usually worthwhile to avoid
an explosion of the solution size.

Unfortunately, it is worth noticing that the number of preserved
hyperplanes in β-PI would be very large in many practical cases.
This is mainly because it is likely that there exists a probability
distribution for which many hyperplanes β-dominate any other. In-
deed, there are infinitely many possible probability distributions.
In the next section, we provide two enhancements that overtake the
limitations of β-PI to scale up while preserving its ability to bound
the error produced.

4. ERROR-BOUNDED ALGORITHMS
First, we want to plan only over distributions of histories ex-

perienced by the agents B := {µ} as a means of reducing the
infinitely many possible probability distributions considered into
β-PI. Then, we want to arbitrarily increase parameter β such that
at some point only one policy node will be preserved for each indi-
vidual history as a means of reducing the solution size.

Thereafter, those distributions can be used to build non β-dominated
hyperplanes at each iteration of β-PI algorithm. In particular, the
linear program (inequality 2) can be replaced by a series of compar-
isons over joint-histories h where distributions µ ∈ B is positive,
without affecting the ability to find a near-optimal solution with
respect to B. More formally, if inequality

υa,ω
iωj ,xixj (h) ≤ υa,ω

iωj ,yixj (h) + β

holds for any (ωj , xj), then trio (ai, ωi, xi) is β-dominated by trio
(ai, ωi, yi) for h.

To better understand the pruning procedure using joint-histories,
consider the example illustrated in Figure 4. This figure shows the

steps of pruning β-dominated trios for a problem with 2 agents;
2 individual observations {ωi, ω′i} and policy-nodes {xi, x′i}; a
joint-history h = h1h2; joint-action a = a1a2, and β = 0.9.
The set of trios are represented in a form of a bayesian game Fig-
ure (4.A). Figure (4.B) illustrates the first pruning of β-dominated
trios for each agent (red lines). As an example, trio (a1, ω1, x1)

is pruned since it is β-dominated by trio (a1, ω1, x′1). The prun-
ing process continues until no more pruning occurs. Figure (4.D)
shows that for joint-history h, joint-action a and β = 0.9, there
is only one possible non β-dominated hyperplane (each agent has
only one possible policy node for each observation – a single policy
node for each individual history). This remark is crucial to bound
the error produced by algorithms that keep only one hyperplane for
each joint-history h or its corresponding belief state p(·|h), such as
point-based solvers MBDP and PBIP. That is, there exists a possi-
ble large scalar βB such that there is only one non βB-dominated
hyperplane for each joint-history h.

The next section presents H-PI, which provides an efficient and
scalable derivation of β-PI, while preserving the ability to bound
the error produced.

4.1 Heuristic PI Algorithm
The heuristic policy-iteration (H-PI) algorithm replaces backup

operator β-H in β-PI by a more scalable backup operator denoted
β-HB . This operator performs the backup only over a set of dis-
tributions over histories µ ∈ B, by means of a branch-and-bound
search in the space of non β-dominated policy nodes.

As H-PI proceeds in the same way for every iteration, and each
distribution µ ∈ B, we therefore restrict our attention to the fol-
lowing problem that occurs at each iteration and for each µ: the
problem of assigning trio (ai, ωi, xi) for each individual history
hi where µi(hi) > 0, and this for every individual observation
ωi ∈ Ωi and all agents i = 1, 2, · · · , n, and such that the resulting
joint-policy nodes {xh}h : µ(h)>0 are the best possible. That is, the
corresponding set of hyperplanes {υxh}h : µ(h)>0 β-dominates any
other at µ. More formally, β-HB computes {υxh}h : µ(h)>0, such
that for any other set of hyperplanes {υx′h}h the following holds:∑
h µ(h)υxh(h) + β ≥∑h µ(h)υx

′
h(h).

The idea behind H-PI is to build a search tree in which nodes θ
are sets of partially specified mappings {(di, σi)}i, where di : Hi →
Ai is a mapping from individual history setHi = {hi|µi(hi) > 0}
to individual action set Ai; and σi : Hi × Ωi → ∪aiXai,ωi is a
mapping from pairs of individual history and observation to non
β-dominated policy nodes.

Notice that by assigning a value to a variable we often constrain
the possible assignments of the other variables. To better under-
stand this, let’s consider the assignment of value ai to variable
di(hi), as a result variables σi(hi, ωi) are constrained to choose
their values in Xai,ωi . Thereafter, it is likely that trios that were
non β-dominated before the assignment become β-dominated af-
ter. For this reason, H-PI interleaves each search node expansion
step with an iterative elimination of β-dominated trios for each ex-
panded nodes in the search tree. This provides H-PI’s first prun-
ing mechanism. The second one prunes nodes based on upper and
lower bounds.

We define the upper-bound based on the decomposition of the
exact estimate into two estimates. The first estimate,G(θ, µ), is the
exact estimate coming from variables where θ is constrained4. The
second estimate, H(θ, µ), is the upper-bound value coming from
variables where θ is not constrained. That is, υ̂(θ, µ) = G(θ, µ) +

4A partially specified mapping φ : X → Y is said to be constrained at x ∈ X if
φ(x) has been assigned a value y ∈ Y , otherwise it is said to be non constrained.
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Figure 4: Illustration of the β-dominance criterion, where β = .9.

Algorithm 2 Heuristic Backup Operator
1: procedure β-HB(µ)
2: Initialize: Incumbent := υ(µ); Live := {θ0}
3: repeat
4: Select θk ∈ Live with the highest υ̂(θk, µ)
5: Live := Live \ {θk}
6: Branch on θk generating θk1 , · · · , θkm
7: for 1 ≤ p ≤ m do
8: if υ̂(θkp , µ) > Incumbent +β then
9: if θkp is completely defined then

10: Incumbent := υ̂(θkp , µ)

11: Solution := θkp
12: else Live := Live ∪ {θkp}
13: until Live = ∅
14: return Solution

H(θ, µ), where:

G(θ, µ) =
∑
hR(h, d(h)) + γ

∑
(h,ω)

µ(h)υd(h),ω,σ(h,ω)(h)

where d(h) and σ(h, ω) are constrained,

H(θ, µ) =
∑
h max

a
R(h, a) + γ

∑
(h,ω)

µ(h) max
υa,ω,x

υa,ω,x(h)

where d(h) and σ(h, ω) are not constrained. Notice thatR(h, d(h))
is given by

∑
s µ(h)p(s|h)R(s, d(h)).

H-PI search starts with a pool of live nodes with a partially spec-
ified mapping θ, where none of the variables are specified, see Al-
gorithm 2. Moreover, the value hereof is used as the value (called
incumbent) of the current best solution, (line 2). At each itera-
tion of the search, a node θ that yields the highest upper-bound
is selected for exploration from the pool of live nodes, (lines 4-
5). Then, a branching is performed: two or more children of the
node are constructed through the specification of a single variable,
(line 6). Furthermore, for each of the generated child nodes θk,
the upper-bound is computed. In this case, the current node corre-
sponds to a completely specified node, its upper-bound is its exact
value at µ, the value hereof is compared to the incumbent, and the
best solution and its value are kept, (lines 8-11). If its upper-bound
is not better than the incumbent, the node is discarded, since no
completely specified descendant nodes of that node can be better
than the incumbent. Otherwise, the possibility of a better solution
in the descendant nodes cannot be ruled out, and the node is then
joined to the pool of live nodes, (line 12). When the search tree
has been completely explored, the algorithm starts a new search
tree with a new distribution over histories µ, until all have been
processed, and this at each iteration.
H-PImay be considered as an extension and generalization of ei-

ther near-optimal search methods such as I-MAA∗, or point-based
search techniques for solving finite-horizon DEC-POMDPs includ-
ing MBDP, PBIP. Indeed, H-PI is designed to provide error-bounds
on the solution produced as does near-optimal methods. H-PImeets

this requirement either by planning only other a small set of distri-
butions µ or by using parameter β, or doing both. In addition,
H-PI is able to scale up through the selection of a small set of
distributions µ, and by planning only over a small number of his-
tories among those where µ(h) > 0. In particular, when we plan
separately over histories h where µ(h) > 0, we actually perform
a point-based search method as does MBDP, PBIP. Even within
the latter case, H-PI remains fundamentally different with respect
to other point-based search methods. The key difference lies in
how the heuristic function is computed. While finite-horizon DEC-
POMDP heuristic functions are all based only on the current state
of assignments of values to variables, H-PI performs an additional
step of iterative elimination of β-dominated trios after each node
expansion step, thus tightening its heuristic function. The following
provide theoretical guarantees on the solution produced by H-PI.

4.2 Convergence and Error-bound
For any set of distributions over histories B and iteration τ ,

H-PI produces an estimate υτ with the corresponding set of hy-
perplanes Λτ . The error between υτ and the true value function
υ∗τ is bounded. The bound depends on four parameters: the den-
sity εB of the set of distributions over histories B, where εB is
the maximum distance from any legal distribution µ to B, that
is: εB = maxµ′∈4H̄ minµ∈B ‖µ′ − µ‖1; the distance βB be-
tween hyperplanes that compose υτ , where βB is the maximum
Chebyshev distance of any pair or hyperplanes into Λτ , that is:
βB = maxυx,υy∈Λτ ‖υx − υy‖; the probability µB = 1 −
minτ

∑
h∈Hτ µτ (h) that a history is visited during the online exe-

cution stage, but not taken into account during the offline planning
stage; and the Chebyshev distance ‖r‖ = maxs,a |R(s, a)| over
the rewardsR(s, a), which defines maximum possible rewards that
occur after a one step decision.

That is, by keeping all non-dominated hyperplanes over a denser
sampling of distribution set4H̄ , υτ converges to υ∗τ , the true value
function. Cutting off H-PI iterations at any sufficiently large time
step, we know that the divergence between υτ and the optimal value
function υ∗ is bounded. The following lemma states and proves
a bound on the error ‖(βB-HB)υτ − (0-H)υτ‖ produced by one
application of the backup operator βB-HB .

LEMMA 2. The error ηprune produced by (βB-HB) when per-
forming the value function backup overB instead of4H̄ , is bounded
by: ηprune ≤ µB · (βB + εB‖r‖/(1− γ)).

PROOF. First, we note that applying a similar argument to that
used to derive that β-H is a contraction mapping, we prove that
βB-HB is also a contraction mapping on V . Let υ be a value
function in V , and (0-HB) be the backup operator that plans only
over distributions µ ∈ B but keeps all non dominated hyperplanes
for each distribution µ ∈ B. Using the triangle inequality, we
know that the error ‖(βB-HB)υ − (0-H)υ‖ produced by βB-HB

is bounded by ‖(βB-HB)υ− (0-HB)υ‖+ ‖(0-HB)υ− (0-H)υ‖.
We thus propose a two-fold step method that bounds the two ex-
pressions above.
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On the one hand, we establish the error φ1 = ‖(βB-HB)υ −
(0-HB)υ‖ made by preserving only one non β-dominated policy
node for each individual history. Let h be a joint history where
βB-HB makes it worst error. This is achieved by pruning away
policy-node xi and hyperplane υx

ixj . Let υx
i
hx
j
h be the hyperplane

that is maximal for h. By pruning υx
ixj , βB-HB makes an error of

at most µ(h)[υx
ixj (h) − υxihxj (h)]. Furthermore, we know that

υx
ixj (h) ≤ υxihxjh(h). Therefore, φ1

≤ µ(h)[υx
ixj (h) − υx

i
hx
j

(h)] (7)

= µ(h)[υx
ixj (h) − υx

i
hx
j

(h) + (υx
ixj (h) − υx

ixj (h))] (8)

≤ µ(h)[υx
ixj (h) − υx

i
hx
j

(h) + υ
xihx

j
h (h) − υx

ixj (h)] (9)

= µ(h)[υ
xihx

j
h − υx

i
hx
j

] · p(h) (10)

≤ ‖υx
i
hx
j
h − υx

i
hx
j
‖ · µ(h) (11)

≤ βB · µB (12)

The equation (8) results from adding zero (υx
ixj (h)− υxixj (h))

to equation (7). In inequality (9), we replace the third expression
υx

ixj on the right hand side by υx
i
hx
j
h , since υx

i
hx
j
h is maximal for

h. Rearranging terms in equation (9) yields equation (10) where
p(h) is the matrix form of p(s|h). Applying the Chebyshev norm
and the definition of βB result in inequalities (11) and (12), respec-
tively.

On the other hand, we establish the error φ2 = ‖(0-HB)υ −
(0-H)υ‖ produced by (0-HB) by planning only over B instead of
4H̄ . Let µ′ ∈ 4H̄\B be the distribution where βB-HB makes
its worst error, and µ ∈ B be the closest sampled distribution to
µ′. Let u be the value function that would be maximal at µ′. Let
υ be the value function that is maximal at h. By failing to include
hyperplanes that compose u in its solution set, (0-HB) makes an
error of at most u(µ′)− υ(µ′). In addition, we know that υ(µ) ≥
u(µ). So, φ2

≤ u(µ′)− υ(µ′) (13)
= u(µ′)− υ(µ′) + (u(µ)− u(µ)) (14)
≤ u(µ′)− υ(µ′) + υ(µ)− u(µ) (15)
= (u− υ) · (µ′ − µ) (16)
≤ ‖u− υ‖ · ‖µ′ − µ‖1 · µB (17)
≤ εB · µB · ‖r‖/(1− γ) (18)

The equation (14) results from adding zero (u(µ) − u(µ)). In
inequality (15), we replace the third expression u(µ) on the right
hand side by υ(µ), since υ is maximal at µ. Rearranging terms
in equation (15) yields equation (16). Inequality (17) follows from
Hölder inequality and inequality (18) results from the definition of
εB . This ends the proof.

THEOREM 2. For any distribution set B and any iteration τ ,
the error of H-PI algorithm, ‖υτ − υ∗‖, is bounded by: ητ ≤
ε/2 +

(
βB/(1− γ) + ‖r‖εB/(1− γ)2

)
µB .

PROOF. The overall error ητ in H-PI at iteration τ is bounded
by ‖υτ − υ∗τ‖ + ‖υ∗τ − υ∗‖. Because βB-HB is a contraction
mapping, when the stooping criterion ‖υτ − υτ−1‖ ≤ ε(1− γ)/γ
holds, the second term ‖υ∗τ − υ∗‖ is bounded by ε/2. The remain-
der of this proof states and demonstrates a bound on the first term
ητ = ‖υτ −υ∗τ‖ as follows: ητ = ‖(βB-HB)υτ−1− (0-H)υ∗τ−1‖
≤ ‖(βB-HB)υτ−1 − (0-H)υτ−1‖+ ‖(0-H)υτ−1 − (0-H)υ∗τ−1‖

This follows from the definition of backup operators βB-HB and
0-H, as well as the norm properties. We note that the first term on
the right hand side of the last inequality is in fact error estimate
ηprune. Moreover, as 0-H is a contraction mapping, the second

term on the right hand side of the last inequality is bounded by
γ‖υτ−1 − υ∗τ−1‖. Replacing these terms yields:

ητ ≤ ηprune + γ‖υτ−1 − υ∗τ−1‖ (19)

Then, the error-bound follows as a consequence of Lemma 2, the
definition of ητ−1 = ‖υτ−1 − υ∗τ−1‖ and series sum properties:

ητ ≤ ηprune + γητ−1

≤
(
βB + ‖r‖εB

1−γ

)
· µB + γητ−1

≤
(
βB
1−γ + ‖r‖εB

(1−γ)2

)
µB

This ends the proof.

This result is rather intuitive. Indeed, the error produced by the
H-PI relies on three terms. The first ε/2 denotes the error pro-
duced by cutting off H-PI iterations when the stopping criterion
is reached. The second term βB/(1− γ) represents the error pro-
duced by adding only non β-dominated hyperplanes – and in some
case only a single hyperplane for each joint history. In other words,
by pruning all βB-dominated hyperplanes for each joint history.
The last term εB‖r‖/(1 − γ)2 illustrates the error produced by
planning only over a small set B. The overall error states the rela-
tionship between exact PI, β-PI and H-PI algorithms.

This result synthesizes error-bounds for policy iteration algo-
rithms with respect to three criteria: the backup operator used; the
distribution set, and the pruning criterion. This general error-bound
can be used to bound the error produced by any algorithm designed
within β-PI’s algorithmic framework. In particular, when we plan
only over a single joint history h at a time using H-PI – as does
point-based algorithms including MBDP [16], MBDP-OC [7], PBIP
[10], and PBIP-IPG [2], the error is bounded by ε/2 + βB

(1−γ)
+

‖r‖εB
(1−γ)2

µB . However, if we plan over the entire distribution µ, H-PI

yields a tighter error-bound, i.e., ε/2 + ‖r‖
(1−γ)2

· εB · µB .
This error-bound also suggests that H-PI can tightens the error

even more when its distributions setB is uniformly dense in the set
of reachable distributions4H̄ . Selecting the best distribution set in
this sense would require the generation of all possible distributions
given all possible decision rule and the distributions at hand. As
it current stands, we do not address this problem. The selection
of our distribution set, is based on trajectories of distributions. We
create trajectories based on the current value function. Each such
trajectory starts with the initial distribution µ0, we then executes
the greedy decision rule specified by the current value function,
and finally select the successor distribution.

5. EMPIRICAL EVALUATIONS
We now evaluate the performance of H-PI in comparison with

other recent approximate solvers, such as NLP and BPI. Experi-
ments have been run on Intel Core Duo 1.83GHz CPU processor
with 1Gb main memory.

5.1 Results
We begin by demonstrating the advantage of H-PI with respect

to NLP and BPI. As we can see in graphs in Figure 5, H-PI out-
performs NLP and BPI in all tested DEC-POMDP domains and in
both computation time and solution quality.

As we explain above, H-PI plans only over a small set of se-
lected distributions experienced by the agents during the offline
planning stage. Such distributions often lie near a structured, low-
dimensional subspace. For example, in the boxpushing domain, we
only consider 6 distributions since the domain is very structured
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Figure 5: Performance results for DEC-POMDP benchmark problems from the literature

– more precisely often there is only a single possible next obser-
vation for a given history, this considerably limits the number of
possible next distributions.While NLP and BPI compute the pol-
icy based on a continuum, by planning over this low-dimensional
subspace, H-PI saves considerable computational efforts – thus in-
creasing its ability to find good solutions very quickly. Further-
more, it builds the best possible joint-policy graph – assigning a
single policy node for each individual history. This tightens the
size of the solution produced. Notice, however, that the size of
the solution is not bounded by B. Indeed, in the infinite-horizon
case the policy nodes are interconnected – that is by keeping policy
node x we also keep policy nodes that are reachable starting from
x. Finally, because of all its enhancements, H-PI does not need
to bound the size of the solution produced – it is able to provide
larger policy graphs for problems that require such policies so as
to achieve reasonable performances. For example, in the reclycing
robot domain, H-PI produces twice the expected value produced
using either NLP or BPI but it requires policies that are 250 times
larger than those in either NLP or BPI. It is worthwhile to notice
that policy graphs produced by NLP and BPI are stochastic – thus
even though the number of policy nodes is reduced, the equivalent
deterministic policy graph would be much larger.

We continue to study the performance of H-PIwith respect to the
distribution set B. When we plan other belief states corresponding
to histories where µ(h) > 0, H-PI is referred to as H-PI2, other-
wise we use H-PI. When evaluating the performance of H-PI in
comparison with H-PI2 – see graphs Figure 5, we note that H-PI2

is faster but keeps too much joint policy nodes – this limits its per-
formances in comparison to H-PI. This is mainly because, H-PI2

often keeps many policy nodes of each individual history, while H-
PI only keeps a single one. Moreover, as we already discussed,
by planning over belief states rather than distributions over histo-
ries the error-bound is larger. This explains why the expected value
produced by H-PI is always superior to the one produced using
H-PI2. However, by increasing the number of belief states consid-
ered we may increase the expected value. As illustrated in Figure 6,
as the number of belief states grows the solution quality improves
and the computation time also grows (and vice versa). Even more
importantly, at some point increasing the number of belief states do
not provide significant improvement in the solution quality. These
observations support the theoretical results on the error produced
by H-PI, that is a denser sampling of the set 4H̄ produces more
distributions and results in a tighter error bound. It also highlights
the impetus of using a sampling method that selects good distribu-
tions or belief states.

6. CONCLUSION
We have introduced a new algorithmic framework (β-PI) that

exploits the scalability of the approximate methods while preserv-
ing the theoretical properties of the near-optimal techniques. In
particular, it provides the ability to bound the error produced when
we approximate the solution using the sufficient statistic in gen-
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Figure 6: Performance results of the H-PI algorithm for the multi-
agent tiger domain, and different belief space sizes.

eral DEC-POMDPs. We introduce a heuristic derivation of β-PI,
namely H-PI. We have demonstrated how H-PI outperforms state-
of-the-art infinite-horizon DEC-POMDP solvers in all tested do-
mains. In this paper we identify the general requirements from
a β-PI solver, and suggested a possible implementation for DEC-
POMDPs. In the future, we will investigate the integration of meth-
ods for the selection of good distributions. We also intend to ap-
ply β-PI to factored domains such as fire-fighting or network dis-
tributed sensors [14], reducing the dimensionality of the sufficient
statistic – thus enabling us to scale to even larger domains.
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ABSTRACT
The use of distributed POMDPs for cooperative teams has
been severely limited by the incredibly large joint policy-
space that results from combining the policy-spaces of the
individual agents. However, much of the computational cost
of exploring the entire joint policy space can be avoided by
observing that in many domains important interactions be-
tween agents occur in a relatively small set of scenarios, pre-
viously defined as coordination locales (CLs) [11]. Moreover,
even when numerous interactions might occur, given a set
of individual policies there are relatively few actual interac-
tions. Exploiting this observation and building on an existing
model shaping algorithm, this paper presents D-TREMOR,
an algorithm in which cooperative agents iteratively gen-
erate individual policies, identify and communicate possible
interactions between their policies, shape their models based
on this information and generate new policies. D-TREMOR
has three properties that jointly distinguish it from previous
DEC-POMDP work: (1) it is completely distributed; (2) it
is scalable (allowing 100 agents to compute a “good” joint
policy in under 6 hours) and (3) it has low communication
overhead. D-TREMOR complements these traits with the
following key contributions, which ensure improved scala-
bility and solution quality: (a) techniques to ensure conver-
gence; (b) faster approaches to detect and evaluate CLs;
(c) heuristics to capture dependencies between CLs; and (d)
novel shaping heuristics to aggregate effects of CLs. While
the resulting policies are not globally optimal, empirical re-
sults show that agents have policies that effectively manage
uncertainty and the joint policy is better than policies gen-
erated by independent solvers.
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I.2.11 [Artificial Intelligence]: Distributed AI
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1. INTRODUCTION
Cooperative decision making in the presence of uncer-

tainty is a problem that is encountered in many domains
such as sensor networks and disaster rescue [6, 11]. Given the
desire for representational accuracy of uncertainty in these
domains, rich models such as Decentralized Partially Ob-
servable MDPs (DEC-POMDPs) are imperative. However,
the NEXP complexity of solving DEC-POMDPs [2] limits
their application to problems with two or three agents.

Recently, a model shaping approach called TREMOR was
proposed to solve a sub-class of DEC-POMDPs [11]. It ex-
ploits dynamic locality, in which interactions are assumed to
happen primarily in certain “coordination locales” (CLs), to
scale to problems with ten agents. For example, two robots
might be able to move freely across an open room, but inter-
act by colliding in a narrow corridor. TREMOR computes
the joint policy by iterating between (a) shaping of indi-
vidual agent models to account for the active coordination
locales ; and (b) resolving the models to obtain new policies.
In addition to solving of POMDPs, the computation of ac-
tive coordination locales and their value to the team (used
for shaping) are both computationally expensive operations,
which preclude its scalability to larger problems.

In this paper, we present the Distributed TREMOR (D-
TREMOR) algorithm, a distributed planning approach that
focuses computation on the most valuable interactions, to al-
low scale-up to hundreds of agents. The key to distributing
the planning effort is being able to compute interaction val-
ues, without having to perform the exponential operation of
comparing individual agent policies. In D-TREMOR, after
computing an individual local policy, each agent creates a
list of the CLs that have non-zero probability of occurrence
and orders that list by the expected reward (or cost) of an-
other agent being in that CL. For example, if an agent’s
local policy took it into a narrow corridor with high proba-
bility and another agent being there at the same time would
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lead to a dramatic drop in its expected utility, that CL will
appear near the top of the list. The highest value CLs are
communicated to other agents who compare them against
their own policy to find CLs with high value (or cost) inter-
actions. Those are communicated back to the sending agent
which uses them to shape rewards and recompute, similar to
the shaping mechanism used in TREMOR. Notice that this
mechanism differs conceptually from TREMOR because in-
stead of comparing whole policies for interactions it focuses
the search towards more likely and more important interac-
tions. While this potentially reduces solution quality by a
small amount, it leads to dramatic computational and com-
munication savings.

However, distributed computation alone is not sufficient to
reach good solutions, as the concurrent computation of poli-
cies can lead to impractical amounts of information exchange
between agents, undesirable dynamics such as oscillations,
and complexities in the dependencies between interactions.
Thus, in combination with the distributed computation of
important CLs, we introduce the following techniques which
significantly improve the performance (both run-time and
solution quality) of D-TREMOR. Firstly, we propose intelli-
gent communication heuristics to reduce overhead. Secondly,
unlike TREMOR, D-TREMOR employs heuristics – agent
prioritization and probabilistic shaping – to ensure conver-
gence, a property imperative for avoiding oscillations in dis-
tributed algorithms. In fact, for certain classes of CLs, D-
TREMOR is proven to converge in a number of iterations
equal to the size of the team. Thirdly, apart from being
distributed, the algorithm employed for detecting and eval-
uating CLs uses a sampling technique to improve run-time
without sacrificing quality. Next, in domains where there are
a large number of CLs, shaping corresponding to a CL can
have non-trivial effects on occurrence probability and value
of other CLs, which in turn can affect the computation of
the final joint policy. We provide mechanisms to capture
these dependencies in computing improved policies. Finally,
in TREMOR, the model shaping heuristics employed to cap-
ture the effects of one CL can potentially overwrite shaping
performed for another. To address this, we introduce new
shaping heuristics in D-TREMOR that aggregate the prob-
abilities and values of multiple CLs that may occur when an
agent has a particular local state and action.

D-TREMOR is evaluated on a simulated search and rescue
task in which agents must work together to rescue victims
while avoiding interfering with each other. Experiments are
performed to measure performance as the size of the team
and the number of potential interactions in the team are
increased and the number of communications is decreased.
Results show that D-TREMOR is able to find effective solu-
tions in problems of up to 100 agents while remaining com-
putationally tractable.

2. ILLUSTRATIVE RESCUE DOMAIN
We employ an illustrative disaster rescue problem similar

to the one introduced in [11]. In this problem, a team of het-
erogeneous robots need to save victims trapped in a building
where debris impedes robot movement. There are two types
of robots available: (a) rescue robots provide medical atten-
tion to victims; while (b) cleaner robots remove debris from
building corridors to allow easy passage for rescue robots.
All robots must reason about uncertainty in their actual po-
sitions, slippages (action failures) when moving to locations
and incomplete knowledge about the safety of locations.

The building is modeled as a discrete grid with narrow
corridors and debris in certain grid cells (examples can be
seen in Figure 3 in Section 5). The goal of the robots is to
save as many victims as possible within the time available.
Narrow corridors allow for only one robot to pass through;
when multiple robots try to pass through, a collision (mod-
eled as negative reward and the failure of one of the robots
to enter the cell) occurs. On the other hand, cells containing
debris let rescue robots pass through with only low proba-
bility. When a cleaner robot passes through, the debris is
removed with certainty. If a robot passes through an unsafe
cell, it incurs damage (modeled as negative reward). This
creates a rich environment of conflicting positive and nega-
tive interactions and situations where modeling uncertainty
is critical to team performance, making this a challenging
problem in which to test decision-making. Interestingly, in
our experiments we find that this simplification of modeling
collisions and unsafe cells as negative rewards means that
when these rewards are sufficiently large enough to impact
policies, it is possible for policies that avoid risk to achieve
higher values than policies that successfully rescue many
victims, leading to unintuitive rankings of solutions.

3. BACKGROUND
In this section, we briefly describe the DPCL model and

the TREMOR algorithm.
DPCL: We employ the Distributed POMDPs with Coordi-
nation Locales, DPCL model introduced in [11] to represent
the problems of interest in this paper. DPCL is similar to the
DEC-POMDP model and it is represented using the tuple of
〈S,A,P,R,Ω,O〉, where S,A,Ω are the joint states, actions
and observations over all the agents and P,R,O are the joint
transition, reward and observation functions respectively.

DPCL differs from DEC-POMDPs in two aspects:
(a) The state space in DPCL consists of global states and

local states for the individual agents, with global states rep-
resenting the status of tasks.

(b) The interactions among agents are limited and in this
regard, DPCL assumes that there can exist two types of
interaction between agents:

(i) Same Time Coordination Locales (STCLs): STCLs
represent situations where the effect of simultaneous execu-
tion of actions by a subset of agents cannot be described
by the local transition and reward functions of these agents.
Example: In the illustrative Rescue domain mentioned ear-
lier, if two robots attempt to enter the same narrow corridor
simultaneously, the robots would collide and one of them
would be forced to transition back to its starting state.

(ii) Future Time Coordination Locales (FTCLs): FT-
CLs represent situations where actions of one agent impact
actions of others in the future. Informally, because agents
modify the global state sg as they execute their tasks, they
can have a future impact on other agents’ transitions and
rewards since both Pn and Rn depend on sg.

A CL is defined as the tuple of 〈t, sg, {si}m1 , {ai}m1 ,Γ〉,
where t is the decision epoch, sg and si are global and local
states of agent i respectively, ai is the action taken by agent
i and Γ is the type of the coordination locale (either STCL
or FTCL). The set of coordination locales is computed from
the joint transition and reward functions. This can be per-
formed automatically as described in [11]. Informally, a CL
is “active” for an agent when it has a significant probability
of entering the states and actions described by the CL.
TREMOR: We now describe the TREMOR (Teams RE-
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shaping of MOdels for Rapid execution) algorithm [11]. The
goal in TREMOR is to find an optimal task allocation,
and provide a policy for each of the agents to accomplish
their tasks. TREMOR performs an approximate branch and
bound search over the set of all task allocations using MDP-
based heuristics. The actual value of a specific task allo-
cation is computed by solving the DPCL model for that
allocation (Algorithm 1). In Algorithm 1, firstly, the poli-

Algorithm 1 ComputeValueofAllocation()

1: π∗ ← SolveIndividualPOMDPs({Pi}i≤N )
2: π ← φ
3: iter ← 0
4: while π 6= π∗&&iter < MAX ITERATIONS do
5: ActiveCLs←ComputeActiveCLs({Pi}i≤N , AllCLs)
6: for all cl ∈ ActiveCLs do
7: {vala}a∈cl.agents ← EvaluateCL(cl)
8: {Pa} ← ShapeModels(cl, 〈{vala}, {Pa}〉a∈cl.agents)
9: π∗ ← π

10: π ← SolveIndividualPOMDPs({Pi}i≤N )
11: iter ← iter + 1

cies are computed for individual agents assuming no other
agents exist in the environment (line 1). Given the policies,
the probability of occurrence of coordination locales is de-
termined by propagating beliefs for the individual POMDPs
and only the ones that are “active” (having a probability of
occurrence > ε) are considered for next stages in the algo-
rithm (line 5). All the active CLs are evaluated for every
agent involved in those CLs and these valuations along with
the probability of occurrence of CLs are used to shape the
POMDP models for the individual agents (lines 6-8). The
updated models are solved to obtain new policies for the
agents (line 10) and these steps are continued until conver-
gence or for a maximum number of iterations (line 4).

The shaping of models in TREMOR is done in two steps:
(a) Firstly, the individual transition and reward functions
are modified in such a way that the joint policy evaluation
is equal (or nearly equal) to the sum of individual policy
evaluations; and (b) Secondly, incentives or hindrances are
introduced in the individual agent models based on whether
a CL accrues extra reward or is a cost to the team members.
This incentive/hindrance is the difference in policy value for
the team with the Coordination Locale.

By starting from individual POMDPs and incrementally
modifying the model to accommodate most likely interac-
tions, TREMOR was able to scale to problems that were not
feasible with earlier approaches for Distributed POMDPs.
However, the centralized detection and evaluation of interac-
tions with all other agents limits the scalability of TREMOR.
Towards addressing this problem with TREMOR, we intro-
duce D-TREMOR.

Several other approaches exploit problem structures sim-
ilar to DPCL to improve planning efficiency. Becker et al. [1]
provided approaches for solving transition independent DEC-
POMDPs, while ND-POMDPs [5] extend this transition-
independence with network structure interactions. Oliehoek
et al. [7] provide efficient algorithms for factored DEC-POMDPs
assuming static interactions between agents. Seuken et al. [10]
provide memory bounded dynamic programming (MBDP)
approaches for solving general DEC-POMDPs. While MBDP
and its variants solve considerably higher horizon problems,
they have been primarily limited to two agent problems.
There exist numerous other relevant approaches for solving
DEC-MDPs/DEC-POMDPs, however, we differ from those

through the distributed planning and the scale of problems
solved by D-TREMOR.

4. DISTRIBUTED TREMOR
In this paper, our focus is primarily on the computation

of a joint policy given an allocation of tasks to agents. Any
existing distributed role allocation algorithm [9, 8, 3] can be
used to compute the allocation of tasks to agents in DPCL.
Distributed TREMOR (D-TREMOR) avoids the scalability
problems inherent in TREMOR and other approaches for
solving DEC-POMDPs by distributing the planning effort
between agents and employing heuristics in CL communica-
tion and model shaping. We describe the basic distributed
planning algorithm of D-TREMOR and then detail the var-
ious heuristics employed to improve its performance.

In D-TREMOR, each agent after initializing to a starting
policy iterates over the following two steps until convergence
(or a maximum number of iterations):
Step 1: Exchange messages with other agents indicating
relative impact of coordination locales given the current in-
dividual policies.
Step 2: Use received messages to shape individual models
and re-compute policies.

Algorithm 2 provides the pseudo code executed at each
agent in performing these two steps. In Step 1, each agent

Algorithm 2 D-TREMOR(Agent i)

1: πi ← ObtainInitialPolicy(Mi, allCLs)
2: iter ← 0
3: while iter < MAX ITERATIONS do
4: αCLs← ComputeActiveCLs(Mi, allCLs, πi)
5: for all cl ∈ αCLs do
6: vali,cl ← EvaluateCL(cl,Mi, πi)
7: CommunicateCL(i, cl, pri,cl, vali,cl)
8: recCLs← ReceiveCLs()
9: Mi ← ShapeModel(recCLs,Mi)

10: πi ← SolveIndividualPOMDP(Mi)
11: iter ← iter + 1

computes the set of CLs which could be active given its own
policy, i.e., αCLs =
{cl|cl = 〈t, sg, {si}m1 , {ai}m1 ,Γ〉 , P rπi((sg, si), ai) > ε}. For
ease of explanation, we will refer to Prπi((sg, si), ai) as Prcli .
Since the interaction between agents is determined by the
CLs active for all the agents concerned, each agent com-
municates its set of active CL Messages to all the relevant
agents.

A CL Message is defined as the tuple: 〈id, cl, P rcli , Vcli〉.
It contains the agent ID, the coordination locale (which also
contains the time of interaction), probability of occurrence
of the coordination locale for the agent, and the value as-
sociated by the agent for the coordination locale. For a CL
between two agents, given a particular pair of messages, it
is thus possible to approximate the utility and probabil-
ity of the event occurring. Given 〈idi, cli, P rcli , Vcli〉 and〈
idj , clj , P rclj , Vclj

〉
, the joint utility of the action can be

estimated as Vcli + Vclj , while the probability of the event
is Prcli ∗ Prclj . From this, the expected joint utility can be
computed to be Prcli · Prclj · (Vcli + Vclj ).

In Step 2, each agent shapes the transition and reward
function of its individual model upon receiving CL messages
from other agents. Each agent i that receives a CL message
from j computes the probability of occurrence of cl, Prcli
and the value of the CL, Vcli . The probability of occurrence
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of a coordination locale with respect to both agents is then
computed, i.e. ĉcl = Prcli ∗ Prclj .

In TREMOR, the new transition probability P ′ei at de-
cision epoch e for STCLs is computed by using a shaping
heuristic. According to this heuristic, we take the weighted
average of Pei,cls and Pei,¬cls . Pei,¬cls is the transition proba-
bility without any interactions, i.e. Pi. In D-TREMOR, we
provide a new improved heuristic as described in Section 4.6.
While the expressions below are for STCLs, the expressions
for FTCLs are similar as explained in [11].

Pei,cl((sg , si), ai, (s′g , s
′
i))←∑

s′∈S:s′=(s′i,s
′
j)

P ((sg , si, sj), (ai, aj), (s′g , s
′
i, s
′
j)) (1)

P ′ei ← ĉcl · Pei,cl + (1− ĉcl) · Pei,¬cl (2)

Rei,cl((sg , si), ai, (s′g , s
′
i))←∑

s′∈S:s′=(s′i,s
′
j)

R((sg , si, sj), (ai, aj), (s′g , s
′
i, s
′
j)) (3)

R′ei ← ĉcl · Rei,cl + (1− ĉcl) · Rei,¬cl (4)

We now explain the key contributions made by the D-
TREMOR algorithm, which considerably improve its per-
formance over existing algorithms. As we will show in the
experimental results, the combination of these ideas helps
D-TREMOR scale to hundred agent DPCL problems, at
least an order of magnitude larger than the scale of problems
solved previously.

4.1 Distributed computation
As with all distributed algorithms, there needs to be par-

allelism in computation to get improved performance. In D-
TREMOR, we ensure that this parallelism is exploited in all
the key bottleneck computations:

(a) Computing Prcli : Every agent i only needs to com-
pute the probability of all distinct (e, (sg, si), ai) pairs (given
its current policy) out of all possible CLs. Thus for a cl :
〈(e, (sg, si, sj), (ai, aj)〉, agent i computes the probability for
(e, (sg, si), ai) given its policy πi and agent j computes the
probability for (e, (sg, sj), aj) given its policy πj . Therefore,
there is independence (or parallelism) in this computation
of probability of CL occurrence or Prcli .

(b) Evaluation of CLs: As with probability of occurrence
of CLs, the value of a CL for that agent can also be computed
independent of other agents, thus allowing parallelism.

(c) Solving individual POMDPs: After the shaping of mod-
els is performed corresponding to the received messages,
the individual POMDP models are solved. Since there is
no dependence between agents in solving these models, par-
allelism is exploited. Specifically, as the complexity of the
individual model increases (i.e. more states, actions, obser-
vations), run-time benefits due to distributed computation
also increase.

4.2 Communication heuristics
In its simplest form, D-TREMOR completely communi-

cates CL messages across the team. That is, every active
CL can be converted into a CL message and sent to every
team member. This ensures that every agent is aware of
any teammate it might interact with, but also means that
agents send n messages for every active CL, quickly leading
to thousands of messages being exchanged over the team. It
is possible that not all of the messages need to be exchanged,
as many of them may describe interactions that are of little
value or unlikely to actually occur.

One approximation of the usefulness of a CL message is
its local expected value. This is the product Prcl · Vcl. Fig-
ure 1 shows a distribution of these values compiled from
D-TREMOR runs on the scaling dataset described in Sec-
tion 5. It appears that a majority of CLs have relatively low
value, and a small number have very high value. It therefore
seems that communication could be made more efficient by
prioritizing the delivery of high-valued CL messages while
dropping some lower-valued messages. A best-first commu-
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Figure 1: Distribution of expected CL value over
scaling dataset

nication heuristic, in which agents order CL messages by ab-
solute local expected value, can be applied to this task. Each
agent selects up to the top k messages from their ordered
list and sends these CLs to the team. Under this scheme,
the CLs that have highest potential impacts on the value
of the team should be sent first, but overall, communica-
tions should be reduced. While intuitive, experimental re-
sults with this heuristic reveal the sensitivity of D-TREMOR
to communications loss.

4.3 Convergence heuristics
As it involves multiple agents concurrently planning, D-

TREMOR faces the challenge of avoiding oscillations that
can occur when multiple agents simultaneously correct for
a common interaction. These oscillations delay the explo-
ration of policy space, and in the worst case, can prevent
the discovery of other solutions altogether. Though not the-
oretically guaranteed for all cases, empirically (as we show
in our experimental results) D-TREMOR is typically able
to break out of oscillations and converge to a solution. This
is obtained by using a combination of two heuristics:

(a) Probabilistic model shaping: This heuristic is inspired
by the approach adopted by the Distributed Stochastic Algo-
rithm (DSA) for solving Distributed Constraint Satisfaction
Problems [13]. It is governed by a parameter δ, which rep-
resents the probability that an agent will shape its model
given messages from other agents. Upon receiving messages
from other agents at each iteration of D-TREMOR, an agent
generates a random number (between 0 and 1) and only if
the generated random number is greater than δ, that agent
shapes its model to account for the received CL messages.

(b) Agent prioritization: This heuristic is specifically de-
signed to handle negative interactions (i.e. CLs with nega-
tive expected value). In negative interactions, the penalty is
avoided if all agents except one avoid the interaction. For in-
stance, in the example problem of Section 2, an interaction
where two robots collide in a corridor, it is sufficient if we
allow only one agent to pass through the corridor. As part of
this heuristic, each agent is initially (before start of the al-
gorithm) assigned a priority value randomly and an agents’
model is shaped corresponding to a negative CL message
unless it has the highest priority of all the agents involved.

Proposition 1. D-TREMOR will converge within n (num-
ber of agents) iterations for any DPCL problem with only
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negative coordination locales if the agent prioritization heuris-
tic is employed.

Proof. Without loss of generality let us assume a DPCL
problem with n agents and priorities, {ri}n1 , such that r1 >
r2 > r3... > rn. At the first iteration of D-TREMOR, all the
agents would compute their individual policies. According
to the agent prioritization heuristic, agent 1 would continue
its course (i.e. not shape its model) irrespective of any CL
messages it would have received from other agents. Thus,
agent 1 would not change from its initial policy and conse-
quently, communicates the same set of CL messages to other
agents in all the iterations.

Agent 2 only needs to shape its model corresponding to CL
messages from agent 1. Therefore it would have a new policy
in iteration 2. Since it receives the same set of messages from
agent 1, agent 2 would not have to change its policy after
iteration 2. Therefore, agent 2 communicates the same set
of CL messages to other agents after iteration 2.

Continuing this reasoning, agent 3 would not have to mod-
ify its policy in iteration 3 and so on. Therefore, the D-
TREMOR algorithm will converge within n number of iter-
ations with agent prioritization heuristic.

In the motivating domain of Section 2, collisions in narrow
corridors represent negative coordination locales primarily
because (a) There is a cost to collision of robots; and (b)
collisions cause robots to return to their original position
with certain probability; Thus from the above proposition,
D-TREMOR with agent prioritization converges for prob-
lems where there are only narrow corridors.

4.4 Computing Prcli and Vcli efficiently
While parallelism in the computation of Prcli and Vcli

improves performance significantly, the exponential compu-
tational complexity involved in computing Prcli and Vcli is
still a bottleneck at each agent. This is because an exact
computation of Prcli and Vcli requires evaluation over all
possible combinations of the occurrence of previous CLs. To
improve the efficiency of these computations, we provide an
approach inspired from the sampling approach developed
for solving large Markov Decision Processes by Kearns et
al [4]. The main idea is that in problems where there ex-
ists a generative model, the value function can be computed
efficiently by using a set of samples generated with the gen-
erative model. Algorithm 3 provides the sampling method
to compute the probability of a CL for an agent i. In this
approach, we generate execution samples corresponding to
the current policy and agent model. Finally, we obtain the
average number of times the coordination locale is active
over the total number of execution samples. Depending on
the time horizon and the desired accuracy of Prcli , the to-
tal number of samples can be modified. A similar algorithm
is used for computing Vcli . We also provide a preprocessing

Algorithm 3 ComputePrCl(i, cl, p̂ii, b
0)

1: iter ← 0
2: val = 0
3: while iter < NUM − SAMPLES do
4: πi ← π̂i; s← GetSimState(b0); τ ← 0
5: while τ < cl.t do
6: act← πi.a
7: s′ ← GetSimFutureState(s, act)
8: ω ← GetSimObs(s′, act)
9: πi ← πi(ω); s← s′

10: if s = cl.si and act = cl.ai then
11: val← val + 1
12: return val

NUM−SAMPLES

step to detect CLs which can be completely eliminated from
consideration at future iterations of the algorithm. For in-
stance, a robot on the first floor of a building should not
have to worry about the robots on the 10th floor if the time
horizon is small. For each agent, the part of interest in a CL
is its state, s and action, a which can lead to an interaction
with other agents. The key idea here is to solve maximization
and minimization problems on the belief update expressions
and eliminate the consideration of CLs where the state s (of
the agent in consideration) is unreachable, i.e. bs < ε (where
ε is close to zero) given the time horizon. Given an action
a and observation ω, the maximization problem for belief
probability of state st (state s at decision epoch t) is given
by:

max
bt−1∈Bt−1

Ot(st, a, ω)Σst−1Pt−1(st−1, a, st)bt−1(st−1)∑
st

Ot(st, a, ω)Σst−1Pt−1(st−1, a, st)bt−1(st−1)

This is solved in polynomial time using the lagrangian tech-
niques presented in [12].

4.5 Capturing dependencies between CLs
In TREMOR, each CL is treated independently of oth-

ers, i.e. assuming that model shaping corresponding to one
CL does not affect any other CL. In weakly coupled do-
mains, i.e., ones with few CLs, such an assumption is per-
fectly reasonable. However in tightly coupled domains, these
dependencies are non-trivial. To obtain better coordination
between agents, it is imperative that such dependencies are
accounted for. However, capturing dependencies between all
CLs would entail searching for an optimal policy in the joint
policy space and hence would be prohibitively expensive.

Therefore, we are interested in capturing dependencies be-
tween CLs which improve performance without incurring a
significant computational cost. One such set of dependen-
cies are the ones between CLs occurring at different deci-
sion epochs. In our rescue domain, for example, there may
be a case where having a collision in one epoch (an STCL)
might prevent a cleaner robot from clearing some debris in
a later epoch (an FTCL). In order to capture these depen-
dencies over decision epochs, we make the following modi-
fications: Firstly, we sort the received set of messages with
respect to the decision epoch, cl.e. Secondly, while comput-
ing Prcli and Vcli , we consider the modifications made to
the model for CLs with decision epochs, cl′.e < cl.e. Using
such an approach, we are able to capture dependencies be-
tween CLs and obtain accurate estimates of Prcli and Vcli ,
while not sacrificing efficiency. Such accurate estimates of
Prcli and Vcli essentially reduce the difference between the
shaped models and the joint model and hence provide im-
proved solutions.

4.6 Shaping Heuristics
In the context of the expressions in Equation 2 and Equa-

tion 4, consider a scenario where two CLs, cl1 and cl2 have
the same e, si and ai (but different sg, sj and aj). If the
model for agent i is updated corresponding to cl1 first and
cl2 next, it should be noted that the model update corre-
sponding to cl1 could potentially be overwritten by model
update due to cl2. To address such inconsistencies in model
updates, we propose new model shaping heuristics. We use
the set CLis,a to correspond to all CLs which have the same
state s and same action a corresponding to agent i. Instead
of considering the occurrence and non occurrence of each
CL separately, we aggregate corresponding to all CLs which
have the same state and action pair for the agent. There-
fore, the new heuristics for shaping of transition and reward
functions are:
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P ′′ei ←
∑

cl∈CLis,a
ĉcl · Pei,cl + (1−

∑
cl∈CLis,a

ĉcl) · Pei,¬cl (5)

R′′ei ←
∑

cl∈CLis,a
ĉcl · Rei,cls + (1−

∑
cl∈CLis,a

ĉcl) · Rei,¬cls (6)

In these expressions, we compute new transition and reward
values by accounting for effects of all the CLs at once and
hence effects of a CL are not overwritten.

4.7 Policy Initialization
Given the local optimal moves made at each agent, the ini-

tial policy assumes significance in D-TREMOR. In TREMOR,
the best local policy (obtained by solving the initial individ-
ual model) is the starting point for the algorithm. Due to
local optimization, such a policy may not traverse states
and actions where the joint rewards are higher than indi-
vidual rewards. For instance, in the illustrative domain of
Section 2, consider the example in Figure 2. If we assume
there is no reward for the cleaner robot to clean the de-
bris, the best policy for the cleaner robot is to stay in its
cell, and for the rescue robot, it is to go around the debris.
With such a starting policy, the CL corresponding to the
debris would never be detected in TREMOR. To account

Figure 2: Policy initialization example.

for such positive interactions, we introduce an optimistic
policy. We modify the model of each agent to account for
the optimistic assumption, i.e. assuming that all positive re-
ward CLs occur at every decision epoch. That is to say:
For every agent i, ∀cl ∈ CLs, if R(sg, (si, sj), (ai, aj)) >
Ri(sg, si, ai) +Rj(sg, sj , aj), then Prei,cl = 1.

These updated models are solved to obtain the optimistic
policy. While, it is not guaranteed to account for all pos-
sible interactions, empirically it is able to identify all the
important interactions.

5. EVALUATION
Two datasets were created to test the performance of D-

TREMOR under various conditions, a scaling dataset and a
density dataset. In the scaling dataset, the total number of
agents is varied from 10 to 100 agents. Maps are constructed
randomly, with salient features fixed proportionally to the
number of agents. Maps are square, with a ratio of approxi-
mately 2 map cells per agent. 35% of the cells are narrow and
only 50% of the remaining are safe. The team is half rescue
agents and half cleaner agents. Debris and victims are added
to the map of the same numbers as cleaner and rescue agents,
respectively. Figure 3(a) shows a sample of the maps gener-
ated for this dataset. The purpose of this dataset is to test
the overall performance and scalability of D-TREMOR on
complex environments with multiple types of interactions.
However, due to the long computation time (up to 15 min.
per iteration), only three randomly generated map sets could
be evaluated. In this small of a dataset, some maps can have
pathologically extreme interaction, sometimes never requir-
ing agents to interact and sometimes requiring tremendous
interaction in order to accomplish anything. Because this
variation in maps translates to high variance in performance
measures, we focus on qualitative overall trends in the data,
rather than the quantitative values of individual data points.

(a) Scaling map, 50 agents

(b) Density, 1 ring (c) Density, 2 rings (d) Density, 3 rings

Figure 3: Examples of the maps generated for the
scaling and density datasets.

In the density dataset, a square 9× 9 map is constructed
with 100 rescue agents located on the outer perimeter, and
100 victims located in the center of the map. As seen in
Figures 3(b), 3(c) and 3(d), the victims are surrounded by
1, 2, or 3 rings of narrow corridors, forcing the agents to
negotiate passage through an increasingly crowded map. The
purpose of this dataset is to test D-TREMOR in handling
increasingly dense STCL interactions.

Due to the large size of these state spaces, other state-
of-the-art POMDP solvers cannot be used for comparison,
including the original TREMOR algorithm (demonstrated
only in problems of up to 10 agents [11]). D-TREMOR is
thus compared against several heuristic strategies, indepen-
dent planning, optimistic planning, a do-nothing policy, and
a random policy. In independent planning, n independent
POMDP solvers are executed in parallel, with no coordi-
nation between agents, and with each agent assuming that
the environment will remain exactly as specified a priori. In
optimistic planning, n independent planners are used again,
but agents assume the optimistic policy introduced in Sec-
tion 4.7. That is, rescue agents assume that all narrow corri-
dors are unobstructed, and all debris will be cleared. Cleaner
agents assume that all narrow corridors are unobstructed,
and that any debris that is successfully cleared will allow a
rescue agent to reach a victim, yielding a net reward exactly
equal to the reward of rescuing the victim (i.e. ignoring the
movement costs of a rescue robot, etc.). In the do-nothing
policy, agents do not move from their original locations, and
in the random policy, each agent independently selects their
action uniformly randomly from the set of possible actions.

Several performance measures are taken from each run to
study the performance of the algorithms. The policies gen-
erated by each agent are jointly simulated 2000 times to
empirically compute an expected joint reward. This is used
as the primary measure of task performance. Empirical av-
erages of the numbers of collisions, victims saved and debris
cleared are also recorded. The planning times and number of
activated CLs for each agent are also totaled and averaged.
As the D-TREMOR algorithm consists of multiple iterations
(of message communication and shaping), these measures
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can be computed at each iteration or averaged over entire
runs. In these experiments, D-TREMOR performs a greedy
role assignment in the first iteration, and communicate CLs
fully during subsequent iterations. An iteration limit of 20
is used for all of the maps. All experiments were performed
on a 104 CPU computing cluster, with each POMDP solver
running as a single thread on an available CPU.

Because D-TREMOR has agents individually approximate
the joint value at each iteration, it is possible for the team
to find good solutions but not be able to detect it. Thus,
it is sensible to provide two measures of the overall per-
formance of the algorithm: (a) the value of the joint policy
generated by D-TREMOR at the end of the last iteration (D-
TREMOR); and (b) the highest joint-valued policy among
all the D-TREMOR iterations (Max D-TREMOR). The lat-
ter requires some additional communication and computa-
tion overhead, as it necessitates exchanging policies and per-
forming a joint evaluation every iteration, but this is rela-
tively small compared to the cost of POMDP planning.

The results of the scaling dataset can be seen in Figure 4.
Data are normalized to independent planning by subtract-
ing its performance from that of the other algorithms. Fig-
ure 4(b), compares the average joint value of the various
solution policies. The maximum iteration of D-TREMOR
outperforms or matches the other techniques in every case.
This establishes the ability of the algorithm to find good
joint solutions in complex environments. However, the value
of the last iteration of D-TREMOR underscores the fact
that in its current form, it cannot always detect when it has
reached a good solution. In a single run (Figure 4(i)), we see
that overall, joint value trends upward, but over individual
iterations joint value can decrease.

Examining the components of the value function, it is pos-
sible to determine how the D-TREMOR achieves its value.
In looking at the number of victims rescued (Figure 4(c)),
it is apparent that there is not much difference between the
independent, optimistic, and D-TREMOR algorithms, while
random and do-nothing policies manage very few rescues. In
avoiding collisions (Figure 4(d)), however, D-TREMOR has
fewer collisions than independent or optimistic, performing
similarly to the random policy. Optimistic collides very fre-
quently by comparison, while do-nothing avoids collisions
trivially by never moving.

While cleaner robots clear many debris under the opti-
mistic policies (Figure 4(f)), their number of rescue robots
colliding with debris is higher than that of the independent
policies (Figure 4(e)) as optimistic rescue robots assume de-
bris is clear before it can be cleared. D-TREMOR is more
targeted, clearing only a few more debris than the indepen-
dent and random policies, which clear debris only when it
is self-serving (independent), or by chance (random), while
reducing the number of debris collisions to often be below
that of the independent policies.

Next, we consider the time scalability of the algorithm.
The computing cluster used in this experiment had over 1
virtual core per agent, making it is possible to directly com-
pare the running times across the scaling dataset, as agents
need not compete for CPU resources. Figure 4(h) shows a
linear trend in average time per iteration. Deviations from
this trend appear to correspond to maps that cause a large
number of activated CLs (Figure 4(g)).

Results of the density dataset are seen in Figure 5. As ex-
pected, increasing the density of narrow corridors decreases
the performance of all policies except the do-nothing policy

(Figure 5(a)). The abundance of narrow corridors causes op-
timistic and independent policies to suffer a very high num-
ber of collisions (Figure 5(b)), dropping their overall value
despite the fact that they manage to secure some victims
(Figure 5(c)). The do-nothing and random policies do not
rescue any victims, but have relatively few collisions, leaving
them with high overall joint values. The random policy has
only a one in eight chance of entering narrow corridors at all,
while the do-nothing policy never attempt to, so their values
differ by the expected penalty of the random policy causing
a collision. D-TREMOR’s policies, in value alone, straddle
this region, but other measures suggest that it reaches this
region through a vastly different behavior than the previous
two policies. D-TREMOR rescues more victims than any of
the other policies, and while it drastically reduces, it cannot
eliminate collisions between agents. However, despite rescu-
ing many more victims, the failure of D-TREMOR to resolve
the remaining collisions leads to a poorer overall value than
the do-nothing policy, a counter-intuitive effect of the re-
ward/penalty functions constructed for this domain.

The number of CLs activated (Figure 5(d)) indicate that
while there are many possible collisions in the map, relatively
few must actually be resolved. Agents consider on average
only 40 to 90 joint state-action pairs. Part of this, and the
intuition behind the drop in CLs between 2 rings and 3 rings,
is because in the initial few iterations, many agents realize
that they cannot all fit through the narrow corridors, and
decide to stay clear entirely, ceasing to generate CLs.
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Figure 6: Results of best-first communications.

An experiment was performed to determine if using the
best-first heuristic could reduce communications over the
team without sacrificing performance. Using the heuristic,
a maximum number of messages per agent, k, was set on a
50 agent map from the scaling dataset. Adjusting k led to
a smooth reduction in total message exchange, as seen in
Figure 6(a), while maintaining performance–up to a critical
point. In Figure 6(b), the joint value of the D-TREMOR
algorithm is plotted for various k. The change in perfor-
mance is minimal for k ≥ 2000, but between k = 2000 and
k = 1000, the algorithm no longer converges anywhere near
the complete communication solution. This suggests that
the convergence of D-TREMOR is extremely sensitive to
the message exchange between agents, and that selecting
messages by local expected value, while effective in reducing
communication, may not be a stable mechanism controlling
message exchange across the team.

6. CONCLUSIONS AND FUTURE WORK
In this paper, we present D-TREMOR, a fully distributed

DEC-POMDP algorithm capable of computing policies for
100 agents in around five hours. This represents a dramatic
increase in the size of problem that can be solved. The al-
gorithms gets its scalability by taking advantage of the fact
that although agents might interact in a very large number
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Figure 4: Performance measures for algorithms on the scaling dataset.
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Figure 5: Performance measures for algorithms on the density dataset.

of ways, for any particular choices of individual actions they
will interact in relatively few coordination locales. Several
additional techniques are applied to assure convergence and
allow agents to discover high-quality solutions efficiently.

While this work represents a significant step towards mak-
ing DEC-POMDPs a practically useful tool, much more work
is required. Our immediate focus will be to find more effec-
tive ways of reaching convergence and reducing the message
traffic of the algorithm. Since D-TREMOR uses an off-the-
shelf POMDP solver, we can also exploit technical advances
in POMDP-solving to further increase the size and complex-
ity of the problems that can be addressed.
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ABSTRACT
PAC-MDP algorithms are particularly efficient in terms of the num-
ber of samples obtained from the environment which are needed by
the learning agents in order to achieve a near optimal performance.
These algorithms however execute a time consuming planning step
after each new state-action pair becomes known to the agent, that
is, the pair has been sampled sufficiently many times to be consid-
ered as known by the algorithm. This fact is a serious limitation on
broader applications of these kind of algorithms.

This paper examines the planning problem in PAC-MDP learn-
ing. Value iteration, prioritized sweeping, and backward value it-
eration are investigated. Through the exploitation of the specific
nature of the planning problem in the considered reinforcement
learning algorithms, we show how these planning algorithms can
be improved. Our extensions yield significant improvements in all
evaluated algorithms, and standard value iteration in particular. The
theoretical justification to all contributions is provided and all ap-
proaches are further evaluated empirically. With our extensions,
we managed to solve problems of sizes which have never been ap-
proached by PAC-MDP learning in the existing literature.

Categories and Subject Descriptors
I.2.6 [Artificial Intelligence]: Learning; I.2.8 [Artificial Intellig-
ence]: Problem Solving, Control Methods, and Search

General Terms
Algorithms, Experimentation, Theory

Keywords
Reinforcement learning, Planning, MDP, Value Iteration

1 Introduction
The key research challenge in the area of reinforcement learning
(RL) is how to balance the exploration-exploitation trade-off. One
of the best approaches to exploration in RL, which has good the-
oretical properties, is so called PAC-MDP learning (PAC means
Probably Approximately Correct). State-of-the-art examples of this
idea are E3 [9] and R-max [3]. PAC-MDP learning defines the ex-
ploration strategy which guarantees that with high probability the
algorithm performs near optimally for all but a polynomial num-
ber of time steps (i.e., polynomial in the relevant parameters of the
underlying process). This fact means that PAC-MDP algorithms

Cite as: Efficient Planning in R-max, Marek Grześ and Jesse Hoey, Proc.
of 10th Int. Conf. on Autonomous Agents and Multiagent Systems
(AAMAS 2011), Tumer, Yolum, Sonenberg and Stone (eds.), May, 2–6,
2011, Taipei, Taiwan, pp. 963-970.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

are considerably efficient in terms of the number of samples which
are needed during learning in order to achieve a near optimal per-
formance. These algorithms however execute a time consuming
planning step after each new state-action pair becomes known to
the agent, i.e., the pair was sampled sufficiently many times to be
considered as known by the algorithm, and this is a serious limita-
tion against broader applications of these kind of algorithms [21].

This paper examines the planning problem in PAC-MDP learn-
ing. A number of algorithms are investigated with regard to plan-
ning in PAC-MDP RL (this includes value iteration, prioritized
sweeping, and backward value iteration), and the contributions of
this paper can summarized as follows: First, we show how the stan-
dard R-max algorithm can reduce the worst case number of plan-
ning steps from |S||A| to |S|. Second, exploiting the special nature
of the planning problem in considered RL algorithms, the new up-
date operator is proposed which updates only the best action of each
state until convergence within the given state. This approach yields
significant improvements in all evaluated algorithms, and in stan-
dard value iteration in particular. Next, an extension is proposed
to the prioritized sweeping algorithm which again exploits proper-
ties of planning problems in PAC-MDP learning. Specifically, only
policy predecessors of each state are added to the priority queue
in contrast to adding all predecessors as in the standard prioritized
sweeping algorithm. Finally, we apply backward value iteration
(BVI) to planning in R-max, and we show that the original algo-
rithm from the literature [4] can fail on broad classes of MDPs. We
show the problem, and after that our correction to the BVI algo-
rithm is proposed for the general case. Then, our extensions to the
corrected version of BVI which are again specific to planning in
PAC-MDP learning are proposed. The theoretical justification to
all contributions is provided and all approaches are further evalu-
ated empirically on two domains.

Regardless which particular PAC-MDP algorithm is considered,
the time consuming planing step is required after a new state-action
pair becomes known. This problem applies also to other model-
based RL algorithms which are not PAC-MDP, such as the Bayesian
Exploration Bonus algorithm [10]. Our work is to improve the
planing step of these kind of algorithms, and it applies to all ex-
isting flavours of PAC-MDP learning [16, 19]. In this paper, we are
focusing on R-max, a popular example of PAC-MDP learning, and
our work is equally applicable to other related model-based RL al-
gorithms (including those which heuristically modify rewards [1]).

2 Background
The underlying mathematical model of the RL methodology is the
Markov Decision Process (MDP). An MDP is defined as a tuple
(S, A, T, R, γ), where s ∈ S is the state space, a ∈ A is the action
space, T : S×A→ S is the transition function, R : S×A×S→ R
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the reward function (which is assumed here to be bounded above
by the value Rmax), and 0 ≤ γ ≤ 1 is the discount factor which
determines how the long-term reward is calculated from immedi-
ate rewards [15]. The problem of solving an MDP is to find a
policy (i.e., mapping from states to actions) which maximizes the
accumulated reward. A Bellman equation defines optimality condi-
tions when the environment dynamics (i.e., transition probabilities
and a reward function) are known [2]. In such a case, the prob-
lem of finding the policy becomes a planning problem which can
be solved using iterative approaches like policy and value iteration
[2]. These algorithms take (S, A, T, R, γ) as an input and return a
policy which determines which action should be taken in each state
so that the long term reward is maximized. In algorithms which
represent the policy via the value function, Q(s, a) reflects the ex-
pected long term reward when action a is executed in state s and
V (s) = maxa Q(s, a).

The policy and value iteration methods require access to an ex-
plicit, mathematical model of the environment, that is, transition
probabilities, T , and the reward function, R, of the controlled pro-
cess. When such a model is not available, there is a need for algo-
rithms which can learn from experience. Algorithms which learn
the policy from the simulation in the absence of the MDP model
are known as reinforcement learning [18, 2].

The first major approach to RL is to estimate the missing model
of the environment using, e.g., statistical techniques. The repeated
simulation is used to approximate or average the model. Once
such an estimation of the model is available, standard techniques
for solving MDPs are again applicable. This approach is known
as model-based RL [17]. This paper investigates a special type of
model-based RL which is known as PAC-MDP learning.

An alternative class of approaches to RL which are not consid-
ered in this paper does not attempt to estimate the model of the
environment, and because of that is called model-free RL. Algo-
rithms of this type directly estimate the value function or a policy
[13] from repeated simulation. The standard examples of this ap-
proach constitute Q-learning and SARSA algorithms [18].

PAC-MDP learning is a particular approach to exploration in RL
and is based on optimism in the face of uncertainty [9, 3]. Like
in standard model-based learning, in PAC-MDP model-based algo-
rithms, the dynamics of the underlying MDP are estimated from
data. If a certain state-action pair has been experienced enough
times (parameter m controls this in R-max), then the estimated
dynamics are close to the true values. The optimism under un-
certainty plays a crucial role when dealing with state-action pairs
which have not been experienced m times. For such pairs, the algo-
rithm assumes the highest possible value of their Q-values. State-
action pairs for which n(s, a) < m are named unknown and known
when n(s, a) ≥ m where n(s, a) is the number of times the state-
action pair was experienced. When a new state action pair becomes
known, the existing approximation, M̂ , of the true model, M∗, is
used to compute the corresponding optimal policy for M̂ which
when executed will encourage the algorithm to try unknown actions
and learn their dynamics. Such an exploration strategy guarantees
that with high probability the algorithm performs near optimally
for all but a polynomial number of steps (i.e., polynomial in the
relevant parameters of the underlying MDP).

The prototypical R-max algorithm uses the standard Bellman
backup (see Algorithm 1) and value iteration to compute the policy,
π̂, for the model M̂ , where the policy π̂(s) is defined in Equation 1.

π̂(s) = arg maxa Q̂(s, a) (1)

Summarizing, the R-max algorithm works as follows: It acts

Algorithm 1 Backup(s): Bellman backup for state s

old_val← V̂ (s)

V̂ (s) = maxa

{
Q̂(s, a) = R̂(s, a) + γ

∑
s′ T̂ (s, a, s′)V̂ (s′)

}
return |old_val − V̂ (s)|

greedily according to the current V̂ . Once a new state-action pair
becomes known, it performs planning with the updated model (i.e.,
a model with a new known state-action pair), and again acts greed-
ily according to updated V̂ . A natural and the most efficient ap-
proach to planning in this scenario is to use the outcome of the
previous planning process as the initial value function for new plan-
ning, which we refer in the paper to as incremental planning. This
is assumed for all algorithms and experiments of this paper.

The proofs and the theoretical analysis of PAC-MDP algorithms
can be found in the relevant literature [8, 16]. In our analysis one
specific property of such algorithms is advocated: the optimism un-
der uncertainty which guarantees that inequality V̂ (s) ≥ V ∗(s) is
always satisfied during learning, where V ∗(s) is the optimal value
function which corresponds to the true MDP model M∗.

3 Known States in R-max
The focus of this paper is how to perform the planning step in R-
max efficiently. In original R-max, the planning step is executed ev-
ery time a new state-action pair becomes known [3] (this is also the
case in known implementations [1]). While investigating the range
of planning algorithms which are discussed below, we found that
the efficiency of planning in R-max can be improved by taking into
account the fact that the value of a given state does not change until
all its actions become known. This is because if all unknown state-
action pairs are initialized with Vmax (as is the case in R-max),
where Vmax = Rmax/(1 − γ) when γ < 1 and Vmax = Rmax

if γ = 1, then V (s) = Vmax as long as at least one action re-
mains unknown in state s. If the R-max algorithm executes the
planning algorithm after the pair (s,a) becomes known, whereas
there still exists at least one action which is unknown in s, then
only one Q-value will change its value, i.e., the value of the pair
(s,a). If, after the update, Q(s, a) < V (s) = Vmax, the value
of s will not change. Action a will not be executed next time in
state s, and another action will be used. In this way, unknown ac-
tions are correctly explored by policy π̂ from Equation 1, but we
observe here that the update is useless. Our novel improvement,
which comes from the above observation, is to extend the notion
of known state-action pairs by a notion of a known state, where
known(s) = true iff ∀a known(s, a) = true. With this exten-
sion, our approach is to execute the planning step in R-max only
when a new state, s, becomes known (i.e., known(s) becomes
true). The only issue now is that the action selection according
to Equation 1 has be changed in order to deal properly with states
for which known(s) = false. This can be addressed by select-
ing actions using Algorithm 2 instead of Equation 1. As explained

Algorithm 2 GetAction(s): a modified action selection method
if known(s) then

return π̂(s) {see Equation 1}
else

return any action a for which known(s, a) = false
end if

above, this procedure will not change the exploration of the R-
max algorithm when ties are broken randomly. Normally, when
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the planning step is executed after learning each new state-action
pair, its Q-value is Q(s, a) ≤ V (s) = Vmax when there exists
at leat one unknown action. When ties are broken randomly (this
is for the case when Q(s, a) = Vmax for updated known action
a), this is equivalent to postponing planning and executing another
action which is still unknown when known(s) = false.

This improvement is particularly useful for planning algorithms
which do the systematic update of the entire Q-table as value it-
eration does, because when known(s) = false the entire plan-
ning process changes Q-values only of those actions which have
just become known and there are no changes in Q-values of any
other states, whereas value iteration will iterate and perform (use-
less) Bellman updates for all sates. Experimental validation of our
extension is in the experimental section of the paper. Since, this im-
provement yielded a considerable speed-up and represents a more
efficient implementation of R-max, if not stated otherwise, we use
this extension in all experiments presented in the paper. The main
goal of this paper is to speed up the R-max algorithm with regard to
planning, and our approach presented here reduces the number of
executions of the planner (regardless which planner is used) from
O(|S||A|) to O(|S|).

4 Best-actions Only Updates
From this point, we are looking at ways of improving planning al-
gorithms. The first extension which is introduced in this section
is applicable to all algorithms investigated in the paper. However
in order to make the presentation easier to understand by the reader
and to explain the intuition which is behind this extension, we show
firstly how it applies to value iteration. Its application to other plan-
ning approaches is discussed in detail in subsequent sections.

Lets assume the standard scenario of R-max learning when value
iteration is used as a planning method, together with the incremen-
tal approach indicated at the end of Section 2. This means that the
initial value function at the beginning of planning is always opti-
mistic with regard to the value which is the result of planning. Ad-
ditionally, under conditions specified below, the value function af-
ter each Bellman backup is also optimistic with regard to the value
function after the previous Bellman backup (in R-max, values are
successively decreased to reflect the change in the model which
made the model less optimistic when a new state became known).
The intuition which motivates Algorithm 3 is that the change of
V (s) in a given iteration can be triggered only by the change of the
Q-value of the best action of s because all Q(s, a) are always op-
timistic with regard to the optimal value function and to the value
after succeeding Bellman backups, and we argue here that in each
state the action which has highest Q(s, a) should be updated first.
This can be explained as follows. If the value of the best action
will not change after its update, which means that V (s) will not
change in the current iteration, then all other remaining actions can
be skipped in this iteration because they have lower values and they
will not influence V (s) (this explains why the for loop in Algo-
rithm 3 can backup only the best actions). If the value of the best
action changes after the update on the other hand, then another ac-
tion may be the best and it is reasonable to update currently the best
action of the same state again (this explains why the external loop
of Algorithm 3 makes sense). We recall here that in the standard
Bellman backup (see Algorithm 1) all actions are updated. Our
idea here is that it is profitable to focus Bellman backups only on
the best action of each state instead of performing updates of all
actions when optimistic initialization satisfies conditions defined
below. This concept is named best-actions only update (BAO) and
is captured by Algorithm 3.

The two formal arguments below prove that Algorithm 3 is valid.

Algorithm 3 BAO(s): best-actions only backup of state s

old_val← V (s)
repeat

best_actions = all a in s st. |Q(s, a)−maxi Q(s, i)| < ε
δ = 0
for each a in best_actions do

old_q = Q(s, a)
Q(s, a) = R(s, a) + γ

∑
s′ T (s, a, s′)maxa′ Q(s′, a′)

if |old_q −Q(s, a)| > δ then
δ = |old_q −Q(s, a)|

end if
end for

until δ < ε
return |old_val − V (s)|

DEFINITION 1. Optimistic initialization with one step mono-
tonicity (OOSM) is the special case of optimistic initialization of
the Q-table which satisfies the following property:
Q(s, a) ≥ R(s, a) + γ

∑
s′ T (s, a, s′)V (s′).

The property of OOSM initialization is satisfied, e.g., in any MDP
as long as all Q-values are initialized with Vmax. It will be shown
in what follows that planning in R-max satisfies the OOSM require-
ment as well.

In order to prove Algorithm 3, we first prove the following lemma:

LEMMA 1. If all Q(s, a) are initialized according to optimism
with one step monotonicity (OOSM), then after each individual
t + 1-st Bellman backup of the Q-table, the following inequality
is satisfied: ∀s,aQt(s, a) ≥ Qt+1(s, a), where Qt is the value
function after the previous, t-th, Bellman backup.

PROOF. We prove this lemma by induction on the number of
performed Bellman backups of Q-values. To prove the base case,
we show that the lemma is satisfied after the first Bellman backup.
This is satisfied directly by the definition of optimism with one
step monotonicity (see Definition 1). After proving the base case,
we assume that the statement holds after t Bellman backups, and
we will show that it holds after t + 1 backups using the following
argument:

Qt(s, a) = R(s, a) + γ
∑
s′

T (s, a, s′)Vt−1(s
′)

≥ R(s, a) + γ
∑
s′

T (s, a, s′)Vt(s
′) = Qt+1(s, a),

The first Bellman equation shows that the update of Qt(s, a) in the
backup t is based on values of all next states, s′, after t−1 backups,
and the third Bellman equation is analogous for the backup t + 1.
The second step is from the induction hypothesis which assumes
that Vt−1(s

′) ≥ Vt(s
′).

The following corollary results from Lemma 1:

COROLLARY 1. Q-values converge monotonically to Q∗(s, a)
when all Q(s, a) entries are OOSM initialized in value iteration.

THEOREM 1. Value iteration with best-actions only updates of
Algorithm 3 converges to the same value as standard value iteration
with the Bellman backup of Algorithm 1 when the value function is
OOSM initialized, i.e., when the optimistic initialization satisfies
Definition 1.
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PROOF. In order to prove this theorem, it is sufficient to show
that non-best actions do not have to be updated. Lets assume that
a is a non-best action of a particular state s, i.e., an action st.
Q(s, a) < maxi Q(s, i). Because all Q-values are initially OOSM
optimistic, we know from Lemma 1 that Q(s, a) cannot be made
higher than its current value in any of the future iterations of value
iteration. It means that Q(s, a) cannot be made higher than maxi

Q(s, i) by updating Q(s, a), and the only way to make Q(s, a)
the best action in s is to reduce the value of maxi Q(s, a) which
may happen only by updating action i which satisfies maxi Q(s, i).
This shows that if the value function is initialized with OOSM op-
timism, it is sufficient to update the best actions only. Additionally,
if ∆maxi Q(s, i) < ε, V (s) cannot change in the current iteration
of value iteration (within given precision ε) and the algorithm can
move to updating other states of this iteration.

This proof makes BAO updates applicable to general value iter-
ation planning with OOSM optimistic initialization. As mentioned
before, OOSM is naturally satisfied in any MDP as long as all val-
ues are initialized with Vmax. This requirement is rather weak and
easy to satisfy and in this way applicability of BAO is substantial.

A short explanation is required on why in R-max OOSM is satis-
fied. In our approach, each new planning step starts with the value
function of the previous planning step (incremental planning). The
new MDP model is different from the previous one just in having
one more known state. Thus, all states which were known in the
previous model satisfy OOBC with equality, and the state which
has just become known still has its V (s) = Vmax which cannot be
made higher, which satisfies OOBC as well.

Due to the nature of the BAO updates, this method is expected to
yield particularly significant improvements in domains with larger
numbers of actions in each state. It also has a great potential to
improve planning in domains with continues actions, because only
a limited number of continuous actions should be updated.

5 Prioritized Sweeping for R-max
Prioritized sweeping (PS) has been popular for improved empiri-
cal convergence rate but the theoretical convergence was only ex-
pected by [12] to be provable based on the convergence results in
asynchronous dynamic programming (ADP) by observing that PS
is an ADP algorithm. The first formal proof for general PS was
recently presented by [11], and the PS algorithm of [12] was also
proved as a special case under rather a restrictive condition that
initially all states have to be assigned non-zero priority. This is a
rather restrictive assumption with regard to incremental planning
which is found in R-max because in R-max usually not all states
require being updated even once. In what follows, we prove that
PS converges when used for planning in R-max without those re-
strictive assumptions. This holds also for our extension to basic PS
(shown in Algorithm 4), which is based on the idea that it is suf-
ficient to add to the priority queue only policy predecessors s′ of
state s, defined as

PolicyPred(s) = {s′|T (s′, π(s′), s) > 0}, (2)

(see Line 6 in Algorithm 4) instead of all predecessors, defined as

Pred(s) = {s′|∃aT (s′, a, s) > 0}, (3)

as it is the case in standard PS [12].

LEMMA 2. The prioritized sweeping algorithm specified in Al-
gorithm 4 drives Bellman errors to 0 (with a required precision ε)
when executed for a newly learned state, sk, in R-max, and ini-
tializing the value function using the value function of the previous
planning step in which sk was not known.

Algorithm 4 PS-PP(sk): prioritized sweeping with policy prede-
cessors for incremental planning in R-max after state sk becomes
known
1: PQ← sk

2: while PQ 6= ∅ do
3: s← remove the first element from PQ
4: residual(s)← Backup(s)
5: if residual(s) > ε then
6: for all s′ ∈ PolicyPred(s) do
7: priority ← T (s′, a, s)× residual(s)
8: if s′ /∈ PQ then
9: insert s′ into PQ according to priority

10: else
11: update s′ in PQ if the new priority is higher
12: end if
13: end for
14: end if
15: end while

PROOF. Let F ⊂ S be the set of states which do not have sk in
their policy graph. Since, the value of sk can only decrease in the
current planning process (because in the previous planning process
it was unknown with V (sk) = Vmax, and now it becomes known
and its V (sk) ≤ Vmax), state sk will not appear in the optimal
policy graph of any state in F, therefore current values of all states
in F are correct, do not require updates, and their Bellman error is
already 0. This argument proves that states in F do not have to be
updated, and only states in S \ F should be updated, that is, policy
predecessors of sk. This proves that backward expansion of policy
predecessors in Line 6 is correct, and constitutes our extension to
the standard PS algorithm [12] for planning in R-max.

Let Ssk be S\F. Since sk is the only state in Ssk which changes
its dynamics, sk is the only state from which the modified value
function should be back-propagated. The argument of the previ-
ous paragraph showed that this back-propagation can keep updat-
ing only policy predecessors of state sk, therefore the last condi-
tion to prove is that the predecessor s′ of state s should be visited
only when residual(s) > ε. We do this by showing that if for
all s which can be reached when any action a is executed in s′,
residual(s) ≤ ε, then residual(s′) ≤ ε. This means that if all
successors of s′ change less than ε, s′ does not have to be backed
up given precision ε. This can be derived as follows:

residual(s′) = max
a
|R(s′, a) + γ

∑
s

T (s′, a, s)[V (s)

+∆V (s)]−R(s′, a)− γ
∑

s

T (s′, a, s)V (s)|

= max
a
|γ

∑
s

T (s′, a, s)∆V (s)| ≤ max
a

γ
∑

s

T (s′, a, s)|∆V (s)|

= max
a

γ
∑

s

T (s′, a, s)× residual(s)

≤ max
a

γ
∑

s

T (s′, a, s)ε = γε ≤ ε.

The first equation is the definition of residual(s′) where current
V (s′) was computed from V (s), and new V (s′) is for V (s) +
∆V (s) for each successor s of s′. Next steps are simple alge-
braic operations, and inequalities are from |a + b| ≤ |a| + |b|,
residual(s) ≤ ε, and γ ≤ 1. Backward search from sk in Algo-
rithm 4 will not expand state s′ only when all successors of s′ for a
given policy action a have residual(s) ≤ ε (s′ will be visited if at
least for one s residual(s) > ε). This ends the proof that V (s′) is
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a) b) c)

Figure 1: An example when the original backward value itera-
tion fails on the loop

within required precision ε when the algorithm terminates.

Algorithm 4 would normally use the Backup(s) method of Al-
gorithm 1 in Line 4. The proof of Theorem 1 extends to Algo-
rithm 4 with OOSM initialization as well, and the BAO procedure
presented in Algorithm 3 can be also used in Algorithm 4 by re-
placing, in Line 4, Backup(s) with BAO(s).

6 Backward Value Iteration with Loops
Backward value iteration (BVI) is an algorithm for planning in gen-
eral MDPs with a set of terminal states [4]. This algorithm traverses
the transpose of the policy graph using breath- or dept-first search
which starts from the goal state, and checks for duplicates so that
each state is updated only once in the same iteration. States are
backed up in the order they are encountered during search. Before
applying this algorithm for planning in R-max and propose our ex-
tensions, we show that the original version of the algorithm can fail
in computing the correct value function. Let’s assume the origi-
nal version of the BVI algorithm from [4] and summarized above,
and the use of this algorithm in planning in the domain whose four
states are shown in Figure 1. First, in Figure 1a, current policy ac-
tions are shown before any updates of the current iteration of BVI.
Figure 1b shows policy actions after performing backups on states
b and d after which the policy action of state d changed (the new ac-
tion is highlighted using a think style). Figure 1c shows updates of
states a and c after which the best action of state c changed (again
the thick style shows a new action). After these updates, there is
a loop which involves states c and d, and the BVI algorithm will
not update these states in the current iteration again because each
state is updated only once, and the algorithm will also never update
these two states again in any of the future iterations, because policy
actions of all states in the loop do not lead to any state outside of
the loop (so neither c nor d will be the previous state - according
to a policy action - of any state outside of the loop). This situation
can happen in a broad class of MDPs in which states are revisited,
as in our testing domains, and applies also to stochastic actions
when all actions of all states in the loop lead to states in the loop
only. It is worth noting that in [4] where the BVI algorithm was
introduced, all domains require many steps to revisit the state (ac-
tions are not easily reversible due to velocity in the state space).
Our example shows, that the standard version of the BVI algorithm
can fail by encountering the loop in a broad class of MDPs. This
problem of the standard BVI algorithm was found empirically dur-
ing our experimentation in this research, in which the R-max agent
was getting stuck in such a loop. It is worth recalling here that
the PS-PP algorithm of the previous section expands only policy
predecessors, however it will not suffer from the same problem be-
cause PS-PP guarantees that s′ will be visited if at least for one
s residual(s) > ε, thus states which constitute the loop will be
updated as well and they will converge to proper values. The BVI

algorithm with policy predecessors and updating each state once in
each iteration will fail in this as indicated in Figure 1.

The brief analysis of Figure 1c indicates one simple solution to
the presented problem of the standard BVI algorithm. Since states
which are in the loop have other non-policy actions which lead to
states outside of the loop (e.g., state d has a non-policy action which
leads to state b), the straightforward solution to the loop problem
is to perform backward search on all predecessors of a given state
s as opposed to policy predecessors as it is the case in the original
BVI algorithm. This is the first extension to BVI which is proposed
in this paper, and the BVI algorithm modified in this way is named
LBVI which stands for BVI with loops. The LBVI algorithm with
this modification is applicable to general MDP planning. Our addi-
tional extensions to the LBVI algorithm are specific to incremental
planning in R-max which is studied in this paper. The complete
algorithm is presented in Algorithm 5. This is the standard version
of the BVI algorithm with the following extensions: (1) all prede-
cessors are used in the state expansion in Line 13 (to deal with the
problem of Figure 1), (2) residual is checked in Line 12 (to prune
the state expansion when possible), and (3) the BAO backup is ap-
plied in Line 8.

Algorithm 5 LBVI(sk): backward value iteration for incremental
planning in R-max after state sk becomes known
1: repeat
2: ∀sappended(s)← false
3: LargestResidual← 0
4: FIFOQ← sk

5: appended(sk)← true
6: while FIFOQ 6= ∅ do
7: s← remove the first element from FIFOQ
8: residual(s)← Backup(s)
9: if residual(s) > LargestResidual then

10: LargestResidual← residual(s)
11: end if
12: if residual(s) > ε then
13: for all s′ ∈ Pred(s) do
14: if appended(s′) == false then
15: append s′ to FIFOQ
16: appended(s′) = true
17: end if
18: end for
19: end if
20: end while
21: until LargestResidual < ε

LEMMA 3. The backward value iteration algorithm specified in
Algorithm 5 drives Bellman errors to 0 (with a required precision
ε) when executed for a newly learned state, sk, in R-max, and ini-
tializing the value function using the value function of the previous
planning step in which sk was not known.

PROOF. Let E ⊂ S be the set of states from which state sk

cannot be reached using any policy and non-policy actions. Since
state sk is not reachable from any state in E and sk is the only
state whose dynamics change, none of the states in E requires being
updated, hence Bellman error of all states in E is already 0.

Let Ssk be S\E. Since sk is the only state in Ssk which changes
its dynamics, sk is the only state from which the modified value
function should be back-propagated. Since the backward search
process expands all predecessors of each state and starts from sk,
all states which reach state sk (using both policy and non-policy
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actions) will be updated. Therefore the last condition to prove
is that the predecessor s′ of state s should be visited only when
residual(s) > ε. In the prof of Lemma 2, it has been already
shown that if for all s which can be reached from s′, residual(s) ≤
ε, then residual(s′) ≤ ε. Backward search from sk in Algo-
rithm 5 will not expand state s′ only when all successors of s′

have residual(s) ≤ ε (s′ will be visited if at least for one s
residual(s) > ε). This ends the proof that when the algorithm
terminates, V (s) is within required precision ε.

Algorithm 5 would normally back up state s in Line 8 using the
Bellman backup shown in Algorithm 1. The proof of Theorem 1
extends to Algorithm 5 as well, and the BAO procedure presented
in Algorithm 3 for backing up state s can be also used in Algo-
rithm 5 by replacing, in Line 8, Backup(s) with BAO(s).

7 Empirical Evaluation
This section presents empirical evaluation of proposed approaches
to incremental planning in R-max. Planning time is the measure
that one wishes to minimize in R-max.

7.1 Algorithms
The first experiment evaluates the extension to the R-max algo-
rithm introduced in Section 3. Specifically, the standard R-max
with value iteration and action selection according to Equation 1
is compared against modified R-max with our predicate known(s)
and the action selection rule specified by Algorithm 2 instead of
using Equation 1.

The goal of the main empirical evaluation is to check how dif-
ferent extensions to standard planning algorithms improve the time
of planning, and for this reason all proposed extensions are evalu-
ated also separately to see their individual influence. Therefore, the
following configurations are evaluated in the empirical study of the
paper:

• VI: standard value iteration
• VI-BAO: value iteration with BAO updates
• PS: standard prioritized sweeping [12]
• PS-PP: standard prioritized sweeping with policy predecessors
• PS-BAO: standard prioritized sweeping with BAO updates
• PS-PP-BAO: prioritized sweeping with policy predecessors and

BAO updates
• LBVI: backward value iteration which copes will loops (back-

ward search to all predecessors)
• LBVI-RES: LBVI with residual check (Line 12 in Algorithm 5)
• LBVI-BAO: LBVI with BAO updates
• LBVI-RES-BAO: LBVI with residual check and BAO updates

All algorithms were implemented in C++, and the goal was to
provide the same amount of optimization to each algorithm. With
this in mind, the crucial element of prioritized sweeping algorithms
was the priority queue. Since, the operation of increasing the pri-
ority of the element in the priority queue is required (in Line 11 in
Algorithm 4), the trinomial heap was used because it supports this
operation in constant time [20]. In the implementation of the queue
used in LBVI, memory buffers were reused in order to have fast
operations on the FIFO queue.

As mentioned before, if not stated otherwise, all algorithms use
the modified treatment of unknown states as specified in Algo-
rithm 2 in Section 3, which significantly reduces the number of
times the planners are executed. In all experiments, the R-max pa-
rameter m was set to 5, and the planning precision ε was 10−4.
Experiments on the maze domain present the average value of 30
runs, and the hand washing domain of 10 runs. The standard error
of the mean (SEM) is shown both in graphs and in the table.

7.2 Domains

The first domain is the version of the navigation maze task which
can be found in the literature. In our implementation a scaled
up version of such a maze from [1] is used and it contains 25 ×
25 grid positions. The second domain is a simplified model of a
situated prompting system that assists multiple persons with de-
mentia to complete activities of daily living (ADL) more indepen-
dently by giving appropriate prompts when needed. Such a situa-
tion arises in a shared space, e.g. a ‘smart’ long-term care facil-
ity, or ‘smart home’ with multiple residents in need of assistance.
Prompting for each ADL-resident combination can be done using
a (PO)MDP [6], but the situation is more complex when multiple
residents are present, as prompts can interfere across ADL and be-
tween residents. The optimal solution (pursued here) is to model
the complete joint space of all residents and ADL, although ap-
proximate distributed solutions are also possible [5]. Our specific
implementation follows the description in [14]. In our case, each
MDP has 9 states and there are 3 prompts (do nothing or issue one
of the two prompts specific to the current plan step) for each state.
When prompting many clients at the same time, prompts of one
client can influence other clients, whereas other prompts cannot be
executed for more than one client at a time, e.g., audio prompts.
For example, the domain with 4 clients has 94× 34 Q(s, a) entries
in its Q-table. Other sizes can be calculated analogously.

7.3 Results

The first test was to evaluate the improvement of our modified no-
tion of states being known to the R-max algorithm as introduced in
Section 3. As specified in the first paragraph of Section 7.1, two
versions of the R-max algorithm were evaluated on the maze do-
main. These two versions of R-max were executed 30 times and the
user time was compared. The version of the algorithm with our ap-
proach to distinguish known and unknown states (from Section 3)
was 2.3 times faster than the original version. The applicability of
this extension does not depend on the planning algorithm and all
succeeding experiments use this modification to standard R-max.

Next experiments evaluate the major contributions of this paper.
Figures 2 and 3 show the evaluation of all 10 algorithms specified in
Section 7.1 on the maze domain. These algorithms determine how
planning is done, and in principle the R-max algorithm should be
able to explore in exactly the same way regardless which planning
algorithm is used. In order to verify this, the obtained results are
compared with regard to the asymptotic convergence of the R-max
algorithm, and the average cumulative reward as a function of the
episode number is presented in Figure 4. This figure shows that ex-
ploration was the same, and this can be seen as an empirical proof,
that all planning algorithms where returning the same exploration
policy at their output.

The BAO approach to updating states shows substantial improve-
ment in all three algorithms. In particular, value iteration which is
traditionally slower than, for example, prioritized sweeping signif-
icantly reduced its planning time and the number of backups. This
result is particularly significant not only to planing in R-max, but
also to general value-based planning in MDPs when initialization
satisfies the requirement of Definition 1 which uniform optimistic
initialization with Vmax does. With our BAO approach, value iter-
ation can be done much faster in a straightforward way.

A closer analysis of PS performance indicates that both policy
predecessors and BAO updates yield improvement when applied
individually, and further improvement is gained when both tech-
niques are used together. Overall with our extensions, PS when
used for incremental planning in R-max is narrowing its gap to BVI
which was shown in [4] to outperform PS in the standard case due
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Figure 2: Planning time in the maze experiment
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to the overhead of maintaining the priority queue.
The LBVI algorithm was evaluated with residual checking and

with BAO updates. Here, these extensions yield improvements
when applied individually, and additional gains are obtained when
they are used together. The fastest planning algorithm in this ex-
periment was LBVI with both residual check and BAO updates.

In our implementation, BVI is used with our modification which
updates all predecessors instead of policy predecessors, since this
was shown to be a straightforward solution to the loop problem of
the standard BVI algorithm as discussed in Section 6. This leads
however to an increase in the number of state expansions, but our
extensions proved to be sufficient in order to guarantee fast plan-
ning of the modified BVI algorithm. We acknowledge that there is
another direction to improve the performance of BVI by still using
policy predecessors, however the solution has to be found on how
to avoid loops which are reported in Section 6. This loop prob-
lem is detrimental for R-max agents because the agent gets stuck in
such a loop during exploration.

Results on the hand washing domain are in Table 1. The rank of
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each algorithm is the same as in the maze domain above. The sig-
nificance of our improvements, BAO in particular, becomes more
evident when the state and action spaces are bigger. It is worth not-
ing that in the last two instances (4 and 5 clients), we were able to
do off-line planning in R-max with 5.3× 105 and 1.4× 107 state-
action pairs in the Q-table! Experiments in which it was infeasible
to wait for their completion are indicated with ‘-’.

8 Related Work
The fact that planning is a bottleneck of PAC-MDP learning has
been recently emphasized also in [21] where Monte Carlo on-line
planning algorithms for PAC-MDP learning were proposed. These
algorithms are interesting because their complexity does not de-
pend on the number of states. This is achieved by sampling C
times from each state (which limits the branching factor) and the
horizon is additionally limited by the discount factor. In this way, it
is sufficient to do Monte Carlo sampling only in the limited neigh-
bourhood of a given state. The disadvantage of these algorithms is
that they require the entire process to be repeated for each action se-
lection. Our algorithms which are proposed in this paper also make
use of the fact that when new state becomes known, mostly only
its neighbourhood needs to be updated, which is reflected very well
in our results. Our conjecture here is that the algorithms which we
propose in this paper, could be proven to have complexity depen-
dent only on the close neighbourhood of the state which triggers
the planning process. The rational for this theoretical future work
is indicated by our results in this paper. In [21] authors report re-
sults with Monte Carlo planning on a flag domain with 5 × 5 grid
and 6 flags possibly appearing, where VI did not succeed. In our
experiments of this paper, we are reporting results on large domains
where even though VI was very inefficient or did not work at all,
our extensions to VI-based planning were proven to be success-
ful. Such off-line algorithms require planning only once for each
known state and once planning is done, the policy can be used very
fast, whereas Monte Carlo methods plan for every step. Our meth-
ods could further scale the off-line methods up when used with
factored planners for MDPs [7]. We are additionally not aware of
any PAC-MDP results with off-line planning on domains as large
as those solved in this paper.

9 Conclusions
PAC-MDP algorithms are particularly efficient in terms of the num-
ber of samples which are needed by the learning agents in order to
achieve a near optimal performance. These algorithms however ex-
ecute a time consuming planning step after each new state-action
pair (or a new state according to our extension) becomes known
to the agent. This fact is a serious limitation on broader applica-
tions of these kind of algorithms. This paper examines the planning
problem in PAC-MDP learning, and seeks ways of shortening the
duration of the planning step. The contribution of this paper can be
summarized as follows:
• The number of executions of the planner can be reduced when

planning is triggered by a new state becoming known as intro-
duced in Section 3
• The new update operator, BAO, was proposed which, instead of

updating all actions of a given state once, updates only the best
action of each state but continues this updating until convergence
within the given state. This approach yields significant improve-
ments in all evaluated algorithms, and standard value iteration in
particular. This approach is also applicable beyond planning in
R-max, since optimistic initialization with Vmax can be easily
applied in general value-based MDP planning, and this contribu-
tion has potential to bear an impact on the field
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Algorithm 1 Client 2 Clients 3 Clients 4 Clients 5 Clients
VI 7.9 ± 0.48 955.8 ± 23.30 273698.8 ± 3053.90 - -
VI-BAO 2.7 ± 0.26 86.5 ± 3.87 12721.9 ± 70.20 1671388.3 ± 6827.52 -
PS 5.1 ± 0.46 76.5 ± 3.07 7151.5 ± 98.77 788296.8 ± 2318.42 -
PS-PP 3.7 ± 0.45 45.7 ± 1.93 2394.0 ± 27.96 154282.2 ± 792.65 -
PS-BAO 1.3 ± 0.15 14.5 ± 1.16 1006.5 ± 6.11 79717.0 ± 271.98 -
PS-PP-BAO 1.4 ± 0.34 13.8 ± 1.02 602.5 ± 5.29 28601.8 ± 157.43 11956396.5 ± 194255.47
LBVI 5.3 ± 0.30 168.5 ± 9.60 24066.6 ± 202.85 - -
LBVI-RES 4.3 ± 0.30 83.6 ± 1.29 6182.4 ± 51.74 666335.2 ± 1498.05 -
LBVI-BAO 1.4 ± 0.16 16.5 ± 1.00 1183.1 ± 5.79 90647.5 ± 407.24 -
LBVI-RES-BAO 1.6 ± 0.27 11.4 ± 0.64 562.0 ± 7.35 28941.5 ± 128.09 11480025.3 ± 367755.46

Table 1: Planning times [ms] for different sizes of the hand washing domain

• An extension to the prioritized sweeping algorithm was proposed
which exploits properties of planning problems in PAC-MDP
learning. Specifically, only policy predecessors of each state are
added to the priority queue in contrast to adding all predecessors
as in the standard prioritized sweeping algorithm
• It was shown that the original backward value iteration algorithm

from the literature - which updates each state exactly once in
each iteration - can fail on a broad class of MDP domains. The
problem and one straightforward correction were shown. Then,
our extensions to the corrected version of BVI which are spe-
cific to planning in PAC-MDP learning were proposed. Specifi-
cally, it was shown that the predecessor state does not have to be
expanded in a given iteration when all its successors have their
residuals smaller than precision ε

• The instances of the hand washing domain with large state spaces
were solved, which extends applicability of the PAC-MDP para-
digm considerably beyond existing PAC-MDP evaluations which
can be found in the literature
• All presented in the paper algorithms are equally applicable to

goal-based as well as infinite horizon RL problems, because both
in prioritized sweeping and backward value iteration, planning
starts from a specific state, and it does not matter whether the
domain has a goal state or not

The theoretical justification to all contributions was provided and
all approaches were further evaluated empirically.

Regardless of the more specific details of the empirical evalua-
tion, a particularly substantial contribution of this work is that the
standard value iteration algorithm can be made considerably faster
by the straightforward application of the BAO update rule which
was proposed in this paper.
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ABSTRACT
This contribution proposes a model for argumentation-based
multi-agent planning, with a focus on cooperative scenarios.
It consists in a multi-agent extension of DeLP-POP, par-
tial order planning on top of argumentation-based defeasible
logic programming. In DeLP-POP, actions and arguments
(combinations of rules and facts) may be used to enforce
some goal, if their conditions (are known to) apply and ar-
guments are not defeated by other arguments applying. In
a cooperative planning problem a team of agents share a set
of goals but have diverse abilities and beliefs. In order to
plan for these goals, agents start a stepwise dialogue consist-
ing of exchanges of plan proposals, plus arguments against
them. Since these dialogues instantiate an A∗ search al-
gorithm, these agents will find a solution if some solution
exists, and moreover, it will be provably optimal (according
to their knowledge).

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent
systems

General Terms
Algorithms, Theory

Keywords
Argumentation, Multiagent Planning, Cooperation

1. INTRODUCTION
The present contribution proposes a formal model of argu-

mentative dialogues for multi-agent planning, with a focus
on cooperative planning. It consists in a multi-agent exten-
sion of the DeLP-POP framework in [5], where it is shown
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how to adapt partial order planning (POP) to model a plan-
ner agent able to reason defeasibly (DeLP). This framework
combines POP’s minimal constraints on execution ordering
(see [9]), with DeLP inference based on interactions between
arguments (see [4]). A DeLP-POP planner can enforce goals
with a combination of actions and undefeated arguments, if
their conditions (are known to) apply1. Arguments, though,
are not like actions in that they apply even if unintended.
Thus, arguments will not only occur to intentionally support
some step of a plan, but also they will happen to defeat or
defend some such supporting argument and the plan con-
taining it.

The main challenge presented by cooperative multi-agent
DeLP-POP is plan evaluation and search. We present some
results2 about dialogues for argumentative plan search that
apply to cooperative scenarios. In these scenarios, we have
a team of agents aware of a common set of goals (hence
trustable), but ignorant of others’ abilities and beliefs, who
must find a plan. An obvious solution, centralized planning
carried by some planner with knowledge of these agents’ be-
liefs and actions, would arise questions of efficiency and pri-
vacy loss (beyond necessity). Instead we will use centralized
DeLP-POP just for comparison with dialogues proposed. A
dialogue consists in a series of exchanges3 of (1) plan propos-
als addressing the current goal, plus (2) potential arguments
against (1). Atomic information (facts, rules, actions) con-
tained in others’ messages (1) and (2) will be extracted and
adopted to devise new ideas for both (1) and (2).

The main result of this contribution is that such a dia-
loguing team of planner agents actually implements an A∗

1The advantages of DeLP-POP towards reasoning about ac-
tions are clear: if planning techniques prevent the well-
known frame problem, by getting rid of the need to explicitly
represent what does not change after an action, DeLP-POP
succeeds against the qualification problem as well, since
DeLP-rules can be used to encode defeasible effects of ac-
tions, as shown in Section 2.2.
2The proofs of these formal results can be found in
http : //www.iiia.csic.es/files/pdfs/AAMAS11ppogd.pdf.
3Dialogues are turn-based, since this choice models typically
cooperative scenarios where all agents are treated in a uni-
form way, but also can (by adding some restrictions) model
agents with power to veto information or decisions.
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search procedure. Thus, the team of agents need not search
the full space of plans: the dialogue terminates at a solution
(if some solution exists) which is provably optimal.

2. PRELIMINARIES
Notation: Throughout the paper we make use of these

conventions: the projection functions are πk(〈a0, . . . , an〉) =
= ak (for k ≤ n), and πk̂(〈a0, . . . , ak−1, ak, ak+1, . . . , an〉) =
= 〈a0, . . . , ak−1, ak+1, . . . an〉. Given propositional variables
p, . . . ∈ Var, and a negation ∼, we define the set of literals
` ∈ Lit = Var∪{∼ p | p ∈ Var}. Also, define ` as p =∼ p, and
∼ p = p, for any p ∈ Var; and for X ⊆ Lit, X = {` | ` ∈ X}.
In general, if F : X → Y is a function and X ′ ⊆ X, we
denote F [X ′] = {f(x) | x ∈ X ′}. The transitive closure of a
relation R is denoted tc(R). The size of a set X is denoted
|X|. If X is a set, P(X) denotes its power set, and X

(
στ...
σ′τ ′...

)
denotes the set obtained by replacing σ by σ′, τ by τ ′, . . . in
set X.

2.1 Defeasible Logic DeLP

In [4], the authors propose a non-monotonic consequence
relation, called warrant, built upon the relation of defeat
between constructible arguments for or against a literal. A
defeasible logic program (or de.l.p., henceforth) is a pair
T = (Ψ,∆) consisting of a strict and a defeasible part:

• a consistent set Ψ ⊆ Lit of facts, and

• a set ∆ of defeasible rules δ = `−� `0, . . . , `k
where `, `0, . . . , `k ⊆ Lit. Rule ` −� `0, . . . , `k expresses:
warrant for `0, . . . , `n provide a (defeasible) reason for `
to be warranted4. We denote body(δ) = {`0, . . . , `n} and
head(δ) = ` as, respectively, the body and head of δ.

Derivability in T = (Ψ,∆) is closure under modus ponens:
literals in Ψ are derivable and, given a rule δ, if each ` ∈
body(δ) is derivable, then head(δ) is derivable.
An argument A for ` in a de.l.p. (Ψ,∆), denoted 〈A, `〉 or
simply A, is a set of rules A ⊆ ∆ such that (i) ` is derivable
from (Ψ,A), (ii) the set Ψ∪A is non-contradictory, and (iii)
A is a minimal subset of ∆ satisfying (i) and (ii).

We also define, for an argument A for `

concl(A) = `,
base(A) = (

⋃
body[A]) r head[A], and

literals(A) = (
⋃

body[A]) ∪ head[A]

A derivation of -or argument for- a literal ` from (Ψ,∆),
still, does not suffice for its being warranted in (Ψ,∆). The
latter depends on the interaction among arguments, which
will grant consistency.

Given two arguments A,B, we say A attacks B if the
conclusion of A contradicts some fact used in B, that is, if
concl(A) ∈ literals(B). This attack relation may roughly be
seen as symmetric, in the sense that each attacked argument
B contains a sub-argument B′ attacking A. (A sub-argument
of B is a subset B′ ⊆ B supporting some inner conclusion `′

of B, i.e. with `′ ∈ literals(B).) To decide which contend-
ing argument prevails, a notion for preference among pairs
of conflicting arguments is needed. The formal criterion for
preference here adopted lies in a comparison of information
used in each argument: an attacking argument which makes
use of more precise rules (or more premises) is a proper de-
feater for -is preferred to- the contending argument. If two

4Strict rules, introduced in [11], [4], have not been consid-
ered in planning, see [5].

contending arguments are not comparable in these terms,
they are a blocking defeater for each other5.

Given an argument A0 for `, an argumentation line Λ =
[A0, . . . ,An] in (Ψ,∆) is a sequence of arguments constructi-
ble in (Ψ,∆), where each argument Ak+1 is a defeater for
its predecessor Ak. Some further conditions are needed to
rule out circular or inconsistent argumentation lines; briefly,
arguments supporting (resp. interfering with) A0, i.e. of the
form A2n (resp. A2n+1) must form a consistent set, and no
sub-argument A′ of an argument Am ∈ Λ may appear later
in Λ (i.e. it cannot be that A′ = Am′ with m′ > m); see [4]
and [5].

Since in a de.l.p. (Ψ,∆) an argument can have several de-
featers, different argumentation lines rooted in A0 can exist.
Their union gives rise to a tree-like structure, the dialectical
tree for A0, denoted TA0(Ψ,∆). To check whether A0 is de-
feated or undefeated, the following procedure on TA0(Ψ,∆)
is applied: label with a U (for undefeated) each terminal
node in the tree (i.e. each argument with no defeaters at
all). Then, in a bottom-up fashion, we label a node with:{

U if each of its successors is labeled with a D

D (for defeated) otherwise

Finally, we say a literal ` is warranted in (Ψ,∆), denoted
` ∈ warr(Ψ,∆), iff there exists an argument A in (Ψ,∆) with
concl(A) = ` and A labeled U in TA(Ψ,∆). Henceforth, B
defeats A will stand for: Λ = [. . . ,A,B, . . .] is acceptable.

2.2 A DeLP extension for POP planning
We briefly recall here state-based and POP planning meth-

ods, before introducing DeLP-POP. A planning domain is a
tuple M = (Ψ, A,G) where Ψ ⊆ Lit represents initial atomic
facts, A is a set of actions and G ⊆ Lit is the set of goals of
an agent. Here, an action α = 〈P(α),X(α)〉 is a set of pre-
conditions (for α to be applicable) and effects. A solution
is a plan Π leading a Ψ-world into a G-world by means of
actions AΠ ⊆ A.

In state-based planning, a plan Π is a linear sequence of
actions, and thus before each action αk in AΠ, we know
which consistent state σk ⊆ Lit will hold, with σk consistent.

In contrast, a partial order plan (henceforth: plan) Π is
a set of actions whose execution ordering ≺Π (i.e. links
on action pairs) is only partially specified (thus encoding
multiple linear plans). In POP, Ψ and G are encoded as
dummy actions αΨ ≺Π αG with X(αΨ) = Ψ, P(αG) = G
and P(αΨ) = X(αG) = ∅. Partial orderings give rise to the
notion of threat in Π: an action step potentially interfering
with (applicability of) some other action step. The set of
all threats to a plan Π will be denoted AllThreats(Π). When
detected, threats are to be solved by some threat resolu-
tion step. Thus in POP, the set of flaws to be solved in
a plan Π includes threats and pending goals(initially being
AllThreats(Π) = ∅ and goals(Π) = P(αG)). The partial order
of Π determines, for each α ∈ AΠ, a (possibly inconsistent)
set of facts potentially planned to occur before α (i.e. the
threats to this α). This set, called here the proto-state of α
(in Π), will be denoted SΠ

α .
An extension of POP with DeLP-style argumentation, de-

noted DeLP-POP, was introduced in [5]. A DeLP-POP plan-

5Or, less abstractly, one could instead specify some par-
ticular preference between rules and then induce a defeat
relation for arguments out of it. See [11] for details.
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ner can appeal both to arguments and actions as a way to
resolve goals or threats. The original DeLP or POP notions
of argument, planning domain, plan, link and threat must
be modified accordingly. An argument A ⊆ ∆ is consis-
tent if base(A) ∪ A is non-contradictory (instead of condi-
tion (ii) above for Ψ ∪ A, since now arguments may apply
everywhere, not just at Ψ). DeLP-POP planning domains
M = (T,A,G) contain now a de.l.p. T = (Ψ,∆), where
the set of initial facts Ψ ⊆ Lit induces αΨ as before and
the new element ∆ contains defeasible rules that may apply
anywhere in the plan. An action is a 3-tuple of the form
α = 〈P(α),C(α),X(α)〉, described by, resp., sets of precon-
ditions, constraints and effects. If literals in P(α) are en-
forced (or warranted) and those in C(α) fail to be enforced
(or warranted), then action α is applicable and its execution
will enforce each ` ∈ X(α) (thus deleting ` if holding pre-
viously). An argument A is applicable at SΠ

α if base(A) is
enforced in SΠ

α ; in this case concl(A) is derivable6.
Let ` be an open goal, motivated by some step β ∈ AΠ or
A ⊆ ∆; i.e. ` ∈ P(β) or ` ∈ base(A). If goal ` is planned
to be enforced by an action α, this is encoded as a causal
link of Π, in a set denoted by CL(Π): (α, `, κ) ∈ CL(Π) ⊆
AΠ × goals(Π) × (AΠ ∪ P(∆)), with κ = β or κ = A. If
goal ` ∈ P(β) is to be enforced by an argument, this is
encoded as a support link of Π, in a set denoted SL(Π):
(B, `, β) ∈ SL(Π) ⊆ P(∆) × goals(Π) × AΠ. (Note an ar-
gument B cannot support some other argument A as a link
in SL(Π). To get B to support step A, just replace step A
by A ∪ B.) Additional ordering constraints between action
steps are encoded simply as (α, β) ∈ OC(Π) ⊆ AΠ×AΠ. The
union of causal links, support links (ignoring their goals(Π)
component) and ordering constraints OC(Π) induce, by tak-
ing the transitive closure, the partial order of Π, i.e. the
order between its steps, denoted ≺Π:

≺Π= tc(OC(Π) ∪ π1̂(CL(Π)) ∪ π1̂(SL(Π)))

Now we define a DeLP-POP plan Π for M = ((Ψ,∆), A,G)
as a tuple Π = (AΠ, goals(Π),OC(Π), CL(Π),SL(Π)) con-
taining actions to be used AΠ ⊆ A, current open goals of Π,
and links or constraints on the execution ordering.

In DeLP-POP an agent with planning domain M builds
a plan incrementally: she keeps refining it with a new step
at a time until a solution (a plan with no unsolved flaws)
is found. The algorithm used in [5] is the following: For a
given ((Ψ,∆), A,G), plan search starts with the empty plan
Π∅, only containing dummy actions αΨ ≺Π αG. At each it-
eration, with current plan Π∅(ξ0, . . . , ξk), the algorithm non-
deterministically selects an unsolved flaw (a threat, prefer-
ably) and a refinement step ξk+1 for it (action-, argument-
or threat resolution step); after this refinement we obtain
plan Π∅(ξ0, . . . , ξk, ξk+1), and the algorithm updates the set
of detected unsolved flaws, so goals and threats are added (if
new) or deleted (if solved). If a failure occurs (no refinement
is available), the algorithms backtracks to the parent node.

We will denote by Plans(M) the graph whose nodes are
plans for M, related by is 1-step refinable into; the set of
solution plans will be denoted by Sol(Plans(M)).

Threat detection is based on proto-states, defined next.
For a fixed M = ((Ψ,∆), A,G), a plan Π and α ∈ AΠ, SΠ

α

6See [5]’s backward planning algorithm for a full description
of an instance κ of an action- or argument-steps, or an open
goal in a plan Π. Each such instance κ is labeled by its full
path of links up to some g ∈ G, i.e. 〈κ, . . . , g〉.

denotes the set of literals obtaining before α when we extend
≺Π with some new constraint7:

SΠ
α = {` ∈ Lit | ∃α′ ∈ AΠ s.t. ` ∈ X(α′) and ≺Π ∪{〈α′, α〉}

is consistent, and ∀β ∈ AΠ, if ` ∈ X(β) then
{〈α′, β〉, 〈β, α〉} * tc(≺Π ∪{〈α′, α〉})}

We use proto-state SΠ
α to compute which actions or unin-

tended arguments might be triggered by Π in a way inter-
fering with other steps of Π.

Three kinds of threats must be checked during plan con-
struction in DeLP-POP, see also Figure 1:

(a) action-action: (β, (α0, `, α1)) ∈ AΠ × CL(Π), s.t. ` ∈
X(β) and ≺ Π ∪ {〈α0, β〉, 〈β, α1〉} is consistent; here β
threatens the link between α0 and α1,

(b) action-argument: ((β, n), (B, b, α1)) ∈ (AΠ × Lit) ×
SL(Π), with X(β)∩ literals(B) ⊇ {n}, where ≺Π makes
β to supply n ∈ SΠ

α1 ; here β threatens some literal used
in B, and

(c) argument-argument: (C, (B, b, α1)) ∈ P(∆) × SL(Π),
with C defeating B and base(C) ⊆ SΠ

α1 , C undefeated

in SΠ
α1 .

Figure 1: Threat types: (a) action-action, (b)
action-argument and (c) argument-argument.

For each kind of threat, different maneuvers, inspired by
those in POP, may be tried: moving the cause of the threat
to a harmless position (with new ordering constraints; see
Figures 2 and 3(c’)); or eliminating the threat itself (with a
counter-argument8 or a new action step; see Figures 3(c”)-
(c”’) 9. We refer the reader to the algorithm in [5] for details.

Finally we describe how to model an action with defeasible
effects. Suppose action α has indisputable effects p0, p1, . . .
as well as n defeasible effects d0, d1, . . ., which are defeated

7Note that SΠ
α is computed as if α was already applicable.

In particular, arguments occurring before α play no role in
SΠ
α .

8Informally, we might see this threat detection-resolution
process as generating a dialectical tree T(SΠ

α ,∆)(A0) for each

(A0, ·, α) ∈ SL(Π). But now the tree is built w.r.t. varying
Π, due to new threat resolution refinements.
9Note a new precondition p and new link of type SL(Π)
or CL(Π) are needed to preserve these maneuvers’ effect in
future refinements.
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Figure 2: Solutions to (a), (b). Demote: (a’), (b’);
and Promote: (a”), (b”).

Figure 3: Solutions to (c): Delay (c’), Defeat (c”)
and Disable (c”’).

by conditions d′0, d
′
1, . . . respectively. At its turn, the lat-

ter d′0, . . . can be defeated, resp., by d′′0 , . . ., and so on.
To represent this α, introduce an instrumental irrevoca-
ble effect µ′ (meaning α was just executed); then define
X(α) = {p0, p1, . . . , µ

′} and expand the set of rules ∆ with
{dk−�µ′}k<n∪{dk−�µ′, d′k}k<n∪. . . . . .∪{dk−�µ′, d′k, d′′k}k<n
etc. This way DeLP-POP deals with the qualification prob-
lem.

3. ARGUING ON MULTI-AGENT PLANS
The purpose of multi-agent argumentative dialogues is to

let agents reach an agreement on (i) the evaluation of plans
(Section 4.1); and (ii) adoption of a plan in decentralized
plan search (Section 4.2), by allowing agents to refine or
revise other agents’ plans and defend one’s proposals. Be-
fore addressing (i) and (ii), though, several modifications of
single-agent DeLP-POP are in order.

First, each agent x ∈ Ag is initially endowed with a plan-
ning domain Mx = ((Ψx,∆x), Ax, Gx). Communication (of
facts, rules, actions) from agent x to an agent y will be ren-
dered as an expansion (resp., in Ψy,∆y, Ay) of My.

Second, towards collaborative discovery of potential ar-
gument steps or threats and their applicability, agents must
send each other known initial facts and pre-arguments; these

are like arguments but with partial knowledge of its base,
and can be expanded with others’ known rules and facts.
Given an agent x’s plan Π and some α ∈ AΠ, we define a pre-
argument A as a pair of literals and rules (X,A), where X ⊆
base(A) are literals known to hold before α, and base(A)rX
contains literals that may not be known that hold, or how to
derive them. We define the set of pre-arguments in a proto-
state SΠ

α as PArgs(SΠ
α ,∆x) := {(X,A) | X ⊆ SΠ

α ,A ⊆ ∆x}.
Third, we introduce the cost of an action, e.g. define ac-
tion α as 〈P(α),X(α), cost(α)〉 where cost(α) ∈ R+. This
induces an additive plan cost function cost(Π∅(ξ0, . . . , ξk) =
Σk′≤kcost(ξk′) that will guide plan search. Another modifi-
cation needed is the following.

Relativizing plans to domains:
Even if any plan Π originates from a fixed planning domain
M, we can think of so-originated Π also as a plan for some
other planning domain M′, and (re-)evaluate Π w.r.t. M′.
This is useful when an agent revises her beliefs or is com-
municated a plan. We denote by M v M′ that M′ is an
expansion of M, i.e. M′ is such that for all X ∈ M, its
counterpart X ′ ∈ M′ satisfies X ⊆ X ′. And similarly for
T v T ′. All these expansions may actually translate Π into
Π′ = Π

(
αΨαG
αΨ′αG′

)
.

Lemma 1. Proto-states SΠ
α are ⊆-monotonic under ex-

pansions of T : T v T ′ implies SΠ
α ⊆ SΠ′

α , where Π′ :=
Π
(
αΨ
αΨ′

)
.

Also, note that PArgs(SΠ
α , ·) is ⊆-monotonic under expan-

sions of ∆: ∆ ⊆ ∆′ makes PArgs(SΠ
α ,∆) ⊆ PArgs(SΠ

α ,∆
′).

Lemma 2. Action-action and action-argument threats (with
action 6= αΨ) do not increase after expansions of T .

In contrast, new (αΨ) action- and argument-argument threats
may appear after expansions of Ψ and, resp., Ψ-or-∆.

For expansions M′ w M a sufficient condition for M′ to
accept Π′ is that M′ at least contains the elements of Π
(and, for Ψ′, no more than Ψ).

Lemma 3. Let M = ((Ψ,∆), A,G) be a planning domain
and Π a plan for M. Define MΠ = ((Ψ?,∆?), A?, G?) as:
Ψ? = {` ∈ Lit | (αΨ, `, ·) ∈ CL(Π)}, ∆? =

⋃
π0[SL(Π)],

G? = Grgoals(Π) and A? = (AΠ r{αΨ, αG})∪{αΨ? , αG?}.
Then, for any M′ = ((Ψ′,∆′), A′, G′) with Ψ′ ⊆ Ψ,

Π
(
αΨαG
αΨ′αG′

)
is a plan for M′ iff MΠ v M′

Only these types of threats that may increase after ex-
pansions will be open to argumentation when evaluating the
plan’s flaws (or its planhood). These results justify the suf-
ficiency of the next relativizations10:

Definition 1. Let Π be a POP for a given ((Ψ,∆), A,G),
and let T ′ = (Ψ′,∆′) be another de.l.p.. We define the rela-

tivization of SΠ
α to Ψ′,as SΨ′

α = SΠ′
α , with Π′ = Π

(
αψ
αψ′

)
. We

denote by ThreatsT
′
(Π) the set of threats to argument steps

in Π according to T ′, as the set of tuples (κ, (A, g, α)) ∈
(P(∆) ∪ Lit)× SL(Π) such that either:

10Initial dummy action αΨ is also initially different to each
agent. We will assume each agent x, when speaking, uses
the convention of referring to her initial action, i.e. αψx , by
using the neutral symbol αΨ.
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κ ⊆ ∆, base(κ) ⊆ SΨ′
α , κ defeats A, and undefeated in SΨ′

α ;

or κ = `, with ` ∈ X(αΨ′) ∩ literals(A), and αΨ′ makes

` ∈ SΨ′
α true.

4. COOPERATIVE PLANNING
In the following, we assume we have a set of agents Ag =
{1, . . . , k}, each one with a planing domain Mx = ((Ψx,∆x),
Ax, Gx). In purely cooperative scenarios, agents have no in-
dividual interests (i.e. Gi = Gj for any i, j ∈ Ag) and hence
no incentives to retain relevant information. Moreover, we
assume

⋃
i∈Ag Ψi is a consistent set. Also, a unique team

dialogue to find a solution would suffice. Before presenting
dialogues for cooperative plan search, we introduce first a
simpler dialogue to evaluate a fixed plan.

4.1 Argumentative Plan Evaluation.
We present now a turn-based dialogue (an agent talk-

ing only during her turns) permitting agents i, j to collab-
orate to discover threats to any argument step A, i.e. with
(A, ·, α) ∈ SL(Π). Here Π is a plan for some Mi made pub-
lic. (That is, we assume MΠ v Mx, x ∈ Ag.). All agents
may contribute to argue against A.

Agents are enumerated by function ε : N+ → Ag as: ε(i+
r · |Ag|) = i for any r, i ∈ N+ and i ≤ |Ag|; that is, ε assigns
turns to agents this way: 1, 2, . . . , k, 1, 2, . . . At each turn
n + 1, agent ε(n + 1) sends a set An+1 of pre-arguments11

(X,B) or initial facts (∅, `), against an argument A used in
some support link (A, ·, α). For each (X,B) ∈ An+1, any
other agent j 6= ε(n+ 1) learns as initial facts those literals
stated in X that are not in her view of the proto-state, i.e.

with ` ∈ X rS
ψnj
α . All rules from B which are novel to j are

learned as well. Formally,

Definition 2. For x ∈ Ag let Mx = ((Ψx,∆x), Ax, G)
be given, and ε : N+ → Ag as above. Let Π be a plan
communicated by, say, agent 1 to Ag. We define for each
x ∈ Ag, A0 = ∅, ψ0

x = Ψx, ∆0
x = ∆x and

An+1 = {(κ, (A, ·, α) ∈ P(Lit)× Threats
Tn+1
ε(n+1)(Π) |

either κ = (X,B) and X ⊆ base(B) ∩ Sψ
n+1
ε(n+1)

α ;
or κ = (∅, `) ∈ {∅} × X(α

ψn+1
ε(n+1)

)}
ψn+1
x = ψnx ∪

⋃{X r S
ψnx
α | ((X,B), (A, ·, α)) ∈ An+1}

∪{` ∈ Lit | ((∅, `), (A, ·, ·)) ∈ An+1}
∆n+1
x = ∆n

x ∪ (π1[An+1] r Lit)

Finally, let n? be the smallest number such that An
?

= . . . =
An

?+|Ag| = ∅. We define ψωx = ψn
∗

x , and ∆ω
x = ∆n∗

x .

First note that literals learned in ψn+1
x from some ((X,B), ·)

∈ An+1 really come from the agent n+ 1’s ψ-set and prop-
agated to this proto-state.

Lemma 4. If ` ∈ X r S
ψnx
α for some ((X,B), (A, ·, α)) ∈

An+1, then ` ∈ ψnε(n+1).

Also note that, since the de.l.p. of each agent is finite,
n? is finite, i.e. these dialogues will always terminate in
a finite number of steps. This dialogue is compared next
with centralized plan evaluation, where (a) we consider the

11By exchanging arguments only, an agent might fail to share
information, if unaware of its relevance.

fusion of agents’ initial de.l.p.’s TΣAg = (ΨΣAg,∆ΣAg) =
(
⋃
x∈Ag Ψx,

⋃
x∈Ag ∆x), and then (b) a central planner com-

putes arguments and threats in this new de.l.p. (ΨΣAg,∆ΣAg).
The next theorem, then, compares the result of any agent
after the evaluation dialogue for ThreatsT

ω
x (Π) with that of

centralized evaluation ThreatsTΣAg(Π). Even if Tωx < TΣAg

may hold, both evaluations agree on threats detected in Π
and whether Π is a plan.

Theorem 1. Given Mx = ((Ψx,∆x), A,G) for each x ∈
Ag, Π a plan for M1 communicated to Ag r {1}. Then,
for each x, Π is a plan for ((ψωx ,∆

ω
x ), A,G) iff it is for

(TΣAg, A,G), and Threats(ψωx ,∆
ω
x )(Π) = Threats(ΨΣAg,∆ΣAg)(Π)

4.2 Dialogue-based A∗ plan search.
The next step is to use these dialogues as part of more

dynamic dialogues wherein new plans are proposed. The
main result of this paper is that we can decentralize multi-
agent planning, at least in cooperative scenarios, by using
a dialogue-based plan search procedure. This is done by
comparing these dialogues with centralized planning in the
fusion of agents’ planning domains MΣAg = (TΣAg, AΣAg, G),
where AΣAg =

⋃
x∈Ag Ax. But first, we recall A∗ search and

show it can be used in single-agent DeLP-POP.

4.2.1 A∗ search in DeLP-POP.
Search algorithms, in the literature, are abstractly defined

with non-deterministic choice. In DeLP-POP plan search we
saw two such places for non-deterministic choice exist: the
selection of the next flaw to be solved12 (this is optional)
and a selection function g for the next refinement, based on
minimizing some evaluation function f(Π) that estimates
the cost of a solution refining Π.

We opt for an A∗ search algorithm, based on delayed
termination and an additive evaluation function f(Π) =
cost(Π) + f ′(Π), where f ′(Π) is some heuristic estimation
of the cost of some best solution Π? extending Π.

Recall that A∗ procedure is as follows. Start with the
initial node Π∅, and define sets open = {Π∅} and closed =
∅. At each iteration, open is expanded with all generated
refinements of current node Π, while Π is sent to closed.
Then, we minimize f [open] to select a refinement Π(ξ).

Notice that A∗ does not terminate at the first solution,
but keeps exploring for less costly possibilities, guided by
g(open) = argmin(f(open)). If, moreover, f ′ is optimistic,
i.e. f ′(Π) ≤ f ′(Π?) = cost(Π?, then this A? search finds an
optimal solution (if a solution exists). Below we will consider
the particular case f ′(Π) = 0, so our next-refinement choice
function will be just g(open) := argmin(cost[open]).

For a given planning domain M, we define Plansg(M) as
the set of nodes in Plans(M) that are generated under A∗

search with g.

Proposition 1. If f ′ be optimistic, g is admissible for
DeLP-POP search: Sol(Plans(M)) 6= ∅ iff Sol(Plansg(M)) 6=
∅, and a solution Π? in the latter is optimal.

The reason is as follows. Suppose M = (T,A,G) is a finite
domain, so that the cost of any action α ∈ A has positive
lower bound cost[A] ≥ δ > 0. Then if (T,A,G) is solvable,

12As examples of such heuristics: FAF, where flaws are ac-
cording fewer alternatives first, as [6]’s Z-LIFO. Or the
threat detect-&-solve order used in [5]’s algorithm.
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a search algorithm guided by g is guaranteed to output an
optimal solution in Sol(Plansg(M)) if every infinite path has
unbounded cost (see [8]). To see this: if the path contains
infinite action steps then it is unbounded, since A is finite
implies that 0 < δ ≤ cost[A] for some δ. Now, if M is
finite, so is flaws(Π); hence null-cost threat resolution moves
must be finite. The same reasoning, plus the no-argument-
supports-argument policy, implies there can be no infinite
sequence of null cost argument steps so we are done.

Hence, A∗ can be applied to DeLP-POP plan search for
a fixed domain, e.g. centralized MΣAg. Below, we show
that A∗ is also applicable to dialogue-based multi-agent plan
search.

4.2.2 A∗ search in cooperative DeLP-POP.
Given agents Ag = {1, . . . , k}, decentralized plan search

is also realized as a turn-based dialogue. Turns are now of
the form (n,m) ∈ N × N, ordered lexicographically: (n,m)
occurs before (n′,m′) iff n < n′, or n = n′ and m < m′. The

agent speaking at (n,m) is ε(m), who sends a set Π(n,m) of
refinements of the plan selected at the n-th iteration of A∗,
and a set U (n,m) of potential threats to previous plans in

Π(n,m′) for m′ ≤ m. Potential threats are now labeled with
the link and the plan targeted, say Π′ in Π(n,m′). In terms
of evaluation dialogues, U (n,m) contains, for each such Π′,
the corresponding Am−m

′ × {Π′} (under some permutation

τ : Ag→ Ag and initial domains set at 〈M(n,m′)
τ(x) 〉x∈Ag).

Other agents x 6= ε(m) learn from U (n,m) and Π(n,m):
(1) literals from pre-arguments and causal links of the form
(αΨ, `, ·), (2) rules from pre-arguments and support links,
and (3) other agents’ actions from suggested plans. This

grants that each Π′ ∈ Π(n,m) is understood: MΠ′ v M(n,m)
x .

Only when, during |Ag| successive turns (n,m), . . . , (n,m+
|Ag|), agents do not submit more plans or possible threats,
we set ω(n) = m and move to turn (n + 1, 0). To do so,
the set of open nodes is updated with refinements for the
current plan: Π(n,ω(n)) = Π(n−1,ω(n−1)) ∪⋃m Π(n,m).

At (n+1, 0) agents select the best of open nodes: Π(n+1,0)

= {g(Π(n,ω(n))}. If this contains no flaw, the dialogue ter-
minates. Otherwise the procedure starts again for this plan.

Definition 3. Given Mx = ((ψx,∆x), Ax, G) as before,

we set M(0,0)
x := Mx and define Π(0,0) = U (0,·) = U (·,0) = ∅,

flaw(0) = h(G), and Π(0,1) = {Π∅}. And,

Π(n,m+1) = {Π(ξ) ∈ Plans(M(n,m)

ε(m+1)) | Π ∈ Π(n,0), and

flaws(Π(ξ)) r flaws(Π) 6= ∅}
Π(n+1,ω(n+1)) = (Π(n,ω(n)) r g(Π(n,ω(n)))) ∪Π(n,mn),

where mn = min m s.t. Π(n,m) = . . . = Π(n,m+|Ag|−1)

and U (n,m) = . . . = U (n,m+|Ag|−1) = ∅
Π(n+1,0) = {g(Π(n,ω(n)))}

U (n,m+1) = {(κ0, κ1), (κ′, `, κ′′),Π′) | Π′ ∈ Π(n,m+1) and

(κ1, (κ
′, `, κ′′)) ∈ Threats

T
(n,m)
ε(m+1)(Π′) and

κ0 ⊆ base(κ1) or (κ0, κ1) ∈ {∅} × Lit}

At turns of the form (n,m+ 1) agents learn as follows:

Definition 4. Each agent x 6= ε(m+ 1) updates, at turn
(n,m+ 1),

ψ
(n,m+1)
x = ψ

(n,m)
x ∪ (π1(U (n,m+1)) ∩ Lit)∪⋃{X r Sψ

(n,m)
x

α1 | ((X,B), (A, ·, α1)) ∈ U (n,m+1)}
∆

(n,m+1)
x = ∆

(n,m)
x ∪ {π0(ξ) | ξ ∈ SL[Π(n,m+1)] ∪ . . .

∪π1({(κ, . . .) ∈ U (n,m+1)) | π1(κ, . . .) /∈ Lit})
A

(n,m+1)
x = A

(n,m)
x ∪ {α ∈ AΠ(ξ) | Π(ξ) ∈ Π(n,m+1)}

For sets X
(n,·)
x defined here plus M(n,·)

x we define X
(n+1,0)
x =

X
(n,ω(n))
x =

⋃
mX

(n,m)
x , and Xω

x =
⋃
n∈ωX

(n,0)
x .

Theorem 2. Let 〈Mx〉x∈Ag and g be as above. Then,
Sol(Plansg(MΣAg)) 6= ∅ iff Sol(Plansg(Mω

x )) 6= ∅, for any x;
moreover, a solution Π? in the latter is optimal.

Thus, agents may safely use these dialogues to find an
optimal, cooperative plan which makes use of their abilities.

5. EXAMPLE OF APPLICATION
The next example (see Figure 413) shows a scenario to

Cooperative Planning. There are three different locations
in this scenario Bejing, Fuzhou and Taipei. Our multi-
agent systems is composed of two agents, Joe and Ann,
who wish to travel to Taipei to attend the AAMAS confer-
ence as invited speakers. As can be seen, there are several
direct or indirect connections between Bejing and Taipei:
via car and ship, train and ship, or plane. The agents, the
car, the train and the plane are initially located at Bejing,
and the goal (G = {(at Ag l3)}) is to have the two agents
at Taipei subject to the restriction that they must always
travel together. Literals and actions are the following14:

• l1, l2, l3 - Bejing, Fuzhou and Taipei,

• car, tra, pl, shi - a car, a train, a plane, a ship,

• r, rl, al, ml - a road, a railway, an airline company, a
maritime line,

• bw, sn, wg, ss - bad weather, snow, wind gusts, stormy
sea,

• br, ll, esf , aeo - bad railroad, landslides, electrical
supply failure, airplane engines work well (after test)

• va, ds, ip, gw - volcano ash cloud, dangerous situa-
tion, risk of increased pollution, contribution to global
warming,

• h, tj, kudTV , kudI - holidays, traffic jam, kept up to
date by TV news, kept up to date by Internet news,

• µC , µP , µT , µS - moved car, moved plane, moved train
and moved ship

1. mP (pl, j, k): moving plane ’pl’ from location ’j’ to ’k’.
It is necessary an airline company to travel from ’j’
to ’k’, the plane in ’j’ and both Joe and Ann in ’j’.
Moving a plane takes 2 time unit and 400 cost units.

2. mT (tra, j, k): moving train ’tra’ from location ’j’ to
’k’. This action takes 6 time units and 200 cost units.

3. mS(shi, j, k): moving ship ’shi’ from location ’j’ to
’k’. This action takes 3 time units and 100 unit cost.

4. fMc(car, j, k): fast-moving car ’car’ from location ’j’
to ’k’. This action takes 8 time units and 80 cost units.

13Get Directions on Google maps, http://maps.google.es
14We consider propositional STRIPS planning representa-
tion, and the default proposition (have p) to any literal p
that does not have an associated proposition.
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Figure 4: Scenario of the application example

A
(0,0)
Joe =


1. {µC , ip} fMc←−−− {(link r l1 l2), (at car l1),
(at Ag l1)}
2. µP

mP←−− {(link al l1 l3), (at pl l1),
(at Ag l1)}



A
(0,0)
Ann =


3. µT

mT←−− {(link rl l1 l2), (at tra l1),
(at Ag l1)}
4. µS

mS←−− {(link ml l2 l3), (at shi l2),
(at Ag l2)}


Ψ

(0,0)
Joe =

{
wg; aeo; kudTV ; (at Ag l1);

(at pl l1); (link al l1 l3); (link r l1 l2);

}

Ψ
(0,0)
Ann =

{
kudI; (at Ag l1); (at tra l1); (at shi l2)

(link rl l1 l2); (link ml l2 l3)

}

Figure 5: Knowledge of actions and initial facts.

We describe next the initial planning domains: for x ∈
Ag = {Ann, Joe}, let M(0,0)

x = ((Ψ
(0,0)
x ,∆

(0,0)
x ), A

(0,0)
x , G) be

defined as in Figures 5 and 6. Actions α = (P(α),X(α), ·)
are represented under the form X(α)

α←− P(α). Ann and Joe
have different knowledge so two pieces of derived informa-
tion from each agent can appear to be contradictory. Let’s
assume that Joe uses TV as a source of information, but
Ann prefers Internet to keep up to date, and both agree in
finding a plan that minimizes the time units.

In what follows, we explain how to obtain an optimal plan
Π? that satisfies the goal G = {(at Ag l3)}.

The planning process starts with Ann’s empty plan Π∅,
essentially, {α∅ ≺ αG} and U (0,1) = ∅. Joe learns noth-

ing from it; and both agents set g(Π(0,ω(0))) = Π∅. Then
flaws(Π) returns (at Ag l3). At turn (1,1) Ann suggests the
ship argument, while at next turn (1, 2), Joe puts forward
this argument step (Figure 7(a)):

Π∅(ξ
Joe) ∈ Π(1,2) where ξJoe = (AJoe, (at Ag l3), αG))

and AJoe = ({(at Ag l3)−�µP })
Ann learns the rule in AJoe. This is the plan with less

cost, so it selected at Π(2,0) with flaws(Π∅(ξ
Joe)) = {µP }.

At (2, 1) turn, Ann cannot refine this plan. This is done,

∆
(0,0)
Joe =



{(at pl l3), (at Ag l3)} −�µP ;
{(at car l2), (at Ag l2)} −�µC ;

{∼(at tra l2),∼(at Ag l2)} −�{µT , br};
{∼(at shi l3),∼(at Ag l3)} −�{µS , ss};
br −�ll; ll −�wg; br −�esf ; esf −�sn;
sn−�kudTV ; tj −�h; h−�kudTV ;
ss−�bw; bw −�wg; ∼va−�aeo;



∆
(0,0)
Ann =



{∼(at pl l3),∼(at Ag l3)} −�{µP , ds}
{∼(at car l2),∼(at Ag l2)} −�{µC , tj}
{(at tra l2), (at Ag l2)} −�µT ;
{(at shi l3), (at Ag l3)} −�µS ;

ds−�va; va−�kudI; ∼ss−� ∼bw;
∼bw −�h; h−�kudI; ∼ll −� ∼bw; ∼br −� ∼bw;
∼bw −�kudI; ∼sn−�kudI; gw −�ip;


Figure 6: Defeasible rules known by each agent.

at turn (2, 2) by Joe: Π∅(ξ
Joe, (mP,µP ,AJoe)) ∈ Π(2,2),

where he proposes the action mP (pl, l1, l3) to enforce µP
(Figure 7(b)). Let Π′ denote this plan. Each agent x learns

in (2, 2) that µP ∈ Sψ
(2,2)
x

αG . Ann learns action mP .
Now itsAnn’s turn (2, 3). She finds an argument-argument

threat to AJoe based on her initial knowledge of kudI. She
sends U (2,3) = {(({kudI},BAnn), (AJoe, at Ag l3, αG),Π′)}
where BAnn = { ∼(at Ag l3)−�{µP , ds}; ds−�va; va−�kudI}
(Figure 7(c)). The initial fact kudI and these rules are

learnt by Joe. Assume Joe’s plan is selected at Π(3,0) with
flaws(Π′) containing Ann’s threat based on BAnn.

At Ann’s turn (3, 1), she finds nothing else relevant to
Joe’s plan. Joe’s turn (3,2). To solve Ann’s threat, Joe
selects a Defeat move against ds, based on his knowledge.
Π(3,2) = {Π′(Defeat(CJoe,BAnn))} where CJoe = ({aeo}, {∼
va−�aeo}). It is a Defeat resolution move since: ∼concl(CJoe)
∈ literals(BAnn)) (Figure 8(d)).

In summary, Joe suggested to take the plane to arrive to
Taipei, but Ann attacked the proposal because the volcano
ashes are expected according to the Internet information,
and Joe replied that this situation will not affect the flight
between Beijing and Taipei (according to the results on
engine tests). For space reasons, we omit the rest of the
dialogue showing this is plan can be refined to an optimal
solution.

Figure 7: (a), (b): Joe’s turns and (c): Ann’s turn
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Figure 8: (d): Joe’s turn

6. RELATED WORK
The work presented here is similar to several proposals

found in the literature: multi-agent argumentation (in non-
dynamic scenarios), cooperative planning (without defeasi-
ble argumentation) and centralized planning.

Some systems that build on argumentation apply theoreti-
cal reasoning for the generation and evaluation of arguments
to build applications that deal with incomplete and contra-
dictory information in dynamic domains. Some proposals
in this line focus on planning tasks, or also called practical
reasoning, i.e. reasoning about what actions are the best
to be executed by an agent in a given situation. Dung’s
abstract system for argumentation [3] has been used for rea-
soning about conflicting plans and generate consistent sets
of goals [1, 7]. Further extensions of these works present an
explicit separation of the belief arguments and goals argu-
ments and include methods for comparing arguments based
on the worth of goals and the cost of resources [10]. In any
case, none of these works apply to a multi-agent environ-
ment. A proposal for dialogue-based centralized planning is
that of [12], but no argumentation is made use of. The work
in [2] presents a dialogue based on an argumentation process
to reach agreements on plan proposals. Unlike our focus on
an argumentative and stepwise construction of a plan, this
latter work is aimed at handling the interdependencies be-
tween agents’ plans. On the other hand, we can also find
some systems that realize argumentation in multi-agent sys-
tems using defeasible reasoning but are not particularly con-
cerned with the task of planning [13]. All in all, the novelty
of our approach is the combination of all these aspects: de-
feasible reasoning, decentralized planning and multi-agent
systems.

7. CONCLUSIONS AND FUTURE WORK
We have presented a decentralized A∗ plan search algo-

rithm for multiagent argumentative planning in the frame-
work of DeLP-POP. This search is implemented as a dialogue
between agents, which cooperate to criticize or defend alter-
native plans by means of defeasible arguments. Only poten-
tially relevant information is exchanged in the dialogue pro-
cess, which terminates in a provably optimal solution upon
which agents cannot disagree.

For future work, several directions seem promising: ex-
tending the present approach to other multiagent scenarios,
like Argumentation-based Negotiation, or an extension into
Temporal Planning.
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ABSTRACT
The Nash equilibrium is the most commonly adopted so-
lution concept for non–cooperative interaction situations.
However, it underlays on the assumption of common in-
formation that is hardly verified in many practical situa-
tions. When information is not common, the appropriate
game theoretic solution concept is the self–confirming equi-
librium. It requires that every agent plays the best response
to her beliefs and that the beliefs are correct on the equilib-
rium path. We present, to the best of our knowledge, the
first study on the computation of a self–confirming equilib-
rium for two–player extensive–form games. We provide al-
gorithms, we analyze the computational complexity, and we
experimentally evaluate the performance of our algorithms
in terms of computational time.

Categories and Subject Descriptors
I.2.11 [Computing Methodologies]: Distributed Artifi-
cial Intelligence

General Terms
Algorithms, Economics

Keywords
Game Theory (cooperative and non-cooperative)

1. INTRODUCTION
Non–cooperative game theory provides elegant models and

solution concepts for situations wherein rational agents can
strategically interact [5]. The central solution concept is the
Nash equilibrium: it defines how agents should act in set-
tings where an agent’s best strategy may depend on what
the others do. One of the main drawbacks of employing the
Nash equilibrium concept in many practical situations is the
assumption of common information. That is, when informa-
tion is complete, common information means that each agent
knows the private utility values of her opponents and knows
that her opponents know her private utility values and so
on. When information is uncertain, the constraint of com-
mon information is harder: each agent must have a Bayesian

Cite as: Computing a Self–Confirming Equilibrium in Two–Player
Extensive–Form Games, Gatti, Panozzo, Ceppi,Proc. of 10th Int.
Conf. on Autonomous Agents and Multiagent Systems (AA-
MAS 2011), Tumer, Yolum, Sonenberg and Stone (eds.), May, 2–6, 2011,
Taipei, Taiwan, pp. 981-988.
Copyright © 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

prior over her opponents that must be common for all the
agents. This assumption seems to be unrealistic in a large
number of practical situations (e.g., negotiations).

Basically, a Nash equilibrium provides some prescriptions
to the agents without explaining how agents can have formed
a common prior. This prior formation process is customar-
ily studied in the literature as a learning process in which
each agent has some (generally incorrect) beliefs over the be-
haviors of her opponents and, by repeatedly observing the
moves of the opponents, adjusts her beliefs by means of a
learning algorithm. The crucial point is that, when we study
the problem of finding the agents’ optimal strategies incor-
porating the problem of prior formation, some steady states
may not be Nash equilibria. Game theory provides a solu-
tion concept, called self–confirming equilibrium [3, 4], that
is appropriate for these situations (regardless of the specific
learning algorithm adopted by the agents). The basic idea
behind the concept of self–confirming equilibrium (from here
on SCE) is that the agents’ beliefs need to be correct only at
the information sets reached on the equilibrium path. Since
the agents do not observe the behavior of their opponents off
the equilibrium path, their beliefs can be incorrect at those
information sets. The set of SCEs contains the set of the
Nash equilibria, a Nash equilibrium being a SCE in which
the beliefs are correct at every information set. While in
strategic–form games, all the SCEs are also Nash equilibria
(all the information sets being on the equilibrium path), this
is not the case for extensive–form games. In these games,
a SCE may not be a Nash equilibrium. The game theory
literature provides also several refinements of SCEs to cap-
ture different situations (e.g., when a agent is drawn from a
population of individuals).

In this work, we focus on two–player extensive–form games
and we study the problem of computing a SCE and its refine-
ments regardless of the specific learning algorithms adopted
by the agents. SCEs have been already considered in some
previous works both on learning algorithms [13, 19] and
practical applications (e.g., auctions) [14], but, to the best of
our knowledge, no work discusses how a SCE and its refine-
ments can be computed. We extend the algorithms for find-
ing a Nash equilibrium [17] to compute a SCE and we study
their properties and computational complexity. Further-
more, we experimentally evaluate the computational time
of our algorithms to compare their performances and to find
the size of the game instances solvable within a reasonable
time (10 minutes). We developed a game instance generator
and we generated the game instances that are inspired to
those used in [8, 18].
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In our mind, the applications of our algorithms are two.
They can be used to compute an equilibrium for a given non–
cooperative problem (as it happens for Nash equilibrium),
or they can be used within learning algorithms to guide the
converge to an equilibrium or to evaluate their performance.

The rest of the paper is organized as follows. Section 2 in-
troduces extensive–form games and algorithms to compute
a Nash equilibrium. Section 3 presents the core of our re-
sults, discussing the algorithms for computing SCEs, while
Section 4 provides experimental evaluations. Section 5 con-
cludes the paper. Appendix A discusses how linear comple-
mentarity formulations can be solved.

2. EXTENSIVE–FORM GAMES AND SOLV-
ING ALGORITHMS

2.1 Definitions
A finite perfect–information extensive–form game [17] is a

tuple (N,A,V,T, ι, ρ,χ,u), where: N is the set of n agents,
A is a set of actions, V is the set of decision nodes of the game
tree, T is the set of terminal nodes of the game tree, ι ∶ V →
N is the agent function that specifies the agent that acts at a
given decision node, ρ ∶ V → ℘(A) returns the actions avail-
able to agent ι(w) at decision node w, χ ∶ V × A → V ∪ T
assigns the next (decision or terminal) node to each pair
composed of a decision node w and an action a available at
w, and u = (u1, . . . , un) is the set of agents’ utility functions
where ui ∶ T → R. An extensive–form game is with imper-
fect information when some action of some agent is not per-
fectly observable by the agent’s opponents. Formally, it is a
tuple (N,A,V,T, ι, ρ,χ,u, I) where (N,A,V,T, ι, ρ,χ,u) is a
perfect–information extensive–form game and I = (I1, . . . , In)
with Ii = (Ii,1, . . . , Ii,ki) is a partition of set Vi = {w ∈ V ∶
ι(w) = i} with the property that ρ(w) = ρ(w′) whenever
there exists a j for which w,w′ ∈ Ii,j . The sets Ii,j are
called information sets. We focus on games with perfect re-
call, where every agent recalls all the actions undertaken by
her and by the opponents (this assumption induces some
constraints over I , omitted here for reason of space).

A pure strategy σi is a plan of actions specifying one action
for each information set of agent i. A mixed strategy σi is a
randomization over pure strategies (plans). An alternative
representation is given by behavioral strategies. They are the
strategies in which each agent’s (potentially probabilistic)
choice at each information set is made independently of the
choices at other nodes. Essentially, a behavioral strategy σi

assigns each information set h ∈ Ii a probability distribution
over the actions available at h. With perfect recall, the two
representations (plans and behavioral) are equivalent.

Each agent has a system of belief providing her beliefs
over the behavior of the opponents. We call µj

i the sys-
tem of belief of agent i over strategy σj of agent j. The
beliefs are correct if µj

i = σj for every i and j. We call

µi = {µ
j
i ∶ for all j ≠ i }. A pair (σ,µ), where σ is the

agents’ strategy profile and µ is the set of all the agents’
µi, is called assessment.

Under the assumption that information is complete and
common we can define the concepts of Nash equilibrium as
an assessment (σ,µ) such that for all i ∈ N : strategy σi is a
best response to µi, and beliefs µ are correct.

It is well known that in extensive–form games some Nash
equilibria may be not reasonable with respect to the sequen-

tial structure of the game. The concept of sequential equi-
librium refines the concept of Nash equilibrium removing
these equilibria [9]. A sequential equilibrium is an assess-
ment (σ,µ) such that for all i ∈ N : strategy σi is sequentially
optimal with respect to µi (in the sense of backward induc-
tion), and there exists a sequence of fully mixed strategies
σ̃i,m such that for all agents i limm→+∞ σ̃i,m = σi and the
limit of the sequence of beliefs derived from the fully mixed
strategies by using the Bayes rule converges to µ. The sec-
ond condition is called Kreps and Wilson consistency and
entails that the beliefs are correct. (The use of fully mixed
strategies is accomplished to characterize beliefs off the equi-
librium path where the Bayes rule cannot be applied.)

2.2 The sequence form
The computation of a Nash equilibrium in an extensive–

form game can be easily accomplished by transforming the
game in normal form and then by computing a Nash equilib-
rium. We recall that the normal-form of an extensive–form
game is a matrix–based representation where the agents’
actions are plans of actions in the extensive–form game.
However, the normal–form is exponential in the size of the
extensive–form game, making the computation of a Nash
equilibrium hard. One way to avoid this problem is to
work directly on the extensive–form representation by em-
ploying behavioral strategies. This can be efficiently ac-
complished by using an alternative representation called se-
quence form [7]. This is a sparse matrix based representa-
tion where: (i) each agent’s actions are (terminal and non–
terminal) sequences q of her actions in the game tree (con-
sider Fig. 1, q = R is a non–terminal sequence of agent 1,
while q = RL1 is terminal); (ii) given a profile of sequences
q = (q1, . . . , qn) where qi is the sequence of agent i, if q leads
to a terminal node, then the agents’ payoffs are their utilities
over such a node, otherwise the payoffs are null; and (iii),
called q′ = q∣a the sequence obtained by extending q with ac-
tion a (e.g., q′ = RL1 with q = R and a = L1), the probability
of a sequence q is equal to the sum of the probabilities of the
sequences that extend it. Once a game is solved in sequence
form, the behavioral strategies can be easily computed.

We report the sequence form constraints for two–player
games in a mathematical programming fashion. We explic-
itly consider the agents’ beliefs (even if they can be omitted,
being correct in a Nash equilibrium) because we shall use
them in the next section. We denote the probabilities with
which agents make their sequences (i.e., σ) by pi(q), and we
denote the agents’ systems of beliefs (i.e., µ) by p̂i(q), where
p̂i(q) is the belief of agent −i over the strategy of agent i.
We denote by Qi the set of sequences of agent i, by Iq the set
of the information sets of agent i reachable from sequence
q ∈ Qi (consider Fig. 1, IR = {1.2}), and by hq a generic
information set belonging to Iq. Strategies pi(⋅) and beliefs
p̂i(⋅) are subject to the following constraints (∅ is the empty
sequence):

p̂i(∅) = 1 ∀i ∈ N (1)

p̂i(q) = ∑
a at hq

p̂i(q∣a) ∀i ∈ N, q ∈ Qi, hq ∈ Iq (2)

p̂i(q) ≥ 0 ∀i ∈ N, q ∈Qi (3)

pi(∅) = 1 ∀i ∈ N (4)

pi(q) = ∑
a at hq

pi(q∣a) ∀i ∈ N, q ∈ Qi, hq ∈ Iq (5)

pi(q) ≥ 0 ∀i ∈ N, q ∈Qi (6)
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We introduce two further constraints that we shall use in
what follows. We denote by vi(q) the utility agent i receives
from taking sequence q and by vh the utility an agent expects
to gain when it plays at information set h (i.e., the largest
expected utility among those of the sequences q∣a where a is
available at h).

vi(q) = ∑
q′∈Q−i

p̂−i(q
′)Ui(q, q

′) + ∑
h∈Iq

vh ∀i ∈N, q ∈ Qi (7)

vi(q∣a) ≤ vh

∀i ∈ N, q∣a ∈ Qi,

a at h, h ∈ Iq

(8)

Constraints (7) state that the agent i’s expected utility from
sequence q is equal to the sum of the expected utility over the
terminal outcomes (if reached) and of the expected utilities
of the information sets reachable by performing q (if exist).
Constraints (8) state that the utility at h is not smaller than
the utility of all the sequences q∣a where a is available at h.

2.3 Computing an equilibrium
The computation of a Nash equilibrium is essentially a

feasibility mathematical programming problem [17] that al-
ways admits at least a solution in mixed strategies. It is
known to be PPAD–complete [2]. We recall that it is gen-
erally believed that PPAD≠P and that computing a Nash
equilibrium requires exponential time in the worst case. For
a two–player game there are three main exact solving algo-
rithms. LH provides a linear complementarity mathemat-
ical programming formulation and an algorithm based on
pivoting techniques [11]. While LH is applicable to solve an
extensive–form game in normal form, it cannot be applied
to solve it in sequence form. In this case, a generalization of
LH, called Lemke’s algorithm is commonly used [10]. SGC
provides a mixed integer linear mathematical programming
formulation [16]. PNS provides an algorithm based on sup-
port enumeration [15]. SGC and PNS have been never used
for extensive–form games. Below we discuss how they can be
extended to these games because they play a crucial role for
the computation of a SCE (precisely, a subclass of SCE can-
not be computed by linear complementarity programming).

We report the mathematical programming formulations
of the above algorithms for the extensive–form. At first, we
require that the beliefs are correct:

p̂i(q) = pi(q) ∀i ∈ N, q ∈ Qi (9)

The extensive–form linear complementarity mathematical
programming formulation (called ELC) is:

constraints (1), (2), (3), (4), (5), (6), (7), (8), (9)

(vh − vi(q∣a))pi(q∣a) = 0
∀i ∈ N, q∣a ∈ Qi,

a at h, h ∈ Iq

(10)

Constraints (10) state that, if sequence q∣a is played with
strictly positive probability, then its utility vi(q∣a) must be
equal to the utility vh of the information set h at which a is
played (i.e., at every h ∈ I agent ι(h) plays her best actions).

The mixed integer linear problem (called ESCG) is based
on binary variables si(q) ∈ {0,1} such that, when sequence
q is in the support of agent i (i.e., pi(q) > 0), si(q) = 1. We
notice that, by the sequence form constraints, we can have
that pi(q) > 0 even when q is played off the equilibrium path
(e.g., consider Fig. 1, when (p1(L) = 1, p2(r) = 1), r is off
the equilibrium path). The ESCG formulation is:

constraints (1), (2), (3), (4), (5), (6), (7), (8), (9)

vh ≤ vi(q∣a) +M(1 − si(q)) ∀i ∈ N, q∣a ∈Qi, a at h, h ∈ Iq (11)

pi(q) ≤ si(q) ∀i ∈ N, q ∈ Qi (12)

where M is an arbitrarily large constant. Constraints (11),
with constraints (8), state that, if si(q) = 1, then vh =

vi(q∣a); constraints (12) state that, if si(q) = 0, then q is
played with a probability of zero.

While in ESGC the check of whether an equilibrium ex-
ists with a given support and the scan of the supports are
solved together in a mathematical programming fashion, in
EPNS they are separated. The first problem is solved by
enumeration and heuristics and the second one is formulated
as a linear mathematical programming problem that is ex-
actly the ESCG formulation in which the values of si(q) are
fixed. Essentially, every problem instance that can be for-
mulated as an ESCG problem can be also formulated as an
EPNS problem. For reasons of space, we limit our discussion
to mixed–integer formulations (i.e., ESGC), it being always
possible to provide a corresponding EPNS formulation.

The unique known algorithm to compute a sequential equi-
librium is a variation of the Lemke’s algorithm [12]. Basi-
cally, a perturbation ǫ ≥ 0 is introduced into the ELC formu-
lation and a strategy satisfying the problem both for ǫ = 0
and for an arbitrarily small strictly positive value ǫ > 0 is
found. The formulation is:

constraints (1), (2), (3), (4), (5), (6), (7), (8), (9)

(vh − vi(q∣a))(pi(q∣a) − ǫ
∣q∣) = 0

∀i ∈ N, q∣a ∈ Qi,

a at h, h ∈ Iq

(13)

pi(q) ≥ ǫ
∣q∣ ∀i ∈ N, q ∈ Qi (14)

where ∣q∣ is the length of q. The perturbation given by
constraints (14) assures that the solution is a quasi–perfect
equilibrium that is a concept stronger than the sequential
equilibrium. The solving algorithm is described in [12] (the
perturbation is used during the pivoting exclusively in the
lexicographic minimum ratio test to select the variable to be
dropped from the basis). Finding a sequential equilibrium
is believed to be PPAD–hard.

3. SELF–CONFIRMING EQUILIBRIA AND
THEIR COMPUTATION

3.1 Equilibrium concepts
The basic self–confirming equilibrium solution concept cap-

tures the situation in which agents have no a–priori infor-
mation about opponents’ strategies or payoffs and learn (in
some way) from their observations over the actions played
by the opponents. The aim is the study of assessments
(σ,µ) that are steady states. Essentially, they generalize
the concept of Nash equilibrium to the case in which in-
formation is not common. Indeed, while Nash equilibrium
provides a prescription on how rational agents should play,
self–confirming equilibrium provides a prescription on what
are the beliefs of rational agents and on how they should
play. A self–confirming equilibrium requires that agents cor-
rectly forecast the actions that the opponents will take only
on the equilibrium path, an agent deriving information on
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her opponents’ behavior only from her observations. Off the
equilibrium path the agents’ beliefs can be arbitrary.

Fudenberg and Levine provide some concepts of self–confir-
ming equilibrium [3, 4]. They distinguish between unitary
and heterogeneous self–confirming equilibria. The idea is
that each agent can be characterized by a population of in-
dividuals and, every time the game is repeated, a specific
individual plays. Potentially, different individuals can have
different beliefs and different optimal strategies. In unitary
SCEs (from here on USCEs), the population is composed of
a single individual (therefore each agent has exactly one be-
lief and one optimal strategy). In heterogeneous SCEs (from
here on HSCEs), the population is composed of multiple in-
dividuals. We notice that this last model perfectly apply to
practical economic situations, such as, e.g., bargaining and
auctions, where different sellers are continuously matched
with different buyers.

Fudenberg and Levine show that SEs ⊆ NEs ⊆ USCEs ⊆
HSCEs (where SE and NE mean sequential and Nash equi-
librium respectively). They provided also two refinements
(applicable to both USCEs and HSCEs).

Consistent SCE captures situations in which agents are
occasionally matched with “crazy” opponents, so that even
if they stick to their equilibrium strategy themselves, they
eventually learn the strategy at all information sets that can
be reached if their opponents deviate. It requires that each
agent correctly predicts the strategy at all the information
sets that can be reached when the agents’ opponents, but
not the agents themselves, deviate from their equilibrium
strategies. In each two–player game, every SCE is consis-
tent. For the sake of presentation, we shall omit the adjec-
tive ‘consistent’ in what follows, our algorithms being only
for two–player games.

Rationalizable SCE captures the situations in which the
agents have some information about the payoffs of their op-
ponents and use it in the sense of rationalizability. Tech-
nically speaking, it requires that the agents’ strategies are
sequentially rational with respect to the beliefs (as in se-
quential equilibria) and beliefs are correct on the equilib-
rium path and on the reachable information sets (i.e., the
information sets that an agent can reach by perturbing its
own strategy and keeping fixed the opponents’ strategy).

In [4], the authors show that: an USCE may not be a
Nash, SEs ⊆ rationalizable USCEs, there can be rationaliz-
able USCEs that are not NEs, and there can be NEs that
are not rationalizable USCEs.

3.2 Unitary SCE
Formally, an USCE is an assessment (σ,µ) such that for

every agent i ∈ N :

● strategy σi is optimal with respect to some µi,

● all the beliefs prescribed by µi are correct on the equi-
librium path.

That is, we need to relax constraints (9), forcing p̂i(q) =
pi(q) only if q is on the equilibrium path. In order to check
whether or not a sequence q is on the equilibrium path we
need to consider the strategies of both agents. Indeed, as
discussed in Section 2.3, in the sequence form a sequence q
can present p(q) > 0 even if it is played off the equilibrium
path. Basically, a sequence q of agent i is played on the
equilibrium path if and only if q is played with strictly pos-
itive probability and, called q = q′∣a, there exists a sequence

f(q) of agent −i played with strictly positive probability that
leads to the information set where agent i plays a. Formally,
p̂i(q) = pi(q) if pi(q) > 0 and p−i(f(q)) > 0 for at least a f(q)
(given a q there can be multiple f(q)), e.g., consider Fig. 1,
q = RL1 is on the path if p1(RL1) > 0 and p2(f(RL1)) > 0
with f(RL1) ∈ {l}, and q = l is on the path if p2(l) > 0 and
p1(f(l)) > 0 with f(l) ∈ {M,R}.

We extend the mathematical programming formulations
provided in Section 2.3 to find a USCE. At first, we consider
the ELC formulation. This formulation cannot be extended
to find a USCE by introducing exclusively linear comple-
mentarity constraints. This is because, checking whether
or not a sequence q is on the path is intrinsically quadratic
due to the presence of the operator ‘and’ between conditions
pi(q) > 0 and p−i(f(q)) > 0. A non–linear complementarity
constraint (non–solvable by Lemke’s algorithm and requir-
ing different algorithms such as Scarf’s [17]) can be:

pi(q)p−i(f(q))(p̂i(q) − pi(q)) = 0 ∀i ∈ N, q ∈ Qi, f(q) ∈ Q−i

(We cannot exclude that an alternative linear formulation
exists, anyway we have not been able to find it.) Instead, the
ESCG (and, consequently, the EPNS) formulation(s) can be
extended. The ESGC can be easily modified by substitut-
ing constraints (9). More precisely, the ESGC formulation
finding a USCE is:

constraints (1), (2), (3), (4), (5), (6), (7), (8), (11), (12)

p̂i(q) ≤ pi(q) +M(2 − s−i(f(q)) − si(q)) ∀i ∈ N, q ∈ Qi (15)

p̂i(q) ≥ pi(q) −M(2 − s−i(f(q)) − si(q)) ∀i ∈ N, q ∈ Qi (16)

Constraints (15) and (16) force beliefs to be correct when
s−i(f(q)) = 1 and si(q) = 1.

We know that pi(⋅) and p−i(⋅) may not constitute a NE
(e.g., see Example 1 in Section 3.5). However, surprisingly,
we have that p̂i(⋅) and p̂−i(⋅) constitute a NE.

Theorem 3.1. Given a USCE, expressed as a set of strate-
gies pi(⋅) and beliefs p̂i(⋅), strategies p′i(⋅) = p̂i(⋅) constitute
a Nash equilibrium.

Proof. By definition, on the equilibrium path, the actions
played with positive probability in p′i(⋅) = p̂i(⋅) are best re-
sponses to p̂−i(⋅), p′i(⋅) being the same of pi(⋅). Off the
equilibrium path, the actions played with positive proba-
bility in p′i(⋅) are potentially different from those in pi(⋅),
but, providing a utility of zero, agent i cannot gain more
by deviating from them. Therefore, p′i(⋅) = p̂i(⋅) is a best
response to p̂−i(⋅) and then (p′i(⋅), p

′

−i(⋅)) constitutes a Nash
equilibrium. ◻

As a result, given a USCE, we can find a Nash equilibrium
in constant time. We can state the following theorem, whose
proof is a trivial application of Theorem 3.1.

Corollary 3.2. For any USCE there exists a Nash equi-
librium that induces the same randomization over the out-
comes.

We focus on the computational complexity of finding a USCE.

Theorem 3.3. The problem of computing a USCE in a
two–player game (called usce–2) is PPAD–complete.

Proof. usce–2 is in PPAD because any usce–2 instance
admits at least one solution and, given an assessment, it
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can be verified in polynomial time in the size of the game
whether or not it is a solution. The PPAD–completeness can
be proved by reduction to nash (the problem of computing a
Nash equilibrium). A trivial reduction is due to the fact that
in strategic-form games every Nash equilibrium is a USCE.
A less–trivial reduction is due to Theorem 3.1. ◻

3.3 Heterogeneous SCE
Formally, an HSCE is an assessment (σ,µ) such that for

every agent i ∈ N :

● each pure strategy j in σi is optimal with respect to
some (potentially different) µi (denoted by µi,j),

● the beliefs prescribed by µi,j are correct on the equi-
librium path identified by pure strategy j in σi.

According to above definition, we need to introduce different
(heterogeneous) beliefs for each agent. More precisely, ac-
cording [4] we define p̂i,q(q

′) as the belief of agent −i over the
probability with which agent i plays sequence q′ ∈ Qi, where
the parameter is q ∈ Q−i. For each p̂i,q(q

′) the sequence form
constraints must hold:

p̂i,q(∅) = 1 ∀i ∈N, q ∈ Q−i (17)

p̂i,q(q
′) = ∑

a at hq′

p̂i(q
′∣a) ∀i ∈ N, q′ ∈ Qi, q ∈ Q−i, hq′ ∈ Iq′ (18)

p̂i,q(q
′) ≥ 0 ∀i ∈N, q′ ∈ Qi, q ∈ Q−i (19)

Given that the beliefs are parameterized with respect to
sequence q and the expected utility of playing a sequence
q′ depends on the beliefs, we need to specify the parameter
q in the expected utility formula. That is, we denote by
vi,q(q

′) the expected utility received by agent i when she
plays sequence q′ and the beliefs are those parameterized
with respect to sequence q (i.e., p̂−i,q(⋅)). We can easily
check whether or not a sequence q is a never best response
(i.e., there is not any belief such that q is a best response).
For simplicity, we safely limit to terminal sequences. A non–
terminal sequence q is not a never best response if there
exists at least a terminal sequence q′ extending q that is not
a never best response. We denote by Q∗i the set of terminal
sequences of agent i. A sequence q ∈ Q∗i is not a never best
response if there are some p̂−i,q(q

′′) such that:

vi,q(q
′) = ∑

q′′∈Q−i

p̂−i,q(q
′′)Ui(q

′
, q
′′) ∀i ∈N, q, q′ ∈ Q∗i (20)

vi,q(q) ≥ vi,q(q
′) ∀i ∈N, q, q′ ∈ Q∗i (21)

According to the definition of HSCE, we need to constrain
the beliefs p̂i,q(⋅) to which a sequence q is a best response
to be correct on the equilibrium path identified by q, e.g.,
consider Fig. 1, beliefs p̂2,L(⋅) can be any, no information
set of agent 2 being on the equilibrium path identified by
sequence q = L, instead beliefs p̂2,M(⋅) must be correct at
least at information set 2.1, this information set being on
the equilibrium path identified by sequence q =M . We state
the problem of finding a HSCE as a mixed–integer linear
programming problem as follows:

constraints (4), (5), (6), (12), (17), (18), (19), (20)

vi,q(q) ≥ vi,q(q
′) −M(1 − si(q)) ∀i ∈ N, q, q′ ∈ Q∗i (22)

p̂i,q(q
′) ≤ pi(q

′) +M(1 − si(q
′))

∀i ∈ N, q
′ ∈ Qi, q ∈ Q

∗
−i,

q
′
extends somehow f(q)

(23)

p̂i,q(q
′) ≥ pi(q

′) −M(1 − si(q
′))

∀i ∈ N, q
′ ∈ Qi, q ∈ Q

∗
−i,

q
′
extends somehow f(q)

(24)

Constraints (22) with constraints (12) force sequences q
to be played with a probability of zero if beliefs p̂−i,q(⋅) are
such that q is not a best response. Constraints (23) and
(24) force p̂i,q(⋅) to be correct only on the equilibrium path
identified by q.

Differently from what happens for the computation of a
USCE, there is a straightforward linear complementarity for-
mulation for finding a HSCE. This is because the equilibrium
path identified by a single sequence q ∈ Qi depends only on
q and the strategy of agent −i, but not on the strategy of
agent i. Call vi,q the largest expected utility among vi,q(q

′)
for all q′ ∈ Qi. The formulation is:

constraints (4), (5), (6), (17), (18), (19), (20)

vi,q ≥ vi,q(q
′) ∀i ∈ N, q ∈ Q∗i , q′ ∈ Q (25)

pi(q)(vi,q(q) − vi,q) = 0 ∀i ∈ N, q ∈ Q∗i (26)

pi(q
′)(p̂i,q(q

′′) − pi(q
′′)) = 0

∀i ∈ N, q
′
, q
′′ ∈ Qi,

q ∈ Q
∗
−i, q

′′ = q
′ ∣a,

q extends somehow f(q′)

(27)

Constraints (25) force vi,q to be the largest expected util-
ity among vi,q(q

′) for all q′ ∈ Qi; constraints (26) force
a sequence q to be played only if it is a best response to
p̂i,q(⋅); constraints (27) force beliefs p̂i,q(⋅) to be correct on
the equilibrium path identified by q. Rigorously speaking,
constraints (27) are not expressed as linear complementar-
ities because p̂i,q(q

′′) − pi(q
′′) may be negative. Anyway,

calling p̂i,q(q
′′) = p̂i,q(q

′′)++ p̂i,q(q
′′)− and pi(q

′′) = pi(q
′′)++

pi(q
′′)−, we can express constraints (27) as linear comple-

mentarity constraints as pi(q
′)(p̂i,q(q

′′)+ − pi(q
′′)+) = 0 and

pi(q
′)(pi(q

′′)− − p̂i,q(q
′′)−) = 0 imposing that p̂i,q(q

′′)+ −
pi(q

′′)+ ≥ 0 and pi(q
′′)− − p̂i,q(q

′′)− ≥ 0. Finally, we notice
that combining the USCE’s constraints with the HSCE’s
constraints, we can capture asymmetric situations where
there is a single individual for agent i and a population for
agent −i.

We discuss the relationship between HSCEs and USCEs.

Theorem 3.4. An HSCE induces a randomization over
outcomes that may not occur in any USCE.

Proof. The proof is by an example. In particular, see Ex-
ample 2 in Section 3.5. ◻

We focus on the computational complexity of HSCE (the
proof is the based on the first reduction used in the proof of
Theorem 3.3).

Theorem 3.5. The problem of computing an HSCE in a
two–player game (called hsce–2) is PPAD–complete.

3.4 Rationalizable SCE
We initially consider rationalizable USCEs. Formally, a

RUSCE is an assessment (σ,µ) such that for every i ∈ N :

● strategy σi is sequentially optimal with respect to some
µi,
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● all the beliefs prescribed by µi are correct on the equi-
librium path and on the off the equilibrium path in-
formation sets reachable by agent i when her strategy
is perturbed.

Since we must assure rationality off (a portion of) the equi-
librium path, we resort to the formulation to find a sequen-
tial equilibrium. The formulation for finding a RUSCE is:

constraints (1), (2), (3), (4), (5), (6), (7), (8), (14)

p̂i(q) ≥ ǫ
∣q∣ ∀i ∈ N, q ∈ Qi (28)

(pi(q) − ǫ
∣q∣)(p̂i(q∣a) − pi(q∣a)) = 0 ∀i ∈ N, q ∈ Qi (29)

Constraints (28) force every belief to have strictly positive
probability, granting the sequential rationality with respect
to the beliefs; constraints (29) force beliefs at off the equilib-
rium path reachable information sets to be correct. Rigor-
ously speaking, constraints (29) are not linear complemen-
tarities because p̂i(q∣a) − pi(q∣a) may be negative. Anyway,
these constraints can be expressed in linear complementarity
fashion as we accomplished for constraints (27). We notice
that combining the USCE’s constraints with the RUSCE’s
constraints we can capture asymmetric situations where only
agent i have some information over agent −i’s payoffs.

The authors state in [3] that the idea behind rationaliz-
able USCEs can be extended to HSCEs, but they do not dis-
cuss how. We study this extension, showing that the sets of
RUSCEs and RHSCEs are essentially the same and then the
concept of rationalizable SCE does not depend on whether
the equilibrium is unitary or heterogeneous. For this rea-
son, we omit the mathematical programming formulation
for finding a RHSCE. Formally, a RHSCE is an assessment
(σ,µ) such that for every i:

● each pure strategy j in σi is sequentially optimal with
respect to some (potentially different) µi (denoted by
µi,j),

● all the beliefs prescribed by µi,j are correct on the
equilibrium path identified by pure strategy j in σi

and at all the information sets reachable by agent i by
perturbing her pure strategy j.

We state the following theorem that shows that the sets of
RUSCEs and RHSCEs are essentially the same.

Theorem 3.6. Given a RHSCE (σ,µ), any assessment
(σ′, µ′) with σ′ = σ and µ′i = µi,j for any j is a RUSCE.

Proof. It can be easily observed that the set of informa-
tion sets at which the beliefs µi,j must be correct does not
depend on j. This is because, although j identifies a differ-
ent equilibrium path with respect to other sequence k ≠ j,
we have that by perturbing strategy j the set containing
the reachable information sets and those on the equilibrium
path is the same. Then, µi,j = µi,k on the equilibrium path
and at the reachable information sets for all j, k. Beliefs µi,j

can differ only at non reachable information sets, but these
beliefs do not affect the computation of the agents’ best re-
sponse. Therefore, any assessment (σ′, µ′) with σ′ = σ and
µ′i = µi,j for any j is a RUSCE. ◻

We focus on the computational complexity of finding a
RSCE with two agents (the proof is trivial, the problem can
be formulated as a path–following problem and a solution
can be verified in polynomial time).

Theorem 3.7. The problem of computing a RSCE in a
two–player game (called rsce–2) is PPAD–complete.

3.5 Examples
We depict in Fig. 1 an example of two–player extensive–

form game with imperfect information. In what follows we
report some equilibria specifying strategies pi(⋅) and beliefs
p̂i(⋅). For reasons of space, we report only the non-null prob-
abilities.

b

b b b

b b b b b b

b b

b b

L M R

l m r l m r

L1 R1

l1 r1

1.1

2.1

1.2

2.2

8, 0

12, 5 2, 1 −3, 4 10, 2 9, 3

−4, 1

13, 4 −5, 1

Figure 1: Example of two–player extensive–form
game. (“x.y” denotes the y-th information set of
agent x.)

The NEs in pure strategies are: σ = (p1(M) = 1, p2(lr1) =
1), σ = (p1(RR1) = 1, p2(r) = 1), and σ = (p1(RL1) =
1, p2(ll1) = 1). The unique SE in pure strategies is: σ =
(p1(RL1) = 1, p2(ll1) = 1).

Example 1. A USCE that is not a NE is: σ = (p1(L) =
1, p2(ll1) = 1) with µ = (p̂1(L) = 1, p̂2(l) = p̂2(m) = p̂2(r) =
1
3
, p̂2(ll1) =

1
3
). The agents’ strategies are not optimal,

agent 1 gaining more by playing q = RL1, while the beliefs
are confirmed on the equilibrium path.

Example 2. An HSCE that is not a USCE: σ = (p1(L) =
1
2
, p1(M) =

1
12

, p1(RL1) =
5
12

, p2(ll1) =
1
2
, p2(r) =

1
2
) where

sequence q = L is a best response to beliefs µ1,L = (p̂2,L(lr1) =
p̂2,L(r) = p̂2,L(m) =

1
3
) that are all incorrect, agent 2 play-

ing only off the equilibrium path; sequence q = M is a
best response to beliefs µ1,M = (p̂2,M(lr1) = p̂2,L(r) =

1
2
)

that are correct on q = l,m, r, being on the equilibrium
path, but incorrect on q = ll1, lr1, being off the equilib-
rium path; sequence q = RL1 is a best response to beliefs
µ1,RL1 = (p̂2,RL1(ll1) = p̂2,RL1(r) =

1
2
) that are correct ev-

erywhere, all the information sets of agent 2 being on the
equilibrium path; sequence q = ll1 is a best response to be-
liefs µ2,ll1 = (p̂1,ll1(M) =

1
12

, p̂1,ll1(RL1) =
5
12
) that is cor-

rect everywhere, all the information sets of agent 1 being on
the equilibrium path; and sequence q = r is a best response
to beliefs µ2,r = (p̂1,r(M) =

1
12

, p̂1,r(RR1) =
5
12
) that are

correct on q = L,M,R, being on the equilibrium path, but
incorrect on q = RL1,RR1, being off the equilibrium path.
Notice that (M,r) does not occur in any USCE.

Example 3. A NE that is a RUSCE is σ = (p1(RR1) =
1, p2(r) = 1) with µ = (p̂1(RR1) = 1, p̂2(r) = 1, p̂2(lr1) →
1 in perturbation). Fixed σ2, there is not any perturbation
of agent 1 such that she can observe σ2 at information set 2.2
and then the beliefs of agent 1 on the behavior of agent 2 at
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information set 2.2 can be any. Fixed σ1, there is a perturba-
tion of agent 2 such that she can observe σ1 at information
set 1.2 and then the beliefs of agent 2 on the behavior of
agent 1 at 1.2 must be correct.

Example 4. A NE that is not a RUSCE is σ = (p1(M) =
1, p2(lr1) = 1). This is because, in perturbation agent 2 takes
q = ll1 instead of q = lr1. It can be shown that there not
exists any RUSCE when p1(M) = 1. Indeed, if p1(M) = 1,
then, by best response, p2(ll1) = 1 (p2(lr1) = 1 is removed
by perturbation). Fixed σ2, there exists a perturbation of
agent 1 such that she can observe σ2 at information set 2.2
and then the beliefs of agent 1 on the behavior of agent 2 at
2.2 must be correct. Then, by sequential rationality, agent 1
knows that, if she takes q = RL1, she gains more than taking
q =M .

4. EXPERIMENTAL EVALUATION
Our experimental setting is constituted by a set of game

instances similarly to those used in [8, 18]. We produced a
number of game instances characterized by the following pa-
rameters: tree depth (from 1 to 8), branching factor (from
2 to 5), information set density (from 0, when all the in-
formation sets are singleton, to 1, when the game is played
simultaneously by the players; we used the values: 0, 0.25,
0.5, 0.75, 1). The players alternate in the game. The payoffs
are randomly generated from 0 to 1 with a uniform proba-
bility distribution. For each combination of parameters we
produced 100 different game instances. In our experimen-
tal evaluations we used an UnixOS based Intel Xeon CPU
2.33 Ghz with 4 MB cache and 8 GB RAM.

We experimentally evaluate the computational time needed
to find the different concepts of SCE by using both mixed–
integer linear and linear complementarity mathematical pro-
gramming formulations. The SCG based formulations were
coded by using AMPL 8.1 [1] and solved by using CPLEX
11.0 [6]. To solve the LC based formulations, we devel-
oped an ad-hoc algorithm. As discussed in Section 2.3, the
Lemke’s algorithm is commonly used to compute a NE and a
SE. Anyway, this algorithm suffers of several limitations that
prevent its applicability to general linear complementarity
problems. More precisely, the Lemke’s algorithm presents
two critical issues: it strongly suffers of numerical instabil-
ity and it can fail even when the LCP admits at least one
solution. An alternative method to solve a LCP, that does
not suffer of the Lemke’s algorithm limitations, is proposed
in [18]. We implemented two variations of this algorithm to
find a HSCE and a RSCE respectively. (In Appendix A, we
discuss the details concerning the limitations of the Lemke’s
algorithm and we present our solving algorithm.) We coded
our algorithms in C.

We executed the algorithms with a deadline of ten minutes
(as customarily accomplished in similar evaluations [16]).
Table 1 reports the average computational times (NE is com-
puted by SCG original formulation without beliefs) spent to
solve the mixed–integer linear formulations when informa-
tion set density is 0.5. It can be observed that computing a
HSCE is harder than computing a USCE that, in its turn, is
harder than computing a NE. With different values of infor-
mation set density, the computational times differ for ±20%,
keeping the same profile (NE is the easiest and HSCE is the
hardest). The main reason is that the size (in terms of num-
ber of variables and constraints) of the HSCE mathematical
programming problem is much larger than the USCE size

that is, in its turn, larger than the NE size (the variables re-
quired by NE are O(∣Q1∣ + ∣Q2∣), O(2∣Q1 ∣ + 2∣Q2∣) by USCE
and RSCE, O(∣Q1∣ ⋅ ∣Q2∣) by HSCE).

depth concept branching
2 3 4 5

NE <0.01 <0.01 <0.01 <0.01
1 USCE <0.01 <0.01 <0.01 <0.01

HSCE <0.01 <0.01 <0.01 <0.01
NE <0.01 <0.01 0.01 0.10

2 USCE <0.01 <0.01 0.03 0.17
HSCE <0.01 0.01 0.09 1.92
NE <0.01 0.04 22.93 –

3 USCE <0.01 0.24 41.72 –
HSCE <0.01 0.41 94.37 –
NE <0.01 0.83 – –

4 USCE 0.02 6.75 – –
HSCE 0.03 44.10 – –
NE 0.02 – – –

5 USCE 0.06 – – –
HSCE 0.13 – – –
NE 0.06 – – –

6 USCE 0.77 – – –
HSCE 0.78 – – –
NE 0.08 – – –

7 USCE 1.44 – – –
HSCE 4.19 – – –
NE 1.15 – – –

8 USCE 11.00 – – –
HSCE 30.24 – – –

Table 1: Computational times spent to solve mixed
integer linear formulations.

Table 2 reports the computational times spent to solve the
linear complementarity formulations. The results confirm
those previously discussed with the mixed integer linear for-
mulations: HSCE is harder than NE. RSCE is easier than
HSCE, requiring a much smaller number of variables and
constraints. LC based formulations are much more efficient
than SCG based formulations, but they do not allow one to
find an optimal equilibrium.

depth concept branching
2 3 4 5

NE <0.01 <0.01 <0.01 <0.01
1 HSCE <0.01 <0.01 <0.01 <0.01

RSCE <0.01 <0.01 <0.01 <0.01
NE <0.01 <0.01 <0.01 <0.01

2 HSCE <0.01 <0.01 <0.01 <0.01
RSCE <0.01 <0.01 <0.01 <0.01
NE <0.01 <0.01 <0.01 31.6

3 HSCE <0.01 <0.01 10.64 –
RSCE <0.01 <0.01 0.09 44.83
NE <0.01 <0.01 96.27 –

4 HSCE <0.01 6.72 – –
RSCE <0.01 0.05 131.54 –
NE <0.01 5.23 – –

5 HSCE <0.01 67.89 – –
RSCE <0.01 6.48 – –
NE <0.01 – – –

6 HSCE <0.01 – – –
RSCE <0.01 – – –
NE <0.01 – – –

7 HSCE <0.01 – – –
RSCE <0.01 – – –
NE 0.42 – – –

8 HSCE 5.87 – – –
RSCE 1.25 – – –

Table 2: Computational times spent to solve linear
complementarity formulations.

5. CONCLUSIONS AND FUTURE WORKS
In a large number of practical applications, the assump-

tion of common information is hardly verified, making the
adoption of the Nash equilibrium concept not justifiable.
The game theory literature provides a solution concept, i.e.,
self–confirming equilibrium (SCE), that appropriately cap-
tures the situation where agents are rational and form their
beliefs by observing the behaviors of their opponents with-
out having a common prior. In this paper, we provide some
algorithms to compute different notions of SCE, we discuss
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their properties, and we evaluate their performance in terms
of computational time.

In future works, we shall study the computation of SCEs
when there is uncertainty both in the situations where the
uncertainty is not known by the agents and apply them to
economic situations. We are also interested in characterizing
easy and hard games for the computation of SCEs.
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APPENDIX

A. MLCP FORMULATION
Given variables z,w ∈ Rn, and coefficients square matrix

M(n,n) and vector b ∈ Rn, a standard LCP is expressed as:

z, w ≥ 0 (30)

w =Mz − b (31)

z
T
⋅w = 0 (32)

The Lemke’s algorithm is granted to terminate when ma-
trix M and vector b satisfies two conditions: M is positive
semi–definite and b is such that, if z ≥ 0 and Mz ≥ 0 and
zT Mz = 0, then zT b ≥ 0. While a straightforward formula-
tion satisfying these two conditions can be found to compute
a NE and a SE, we were not able to find a formulation for
HSCE and RSCE.

The algorithm described in [18] is granted to terminate
when applied to game instances and it does not require ad-
ditional conditions. It is based on mixed linear complemen-
tarity problems (MLCP). A MLCP is a generalization of a
LCP, being the combination of a LCP and linear equation
system. Its standard form is expressed as:

z1, w ≥ 0 (33)

w =M1,1z1 +M1,2z2 − b1 (34)

0 =M2,1z1 +M2,2z2 − b2 (35)

z
T
1 ⋅w = 0 (36)

According to [18], the resolution of the MLCP is accom-
plished into two phases. In the first phase, a basis satisfying
constraints (35) and (36) that is a well–defined strategy is
found. In the second phase, the complementarity pivoting
is applied as prescribed by the Lemke’s algorithm. During
the pivoting the algorithm is proved to move on well–defined
strategies and not to cycle and therefore it always terminates
producing a solution. We provide the MLCP formulation for
finding a RSCE (the formulation for HSCE is analogous):

z1 = [p
+
1 , p

−
1, p

+
2 , p

−
2, t

+
1, t

−
1, t

+
2, t

−
2] z2 = [v1, v2, p̂

+
1, p̂

−
1 , p̂

+
2, p̂

−
2]

b1 = [0, 0, 0, 0, 0, 0, 0, 0] b2 = [s1, s2, s1, s2, 0, 0, 0, 0]

M1,1 =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
−F1 0 0 0
0 F1 0 0
0 0 −F2 0
0 0 0 F2

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, M1,2 =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

ST
1 0 0 0 −U1 −U1

ST
1 0 0 0 −U1 −U1

0 ST
2 −UT

2 −UT
2 0 0

0 ST
2 −UT

2 −UT
2 0 0

0 0 F1 0 0 0
0 0 0 −F1 0 0
0 0 0 0 F2 0
0 0 0 0 0 −F2

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

M2,1 =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

S1 S1 0 0 0 0 0 0
0 0 S2 S2 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

T1 T1 0 0 −I 0 0 0
T1 T1 0 0 0 −I 0 0
0 0 T2 T2 0 0 −I 0
0 0 T2 T2 0 0 0 −I

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, M2,2 =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0 0 0
0 0 0 0

S1 S1 0 0
0 0 S2 S2
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

where variables ti are auxiliaries, Si and si code the sequence
form constraints (1), (2), (4), (5) as described in [7], Fi and
Ti code constraints (27). For reasons of space, in matrices
M we report only non-zero columns. Additional constraints
are p+i , p−i , p̂+i , p̂+i ≥ li(ǫ) where li(ǫ) is the perturbation de-
fined as prescribed in Section 3.4. Perturbed variables are
substituted as follows π±i = p±i − li(ǫ) and π̂±i = p̂±i − li(ǫ) and
the problem is solved in π.

The initial solution is calculated similarly as accomplished
in [18]. Instead, we need to modify the pivoting for what
concerns the dropping variable. More precisely, the dropping
variables must assure that π̂±i keeps to be non–negative.
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Agent Technology Center, Dept. of Cybernetics, FEE, Czech Technical University

Technická 2, 16627 Prague 6, Czech Republic
{bosansky, lisy, jakob, pechoucek}@agents.felk.cvut.cz

ABSTRACT
We study how a mobile defender should patrol an area to
protect multiple valuable targets from being attacked by an
attacker. In contrast to existing approaches, which assume
stationary targets, we allow the targets to move through the
area according to an a priori known, deterministic move-
ment schedules. We represent the patrol area by a graph
of arbitrary topology and do not put any restrictions on
the movement schedules. We assume the attacker can ob-
serve the defender and has full knowledge of the strategy the
defender employs. We construct a game-theoretic formula-
tion and seek defender’s optimal randomized strategy in a
Stackelberg equilibrium of the game. We formulate the com-
putation of the strategy as a mathematical program whose
solution corresponds to an optimal time-dependent Markov
policy for the defender. We also consider a simplified formu-
lation allowing only stationary defender’s policies which are
generally less effective but are computationally significantly
cheaper to obtain. We provide experimental evaluation ex-
amining this trade-off on a set of test problems covering
various topologies of the patrol area and various movement
schedules of the targets.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Multiagent systems

General Terms
Algorithms, Economics, Experimentation

Keywords
patrolling game, Stackelberg equilibrium, mobile targets,
game theory, mathematical programming

1. INTRODUCTION
Game theoretical models have been recently used for mod-

eling scenarios, in which a group of agents (termed defenders
or patrollers) need to protect an area, or prevent an attack
on high-value targets. Game theory is a suitable frame-
work for such models as the solutions it provides are optimal

Cite as: Computing Time-Dependent Policies for Patrolling Games with
Mobile Targets, Branislav Bošanský, Viliam Lisý, Michal Jakob, Michal
Pěchouček, Proc. of 10th Int. Conf. on Autonomous Agents
and Multiagent Systems (AAMAS 2011), Tumer, Yolum, Sonen-
berg and Stone (eds.), May, 2–6, 2011, Taipei, Taiwan, pp. 989-996.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

strategies for the defenders given the opponents’ informa-
tion, capabilities and intentions. Moreover, game-theoretic
models have already been successfully applied in real-world
security scenarios [11, 10].

Existing approaches address the problem of protecting the
targets either by optimizing static allocation of available re-
sources to the targets in order to discover the attacker [8,
7], or by computing the optimal movement strategies for a
mobile patroller(s) aiming to interrupt a durative attack on
a target in a fully stationary environment [1, 3]. In this
paper, we study a problem based on the second category,
but – in contrast to the previous work – we assume that the
high-value targets can change their positions in time.

There are a number of real-world scenarios where the com-
putation of optimal movement strategies for patrolling areas
with mobile targets is needed. A typical example from the
maritime domain concerns a protection of vessels transiting
waters with high pirate activity. Another example concerns
unmanned aerial vehicle-based surveillance protecting mov-
ing ground targets.

We model the confrontation between the defender (pa-
troller) and the attacker as a two-player non-zero-sum game
played on a general directed graph. The movement schedules
of the targets are fixed a priori and known to both players.
We seek the optimum patrolling strategy as a Strong Stack-
elberg Equilibirum of the game [12]. This reflects the worst
case often present in real-world situations where the attacker
is able to observe the defender and its current position, and
exploit this information for planning the attack.

Introduction of the target movement requires us to ex-
tend the existing work in several important ways. The most
fundamental is the ability to use time-dependent patrolling
policies (i.e. policy changing in time), in contrast to sta-
tionary policies (i.e. policy not changing in time), which
are only used and sufficient for the case of stationary tar-
gets. The introduction of time-dependent policies necessi-
tates the extension of the respective game formulation and,
more importantly, novel, formulation of non-linear mathe-
matical programs used for computing solutions of such a
game.

We start in the next section by reviewing the previous
work on patrolling and security games. In Section 3, we
formally define the patrolling game with mobile targets and
the solution we seek. The main algorithmic technique we
use to solve the game is non-linear optimization; hence, in
the sections following, we formulate mathematical programs
(MP) that define game solutions for the case with stationary
(Section 4) and mobile (Section 5) targets. In Section 6, we
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discuss how these highly-complex mathematical programs
can be solved using existing solvers and we discuss some
solver-independent optimizations. Finally, Section 7 evalu-
ates the quality of the solutions produced and the scalability
of our approach on a series of experiments.

2. RELATED WORK
Two main classes of game-theoretic models are dealing

with protecting targets or infrastructure from attacks of an
adversary: security games and patrolling games. The main
common features of the games are (1) the presence of two
players – the defender and the attacker; (2) a very limited
amount of resources available for the task – the defender
usually cannot guarantee preventing all the attacks, but it
optimizes a utility based on the probability of a successful
attack; (3) both classes seek the solution mostly in the form
of a Stackelberg equilibrium – they seek a strategy that is
efficient even if it is known to the attacker.

Security Games. In security games [8] the defender allo-
cates resources to protect the targets according to a random-
ized strategy. The attacker can observe the strategy of the
defender, but cannot observe the current state of the game –
i.e. cannot react on the current allocation. The earlier works
focused on finding an allocation that minimizes the chance
for attacking an unprotected target on large domains [10].
Later works extended the main task with a requirement that
the allocation needs to satisfy a set of constraints [11].

Patrolling Games. In the patrolling games the defender
moves through an area according to a strategy, while the at-
tacker can observe the current position as well as the strat-
egy of the defender and in the right moment starts attacking
some of the targets. The attack takes some time and the goal
of the defender is to interrupt this attack.

In [1], the problem of patrolling a perimeter is analyzed.
The patrolled environment is modeled as a circle graph,
where each node is a potential target. The authors seek
the defender’s strategy both as a simple Markovian policy
and as a policy with an additional internal state. The im-
plications of limiting the attacker’s knowledge on the same
game model are analyzed in [2].

The methods for perimeter patrol cannot be directly ap-
plied for patrolling environments with more general topology
hence the problem of patrolling on general graphs was stud-
ied in a sequence of works by Basilico et al. In [3] the authors
define the patrolling problem on an arbitrary graph and pro-
vide a general model (termed BGA model) for finding the
optimal strategy for the defender. The strategy is defined as
a higher-order Markovian policy, though for computational
reasons, only experiments with a first-order Markovian pol-
icy were performed. Further work in this line of research
includes the analysis of the impact of the attacker’s knowl-
edge about the defender’s policy on a general graph [4] and
an extension of the model for multiple patrollers [5].

In this paper, we adopt the BGA model and further im-
prove it in order to find optimal strategies for protecting
mobile targets. We seek the strategies in the form of the
first-order Markovian policy, which has been shown to work
well for similar problems [1, 3].

3. PROBLEM DEFINITION
We model the problem of protecting mobile targets as a

two-player game between a defender and an attacker.

Environment. The game is played on a directed graph
G = (V,E), where the targets Q and the defender can be
positioned in any of the vertices. We assume the set E is
represented as an adjacency matrix (ei,j), where ei,j = 1
if there exists an edge from vertex i to j, {i, j} ∈ E, and
ei,j = 0 otherwise. The game is played in turns and we
denote the set of turns T , indexed t = 1 . . . |T |. In each
turn the defender and the targets can move to another ver-
tex. The defender can move only to an adjacent vertex.
Contrary, the movement of the targets in the graph can be
defined by an arbitrary function f : Q × T 7→ V . In some
scenarios it can be desirable to repeat the game each |T |
turns (e.g. targets can move in cycles), hence although the
actual number of the turns of the game is higher, we assume
that the function f contains operator modulo |T |. We refer
to this variant as a repeated version of the patrolling game.
The movement schedule of the targets is a fixed property
of the environment and cannot be influenced by any of the
players. We further assume that a successful attack on a
target takes d turns. The full information about the graph
structure (G), the targets’ actual positions and movement
schedules (f) is known to both players.

Strategies. The goal of the defender is to move on the
graph and to intercept an attack of the attacker, i.e. to come
to a node where the attack is taking place. In this paper,
we search for a strategy of the defender in the form of first-
order Markovian policy. The policy defines for each i, j ∈ V
and t ∈ T a value αti,j representing the probability that the
defender present in vertex i in turn t moves to vertex j. We
denote the set of all Markovian policies for the defender Θd.

The set of possible actions of the attacker Aa = {noop,
attack(s,t,q)} represents either the action noop (i.e. no at-
tack), or starting the attack on a target q when the defender
is in vertex s and it is the t-th turn of the game. If the at-
tacker chooses one of the attack actions, it cannot perform
any other actions and for next d ∈ N turns it can be captured
in the vertices {f(q, t+ 1), . . . , f(q, t+ d)}. We assume that
the attacker has a full knowledge of the stochastic strategy
executed by the defender. This simulates the worst case
attacker observing the defender for a long time before the
attack or obtaining a reliable intelligence. The attacker’s
strategy is a response function (AR : Θd 7→ Aa), which se-
lects an action for any of the strategies of the defender. We
denote the set of all attacker’s strategies Θa.

Utilities. Finally, let us define the utility values for both
players for each combination of their strategies. In general,
there is a limited number of outcomes of the game. The at-
tacker can either be captured, or it can successfully perform
an attack on a target q ∈ Q. Following the BGA Model we
define X0 ∈ R; X0 ≥ 0 to be the reward for the defender
when it captures the attacker and Xq ∈ R; Xq ≤ 0 to be the
loss of the defender when the attacker successfully performs
an attack on a target q ∈ Q. Similarly, we define the loss
and reward Y0 ∈ R; Y0 ≤ 0, and Yq ∈ R; Yq ≥ 0 for the
attacker being captured and successfully attacking q ∈ Q,
respectively.

The strategy of the defender is stochastic; hence the util-
ity value assigned to a combination of two strategies is the
expected utility. The values X0 and Xq (or Y0, Yq respec-
tively) are weighted by the probability of capturing the at-
tacker (πqσ) in case that the defender plays (σ ∈ Θd) and
the attacker plays AR(σ) ∈ Θa, which decides to attack the
target q:
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Ud, Ua : Θd ×Θa 7→ R
Ud(σ,AR(σ)) = X0π

q
σ +Xq (1− πqσ)

Ua(σ,AR(σ)) = Y0π
q
σ + Yq (1− πqσ)

Ua(σ,noop) = Ud(σ,noop) = 0

(1)

Solution The defined problem corresponds to Stackelberg
(or leader-follower) games and we search for a solution of the
game in the form of a Strong Stackelberg Equilibrium (e.g.
in [12]). The formal definition of this notion follows.

Definition 3.1. A pair of strategies 〈σ,AR〉 forms a Strong
Stackelberg Equilibrium (SSE) if they satisfy the following:

1. The leader (defender) plays a best-response:
Ud(σ,AR(σ)) ≥ Ud(σ′, AR(σ′)), ∀σ′ ∈ Θd

2. The follower (attacker) plays a best-response:
Ua(σ,AR(σ)) ≥ Ua(σ,AR′(σ)), ∀σ ∈ Θd, AR

′ ∈ Θa

3. The follower breaks ties optimally for the leader:
Ud(σ,AR(σ)) ≥ Ud(σ,AR′(σ))

∀σ and ∀AR′ ∈ Θa satisfying 2.

SSE is a very suitable equilibrium for the security appli-
cations in the real world. First of all, the strategy in SSE
is robust against the worst case opponents that have full
knowledge of the strategy the defender is executing. More-
over, in many security games, the defender’s solution for
SSE is also a strategy in the NE of the game [12]. Hence, it
is efficient also in the case that the attacker did not observe
the defenders strategy and chose its action rationally only
based on the definition of the game.

A solution of the game defined in this section can be de-
terministic, where either the defender can always protect the
targets, or the attacker can always perform a successful at-
tack. In this paper we are interested in non-deterministic so-
lutions, where the defender is forced to randomize the move-
ment to maximize the utility based on a chance of capturing
the attacker.

4. PATROLLING STATIONARY TARGETS
We have already mentioned in Section 2 that a similar

game with stationary targets has been already studied in
literature. The approach taken in [3] is to formulate the
game as a set of mathematical programs (MPs) and solve it
using an existing mathematical optimization software.

In the first part of this section we describe the formu-
lation of the mathematical program presented in [3] and
termed BGA Model. Later, we present our improvement
of the formulation and in the next section we use this im-
proved version of the program as a basis for MPs describing
the patrolling game with mobile targets.

4.1 Stationary Game Formulation
The original BGA Model was designed for games with

stationary targets, which is a subclass of the game consid-
ered in this paper. In order to define the stationary games
in our framework, we use several simplifications. Firstly,
we assume that the policy is not changing each turn – i.e.
α1
i,j = α2

i,j = . . . = αTi,j , hence we can omit the upper index
t. Secondly, we assume that the function f(q, t) for target
q ∈ Q is a constant (the target is not moving in turns) hence
we can directly use index q as the representation of the ver-
tex where the target is placed. Finally, we omit the time
index from attacker’s actions attack(s,q).

4.2 BGA Model
The BGA Model uses bilinear MPs for computing the pol-

icy for the stationary version of our game. Besides the vari-
ables for the policy, the programs use helper variables γh,qi,j
representing the probability that the defender would reach
vertex j ∈ V beginning in vertex i ∈ V in exactly h ∈ N
steps while not visiting target q ∈ Q.

As described in [3], the algorithm that uses the BGA
Model has two main stages. We omit the mathematical pro-
gram representing the first stage as it can be easily derived
from program in the second stage. In the first stage the al-
gorithm checks whether there exist a defender’s strategy, for
which the action wait would be the best response (i.e. the at-
tacker cannot gain anything by attacking any target). If such
a strategy exists, the resulting policy σ = (αi,j ; i, j ∈ V )
represents the optimal patrolling strategy for the defender.
In the other case, the algorithm using the BGA Model en-
ters the second stage where a sequence of bilinear programs
is solved.

The goal of the BGA Model is to find a policy that is
efficient even against the worst attacker’s attack which cor-
responds to the definition of the Strong Stackelberg Equi-
librium (see Definition 3.1). Therefore a mathematical pro-
gram (MP) is constructed and ran for each attacker’s action
attack(s,q) as the best response. This reflects the motiva-
tion of the SSE – the attacker observes the defender and
waits until the defender is located in the most convenient
place for the attacker (s), and then starts the attack appro-
priate target (q). The main results of the program are the
value of the game for the defender (i.e., maximized function
value) and defender’s strategy σ = (αi,j ; i, j ∈ V ). Finally,
as the overall solution of the patrolling problem we select
those values of αi,j that were found as the solution of the
MP with the highest value of the objective function. The
algorithm expressing the use of the MPs as sub-methods for
finding a SSE is depicted in Figure 1. The formulation of
the mathematical program follows.

max
σ

Xq
X

j∈Vrq
γd,qs,j +X0

0@1−
X

j∈Vrq
γd,qs,j

1A (2a)

αi,j ≥ 0 ∀i, j ∈ V (2b)X
j∈V

αi,j = 1 ∀i ∈ V (2c)

αi,j ≤ ei,j ∀i, j ∈ V (2d)

γ1,g
i,j = αi,j ∀i, j ∈ V ; g ∈ Q, j 6= g (2e)

γh,gi,j =
X

x∈Vrg

“
γh−1,g
i,x αx,j

”
∀i, j ∈ V ; g ∈ Q, j 6= g; ∀h ∈ {2, . . . , d}

(2f)

Yq
X

j∈Vrq
γd,qs,j + Y0

0@1−
X

j∈Vrq
γd,qs,j

1A ≥
≥ Yw

X
j∈Vrg

γd,gz,j + Y0

0@1−
X

j∈Vrg
γd,gz,j

1A
∀z ∈ V ; g ∈ Q

(2g)

The first two constraints (2b),(2c) ensure that the prob-
abilities αi,j represent a correct defender’s policy σ ; (2d)
ensure that the defender moves only between two adjacent
vertices; constraints (2e)-(2f) recursively define the helper
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Input: G = (V,E) – graph; Q – targets
Output: σ – defender’s strategy, v – strategy value
1: for (s, q) ∈ V ×Q do
2: (v, σ) = MP (s, q)
3: if v > vmax then
4: vmax := v; σmax := σ
5: end if
6: end for

7: return (σmax, vmax)

Figure 1: The algorithm for computing the de-
fender’s policy for the game.

variables γh,gi,j as the probability of not reaching target g.
Finally, constraints (2g) ensure that no other action at-
tack(z,w) gives the attacker a higher expected utility value
than the action attack(s,q) for which the program was con-
structed. Note, that by modifying these constraints in the
way that expected utility value of the action attack(s,q) can-
not be larger than 0 we obtain the program for the first stage
of the algorithm.

The objective function (2a) maximizes the defender’s ex-

pected utility Ud. The term
“

1−Pj∈Vrq γ
d,q
s,j

”
expresses

the probability πqσ that the defender (placed in the vertex s)
would catch the attacker (attacking the target q).

The BGA Model requires that we construct up to |V |×|Q|
bilinear programs as defined above. The size of the program
is quite large as it consists of O(|V |3 · d) constraints and
variables. Moreover, we aim to extend the program to be
applicable also for the game with moving targets. Adding
the dimension of time to the variables would further increase
the size of the program. Therefore we first introduce a re-
formulation of the BGA Model that lowers the number of
variables and constraints in the program.

4.3 Improved BGA Model
Let us now present our novel improvement of the BGA

Model, which we later use as the basis for our solution for
the problem with mobile targets. All following algorithms
have similar two-stage structure as described in Section 4.2.
However, for explanatory reasons we further focus only on
the second stage and assume that the program solved in the
first stage is not feasible. As shown in the previous section
the program for the second stage can be easily derived from
the presented programs for the second stage.

In order to reduce the number of constraints and variables
we remove the variables γh,gi,j from the model and we define

an alternative set of variables δhi,q, which represent the prob-

ability that the defender positioned in node i reaches1 the
target q in exactly h ∈ N steps. In order to make the for-
mulas even more readable, we further define variables ωi,q
representing the probability that the defender positioned in
vertex i visits the target q in at most d steps.

Now, we can modify the constraints (2e) - (2g) and op-
timization function 2a as follows. Again, we formulate one
bilinear program for each action attack(s,q) for all s ∈ V ,
q ∈ Q being the best response of the attacker. The main
results of the program are again the value of the game for

1Note that the variable δ represent the probability that the
defender will visit specific target in comparison to the origi-
nal probability γ that the defender will not visit the target.

the defender (i.e., maximized function value) and defender’s
strategy σ = (αi,j ; i, j ∈ V ).

max
σ

Xq (1− ωs,q) +X0ωs,q (3a)

constraints (2b) - (2d)

δ1i,j = αi,j ∀i, j ∈ V (3b)

δhi,j =
X

x∈Vrj

“
αi,xδ

h−1
x,j

”
∀i, j ∈ V ;h ∈ {2, . . . , d} (3c)

ωi,q =
dX
h=1

δhi,q ∀i ∈ V ; g ∈ Q (3d)

Yq (1− ωs,q) + Y0ωs,q ≥ Yg
`
1− ωs′,q′

´
+ Y0ωs′,q′

∀s′ ∈ V ; q′ ∈ Q (3e)

The objective function (3a) again maximizes expected de-
fender’s utility function Ud, where the probability of catch-
ing the attacker in target q by the defender starting in ver-
tex s is πqσ = ωs,q. The next two constraints (3b)-(3c) define
the probability δhi,j using the policy σ = (αi,j ; i, j ∈ V ). If
h = 1, then it is exactly the probability connecting the cur-
rent position of the defender i and the vertex j of the target
in the policy σ. For higher h, it is the probability of moving
from the current position to some node x (different from the
target vertex j) multiplied with the probability of visiting
the target vertex j from the node x in exactly h − 1 steps.
The constraints (3d) defines a helper variable ω, and con-
straints (3e) again ensure that no other action attack(z,w)
gives the attacker a higher expected utility value than the
action attack(s,q) for which the program was constructed.

Note, that the reformulation of the probability lowers the
size of the program in terms of variables and constraints
to O(|V |2 · d). The solution of the program 3 is the same
than in the original program 2. The probability ωs,q that
the defender starting in s does visit the target in at most d
time steps is the complement of the probability γh,qi,j of not
visiting the target q in the original formulation.

5. PATROLLING MOBILE TARGETS
The previous problem formulations assumed that the tar-

gets, which the defender tries to periodically visit, statically
reside in some vertices of the graph. Further, we assume
that these targets change their positions over time based on
function f : Q × T 7→ V as defined in Section 3. Note that
q ∈ Q cannot be used to identify a node anymore. Fur-
ther we show that the MP formulation from Section 4.3 can
be modified to compute policies even in this dynamic case.
There are two main extensions in comparison to the model
presented in the previous section: (1) we add the time di-
mension to the policy and (2) we add the time dimension to
the helper variables in the program.

The MP we design in this section searches for an optimal
time-dependent policy σ = (αti,j ; i, j ∈ V ; t ∈ T ) for the de-
fender. The reason for using time-dependent policy is that
the defender can have substantially different strategy in the
same node in different time steps because of the changed po-
sitions of the targets. The main helper variable after adding
the time dimension has the form δh,ts,q , with the meaning of
the probability that the defender positioned in the vertex
s ∈ V reaches the target q ∈ Q in exactly h ∈ N steps while
starting in the t-th (t ∈ T ) turn of the game.

As in the previous model, we construct one MP for each
attacker’s action and choose the strategy from the MP with
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the maximal value for the defender. Compared to the sta-
tionary case, the attacker’s action attack(s,t,q) depends also
on time – i.e. the attacker waits for the “right moment”
uniquely identified by the position of the defender s ∈ V
and turn of the game t ∈ T . Then it starts attack on target
q ∈ Q. The algorithm of using MPs is similar to the algo-
rithm in Figure 1 and the difference is only in adding the
index of the turn of the game.

Each call of the MP in the algorithm optimizes the de-
fender’s policy σ = (αti,j ; i, j ∈ V ; t ∈ T ) under the assump-
tion that attack(s, q, t) is the optimal action of the attacker.
The formulation of the MP for single configuration (s, q, t)
is following.

max
σ

Xq
`
1− ωts,q

´
+X0ω

t
s,q (4a)

αli,j ≥ 0 ∀i, j ∈ V ; l ∈ T (4b)X
j∈V

αli,j = 1 ∀i ∈ V ; l ∈ T (4c)

αli,j ≤ ei,j ∀i, j ∈ V ; l ∈ T (4d)

δ1,li,g = αli,f(g,l+1) ∀i ∈ V ; g ∈ G; l ∈ T (4e)

δh,li,g =
X

x∈Vrf(g,l+1)

“
αli,xδ

h−1,((l+1)mod|T |)
x,g

”
∀i ∈ V ; g ∈ Q; h ∈ {2, . . . , d}; l ∈ T

(4f)

ωli,g =
dX
h=1

δh,li,g ∀i ∈ V ; g ∈ Q; l ∈ T (4g)

Yq
`
1− ωts,q

´
+ Y0ω

t
s,q ≥ Yq′

“
1− ωt′s′,q′

”
+ Y0ω

t′
s′,q′

∀s′ ∈ V ; q′ ∈ Q; t′ ∈ T
(4h)

The constraints are very similar to improved stationary
program 3. Constraints (4b) and (4d) again ensure that σ is
a correct policy, and constraints (4e)-(4f) define the proba-

bility δh,li,g using the policy σ. The difference is in expressing
the vertex of the target using the function f . If h = 1, δ is
equal to probability connecting the current position of the
defender i and the position of the target in the next turn
f(g, l + 1). For higher h, it is the probability is calculated
similarly to the stationary case, but the excluding vertex is
the vertex, where target q is in the next turn l+1. The con-
straints (4g) define variable ω and constraints (4h) ensure
that no alternative attacker strategy can provide higher at-
tacker’s utility Ua. The optimized function (4a) is also very
similar to the stationary case and it express the expected
utility Ud of the patroller’s policy σ for a fixed combination
of s ∈ V, q ∈ Q and t ∈ T .

6. SOLVING THE PROGRAM
If some solver can optimally solve the programs defined

above, we would have the optimal strategies for the pa-
trolling problem. However, solving this program is hard.
The number of program constraints and variables in the im-
proved stationary formulation isO(|V |2·d) andO(|V |2·|T |·d)
in the time-dependent case. Most of the constraints are bi-
linear; the remaining constraints as well as the optimized
function are linear.

6.1 Alternative Program Formulations
The formulation of the programs in previous sections was

chosen with the readability as the main criterion. However,
the exact form of the formulation can influence the compu-
tational complexity of solving the problem optimally as well

as the potential for approximation. A different formulation
of the problem can be constructed if some of the program
variables are not represented explicitly in the program.

Bilinear MP The presented form of the programs ex-
presses the optimization of a linear function over a region
defined by (at worst) bilinear constraints. The size of the
program is polynomial in the relevant problem parameters.
However, solving a bilinear program is in general NP-hard
[6]. Non-convexity of the feasible region that is defined by
the bilinear equalities indicates that this particular problem
is most likely not an exception. On the other hand, these
programs are widely studied and many approximation algo-
rithms are available.

Polynomial MP Some of the variables in the presented
programs do not have to be represented explicitly in an ac-
tual program formulation. For example, the variables ω in
programs (3) and (4) can be clearly removed and all its oc-
currences can be substituted by the corresponding sum of
variables δ. This modification still leads to a bilinear pro-
gram. However, if we also remove the variables δ in the same
way, we are in a different class of MPs. All the bilinear con-
straints are removed and only the linear constraints remain.
However, the complexity of the optimized function increases
dramatically. Instead of linear, it becomes polynomial with
maximal degree d. As mentioned in [9], even unconstrained
optimization of 4-degre polynomials is NP-hard, hence this
formulation is also not likely to produce optimal solution for
larger problems in reasonable time.

6.2 Approximate MP Solutions
The discussion above indicates that finding reasonably

fast solvers that would solve the presented MPs optimally is
unlikely. However, this section shows that even approxima-
tion algorithms that do not guarantee finding the optimal
result are usable for finding a good solution of the game. In
order to do that, we use the most general case of finding the
time-dependent policy for mobile targets. The same results
hold also for the simpler cases. Let MP ∗(s, q, t) be the opti-
mal solution for the program for the setting and MP (s, q, t)
be a feasible approximate solution. First of all, we show that
any feasible solution of the program provides a strategy with
a guaranteed quality.

Lemma 6.1. Let (v, σ) = MP (s, q, t) be any feasible so-
lution of program (4) for any (s, q, t) ∈ V × Q × T . If the
attacker plays rationally and the defender uses the strategy
σ, it is guaranteed to achieve the utility v.

Proof. For any s, q, t ∈ V ×Q×T and a feasible strategy
σ, the constraints (4g) ensure that the best rational response
of the attacker to strategy α is to use the strategy s, q, t.
Any other strategy leads to at most the same utility for the
attacker. Moreover, according to Definition 3.1, the attacker
chooses among its alternative best responses the one that is
best for the defender.

We continue by showing the relation between the quality
of the solution for individual mathematical programs (4) and
the quality of the solution produced by Algorithm 1.

Lemma 6.2. Let v∗ be the value of the optimal strategy of
the defender. Assume that each of the programs for different
settings of s, q, t ∈ V ×Q× T is approximately solved, such
that the difference between the defender’s utility from the
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produced policy and the optimal policy for the setting is lower
than ε. Then the difference between the utility of the policy
produced by Algorithm 1 and v∗ is lower than ε.

Proof. Assume that Algorithm 1 selects the result of
MP (s, q, t) to be the output of the whole process. There
are two cases we need to consider.

1. (v∗, σ∗) = MP ∗(s, q, t):
The difference between the produced solution and the
optimum is less than ε from its definition.

2. (v∗, σ∗) = MP ∗(s′, q′, t′) and (s, q, t) 6= (s′, q′, t′):
Let (v, σ) = MP (s, q, t) and (v′, σ′) = MP (s′, q′, t′).
If Algorithm 1 selected σ then v ≥ v′. v′ ≥ v∗− ε from
the definition of ε. Hence v ≥ v∗ − ε, which means
that the produced solution is at most ε far from the
optimum.

7. EXPERIMENTAL EVALUATION
In this section, we experimentally evaluate the proposed

approach. The focus of the paper is on validation of the novel
patrolling game model, hence the focus of the experiments
is on the quality of the solutions produced by the proposed
non-linear program. As discussed in Section 6, solving the
program is NP-hard, therefore we also describe several pre-
liminary optimization techniques (more advanced improve-
ments are planned for future work) that help the solver to
converge to reasonable solutions in a reasonable time.

7.1 Experiment Settings
We used the following settings for the experiments: (1) we

used two types of graphs – grid and grid with holes; (2) two
targets were present in each setting and we used three dif-
ferent movement schedules for the targets; (3) we simplified
the values of the targets and assume that all targets have
the same value; (4) we compared the quality of produced
time-dependent policies to an approximation calculated as
a stationary policy.

7.1.1 Graphs
We conducted the evaluation on two types of graphs in-

spired by a typical application domains: (1) grid with holes
(see Figure 2(a) for an example) which may e.g. represent
a road network, (2) full grid (see Figure 2(b) for an exam-
ple) that corresponds to discretization of open space, such as
ocean surface. In both figures, black nodes represent initial
positions of targets and dashed arrows show motion patterns
for the targets. In all experiments, targets move once per
two defender’s moves; this reflects that the defender is faster
than targets.

7.1.2 Targets
As adding more targets did not show any interesting changes

in the results, we limit the presentation to experiments with
two targets only. Three types of target movement with
different implications on the distance between the targets
were employed: (1) alternating where the distance between
the targets is decreasing and increasing in time (see Fig-
ures 2(a),2(b)); (2) equidistant is defined only for grid graphs
and involves simultaneous movement of targets along the
top-most and bottom-most edges of the graph from left to
right and back. In Figure 2(b), the target at the bottom

(a) (b)

Figure 2: The schema of the experimental scenarios.
Black nodes denote target’s initial poositions and
arrows depict target’s movement.

starts from the left side and moves in the same way as the
one on top; (3) stationary where targets remain in their
initial positions. Finally, in all experiments we adopt the
repeated version of the game – i.e. the targets are moving
in cycles and the game repeats each |T | turns.

7.1.3 Program for Time-Dependant Policies
For explanatory reasons we simplified the values of the

targets, that neither the attacker nor the defender has any
preference among the targets – the attacker tries to max-
imize the probability that it will successfully attack some
target and the defender aims to minimize this probability.
This corresponds to an instance of the defined patrolling
problem where Xq = −Yq = −1; ∀q ∈ Q and Y0 = X0 = 0.
As we want to evaluate the probability of catching the at-
tacker we assume that the attacker has to attack some target
(i.e, we disallow noop action for the attacker).

Using above simplification the game became a zero-sum
variant of the original problem, however, it does not sub-
stantially change the characteristics of the program, nor it is
significantly computationally easier to solve compared to the
original formulation due to the non-linearity in constraints
of the MPs (δ variables). The only change is the simplifica-
tion of the objective function and utility-based constraints,
which enable us to formulate the MP as a single min-max
optimization instead of a sequence of optimizations of MPs
for each initial point, turn, and target. We are searching for
σ that optimizes:

max
σ

min
s,q,t

`
ωts,q

´
(5)

s.t. (4b)-(4g)

Constraints (4h) are substituted by the maximization of
the objective function and can be removed. We further refer
to the value of the objective function (5) as the reached value
of the game.

7.1.4 Program for Stationary Policy
In order to evaluate the quality of the solutions based

on a time-dependent policy we need to obtain a stationary
policy, which still can be efficient even with moving targets
in some cases (e.g. if the movement is limited). We compare
the performance of these two formulations in terms of the
reached game value and computation time in the game with
moving targets.

In order to obtain a stationary policy, we have slightly
modified the MP (5) – we have removed the time index from
all α variables in all constraints. All δ and ω variables keep
the time index in order to take target’s movement into ac-
count. This modification is especially useful if the variables
δ and ω are not explicitly represented in the implementation
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Graph Mov. Type Policy d value time [s]

grid 4x4

alternating

stationary
8

0.19 6.60
dynamic 0.50 3516.20

stationary
9

0.33 30.81
dynamic 0.89 14063.46

equidistant

stationary
9

0.32 37.32
dynamic 0.50 333.22

stationary
10

0.37 39.81
dynamic 0.69 1338.19

grid-hole n13 alternating

stationary
8

0.17 4.83
dynamic 0.50 3194.19

stationary
9

0.26 13.58
dynamic 1.00 9859.08

Table 1: Comparision of the reached value of the
game (equals the probability that the defender
catches the attacker) and the average copmutation
time; d denotes attack duration.

of the program. In that case, the number of real variables
in the program decreases significantly.

Besides the comparison reasons we used the stationary
policy as an initial point for solver for calculating the time-
dependent policy (see Section 7.2.1).

7.1.5 Implementation
We implemented the proposed mathematical programs in

MATLABr using the fminimax function for the optimiza-
tion. For both programs – the MP for the time-dependent
and for the stationary policy – we use only α as variables;
variables δ and ω are not explicitly represented as variables
of the MP. The set of α variables is limited to those αti,j for
which there exists an edge between vertices.

Internal MATLAB parallel methods were used during the
optimization, hence the duration of the experiments is ex-
pressed in the total CPU time (in seconds) consumed on all
cores.

7.2 Results
In this section we present the results of the experimen-

tal evaluation. In general, the results proved that in the
game with mobile targets it is reasonable to use the time-
dependent policy. In most of the experimental settings us-
age of time-dependent policy led to significantly higher util-
ity value than the approximation using a stationary policy
but currently at the expense of significantly higher compu-
tational costs.

The most representative results, in terms of the reached
game value and the average computation time, from two
graphs (shown in Figures 2(a) and 2(b)) were selected and
depicted in Table 1. Note that the value reached in the
zero-sum variant represents the worst-case probability that
the defender catches the attacker during the attack on some
target. As expected, the dynamic policy is significantly bet-
ter than the stationary approximation, as the defender can
better adapt to the movement of the targets. For the third
target movement type, i.e. stationary targets, both methods
converged to the same values and policies.

The frequent appearance of 0.5 as the reached game value
in Table 1 stems from having two targets. In many settings,
the defender cannot protect both targets and thus it non-
deterministically “chooses” just one of them; the attacker
then succeeds if it attacks the other target. Note that the
MP also found a deterministic policy that always leads to
catching the attacker (reached value is 1.00).

(a) (b) (c)

Figure 3: Defender’s policies. Two targets move
right from vertices (0,12) to (3,15) and back. The
probability of using an edge corresponds to thick-
ness of the respective edge or circle (in the case of
loops). A stationary policy (Figure (a)) and two
snapshots of a time-dependent policy are shown –
turn 6 with targets at (2, 14) (Figure (b)) and turn
7 with targets at (3, 15) (Figure (c)).

The differences between stationary policy and time-depen-
dent policies for the defender can be seen in Figure 3: the
stationary policy 3(a) covers all positions of the targets in
time, while the time-dependent policy can utilize the knowl-
edge of the current positions of targets (vertices 2 and 14
in 3(b) showing turn 6) and also future positions of targets
(3(c) shows turn 7 of the game with targets in vertices 3 and
15). Note, that thanks to the time-dependant policy, the de-
fender can in turn 7 reach the target in vertex 3 from the
vertex 2 in one move, however, there is no such possibility
in the stationary policy.

7.2.1 Initial Values for Computing Time-Dependent
Policies

In Section 7.1.4 we mentioned that the approximate so-
lution of the problem using a stationary policy can be used
by the solver as the initial point for searching for a time-
dependant policy. In Figure 4, we compare the computation
time and the reached value of the game for a fixed graph
(grid 3x4, with d = 6) with different initial points. Note that
the graph is in logarithmic scale. When a random policy is
used for initialization (circle), most runs of the solver were
very quick but unsuccessful (i.e. the optimization stopped
in a local minimum with low value). For random values not
representing a legal policy (cross), most of runs stopped in a
local minimum with low value as well, but they took signifi-
cantly more time. Finally, when using the stationary policy
approximation as the initial value (diamond), the runtime
is comparable to random non-policy initialization and the
reached game value is maximal. Pattern visible in Figure 4
was observed for other graphs as well.

7.2.2 Scalability
To address the scalability of the approach, we performed

experiments (see Table 2) on grid graphs with an expand-
ing proportion. We can see that average time to solve the
program is increasing exponentially for both stationary and
dynamic policy. However, we had not implemented any
significant improvements leading to simplifying the math-
ematical programs and (s, q, t) configurations, hence there
is a possibility for significant improvement of performance
of proposed approach.

8. CONCLUSION
We presented a novel formal model – a patrolling game

with mobile targets. It is a two-player game between the
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Figure 4: Consumed time (x-axis) and reached value
(y-axis) for different initialization of the solver com-
puting the time-dependant policy. Both axes use
logarithmic scale.

Graph Policy d value time [s]

grid 2x4
stationary

4
0.12 1.06

dynamic 0.50 122.44

grid 3x4
stationary

6
0.18 17.97

dynamic 0.50 985.47

grid 4x4
stationary

8
0.24 29.77

dynamic 0.50 3516.20

grid 5x4
stationary

10
0.27 55.08

dynamic 0.66 53057.10

Table 2: Results of scale-up experiments (increasing
the height of the grid).

defender, patrolling in an area in order to protect a set of
targets, and the attacker who wants to attack the targets.
We assume that the attacker has full knowledge about the
defender’s strategy, and that an attack takes non-zero time
to complete, during which the attacker can be discovered by
the defender. In contrast to the existing work in the domain
of patrolling games, we allow the targets to move through
the area.

We provided a formal definition of this novel patrolling
game and a mathematical program for finding defender’s
optimal strategy, sought as the game’s Strong Stackelberg
Equilibrium. Specifically, we search for a time-dependent
Markovian policy for the defender that utilizes the knowl-
edge of the movement schedule of the targets. As the mathe-
matical program is non-linear, finding the solution is compu-
tationally hard. We therefore performed several experiments
to evaluate the proposed approach. The results justify using
time-dependent policies in scenarios with moving targets, as
the reached value of the game, i.e. the utility of the defender,
was significantly higher compared to the situations, where
defender’s strategies are limited to stationary policies.

Our results open a number of future work directions. Cur-
rently, we provided only a basic implementation of the pro-
posed program and further improvements are desirable to
improve the scalability of the approach. Furthermore, the
investigation of time-dependent non-markovian policies (i.e.
where the defender has some internal state e.g. represent-
ing the target, towards which the defender is heading) can
further enrich the space of patrolling games. Moreover, the
observability of the defender’s internal state by the attacker
can reflect the imperfectness of the attacker’s knowledge.

Finally, a more compact representation of the environment
of the game (e.g. only in terms of relative distances to the
targets) might be employed to reduce the complexity of com-
putation, in particular when combined with non-markovian
policies of the defender.
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ABSTRACT
The fastest known algorithm for solving General Bayesian Stackel-
berg games with a finite set of follower (adversary) types have seen
direct practical use at the LAX airport for over 3 years; and cur-
rently, an (albeit non-Bayesian) algorithm for solving these games
is also being used for scheduling air marshals on limited sectors
of international flights by the US Federal Air Marshals Service.
These algorithms find optimal randomized security schedules to al-
locate limited security resources to protect targets. As we scale up
to larger domains, including the full set of flights covered by the
Federal Air Marshals, it is critical to develop newer algorithms that
scale-up significantly beyond the limits of the current state-of-the-
art of Bayesian Stackelberg solvers. In this paper, we present a
novel technique based on a hierarchical decomposition and branch
and bound search over the follower type space, which may be ap-
plied to different Stackelberg game solvers. We have applied this
technique to different solvers, resulting in: (i) A new exact algo-
rithm called HBGS that is orders of magnitude faster than the best
known previous Bayesian solver for general Stackelberg games;
(ii) A new exact algorithm called HBSA which extends the fastest
known previous security game solver towards the Bayesian case;
and (iii) Approximation versions of HBGS and HBSA that show
significant improvements over these newer algorithms with only 1-
2% sacrifice in the practical solution quality.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial Intelligence

General Terms
Algorithms, Performance, Experimentation

Keywords
Game Theory, Bayesian Stackelberg Games, Hierarchical Decom-
position

1. INTRODUCTION
This paper focuses on Stackelberg games where a leader com-

mits to a mixed strategy, and then a follower selfishly optimizes
his own reward, with the knowledge of the mixed strategy chosen

Cite as: Quality-bounded Solutions for Finite Bayesian Stackelberg
Games: Scaling up, Manish Jain, Christopher Kiekintveld and Milind
Tambe, Proc. of 10th Int. Conf. on Autonomous Agents and Mul-
tiagent Systems (AAMAS 2011), Tumer, Yolum, Sonenberg and Stone
(eds.), May, 2–6, 2011, Taipei, Taiwan, pp. 997-1004.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

by the leader. These models are common for modeling attacker-
defender scenarios in security domains [15, 9], patrolling domains [1,
3], and are also being applied to network routing [11] and trans-
portation networks [16]. Indeed, these models have seen at least
two deployed applications at the Los Angeles International Airport
(LAX) and the Federal Air Marshals Service (FAMS) [8].

Uncertainty over player preferences, a key aspect of the real-
world, is modeled using a Bayesian extension to Stackelberg games.
Bayesian Stackelberg games allow us to explicitly model players
as types, where each type can have its own preferences. Indeed,
the application at LAX uses a Bayesian Stackelberg game. Un-
fortunately, the problem of finding the Stackelberg equilibrium for
Bayesian Stackelberg games has been shown to be NP-Hard [5].

The two chief techniques previously employed for identifying
Bayesian Stackelberg equilibrium are: (1) Multiple-LPs [5] that
uses the Harsanyi transformation [6] to convert the Bayesian game
into a perfect information game, and then analyzes each of the ex-
ponential number of combinations of the actions for all follower
types independently; (2) DOBSS [15] that analyzes the entire Baye-
sian game at once without using the Harsanyi transformation by us-
ing a mixed-integer linear program, which optimizes against each
adversary type independently while keeping the leader strategy fixed
across all types. However, these methods fail to scale up beyond
10 types even for 20 actions for the players, or beyond 30 actions
for just 5 follower types. Alternatively, sampling techniques have
been proposed for Bayesian Stackelberg games with infinite types,
but they only provide approximate solutions [10]. Thus, efficient
algorithms for Bayesian Stackelberg games need to be developed
for the application of game-theoretic techniques to more complex
real-world domains.

The focus of this paper is to present a new technique for solving
large Bayesian Stackelberg games that decomposes the entire game
into many hierarchically-organized, restricted Bayesian Stackel-
berg games; it then utilizes the solutions of these restricted games to
guide us to more efficiently solve the larger Bayesian Stackelberg
game. In particular, we use this overarching idea of hierarchical
structure to improve the performance of branch and bound search
for Bayesian Stackelberg games; the solutions obtained for the re-
stricted games at the ‘child’ nodes are used to provide: (i) prun-
ing rules, (ii) tighter bounds, and (iii) efficient branching heuristics
to solve the bigger game at the ‘parent’ node faster. Such hier-
archical techniques have seen little application towards obtaining
optimal solutions in Bayesian games (decompositions have been
proposed to obtain approximate Nash equilibrium for symmetric
games [17]), while Stackelberg settings have not seen any applica-
tion of such hierarchical decomposition.

We first present HBGS (Hierarchical Bayesian solver for Gen-
eral Stackelberg games), an algorithm that applies such decompo-
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sition techniques to general Bayesian Stackelberg games, and show
that we can scale up to 50 types for games where the state-of-the-art
algorithms cannot even solve for 10. Secondly, we present HBSA
(Hierarchical Bayesian Solver for Security games with Arbitrary
schedules), which uses the same key decomposition ideas to solve
large scale security domains with arbitrary scheduling constraints.
Finally, we show that these algorithms are naturally designed for
obtaining quality bounded approximations, and can provide a fur-
ther order of magnitude scale-up without significant loss in quality.

2. BACKGROUND AND NOTATION
We begin by defining a normal-form Stackelberg game. A generic

Stackelberg game is a two person bi-matrix game, between a leader
and a follower. These players need not represent individuals, but
could also be groups like the police force, that cooperate to exe-
cute a joint-strategy. Each player has a set of pure strategies, and
a mixed strategy allows the player to play a probability distribution
over these pure strategies. Payoffs for each player are defined over
all possible joint pure-strategy outcomes. In a Stackelberg game,
the follower acts with the full knowledge of the leader’s strategy.

Table 1: Bayesian Game Notation
Variable Definition

Θ Leader
Ψ Follower
Λ Set of follower types, iterated using λ

G(Θ,ΨΛ) Bayesian Game with Λ follower types.
Σ Set of pure strategies, iterated using σ
σΘ A pure strategy of the leader
σΨ A pure strategy of the follower, σΨ =< σλΨ >
pλ Probability of facing follower type λ

UλΘ(σΘ, σ
λ
Ψ) Payoff of leader against follower type λ

UλΨ(σΘ, σ
λ
Ψ) Payoff of follower type λ

δ Mixed strategy of the leader
δ(σΘ) Probability of leader playing pure strategy σΘ

VΘ(δ, σΨ) Expected utility of the leader
VΨ(δ, σΨ) Expected utility of the follower

The Bayesian extension to the Stackelberg game allows for mul-
tiple types of players, with each type associated with its own pay-
off values. For the games discussed in this paper, we assume that
there is only one leader type, although there may be multiple fol-
lower types. This is motivated by the real-world deployments: there
could be one security force which is facing many types of adver-
saries like local thieves as well as hard-lined terrorists. Each type is
represented by a different and possibly uncorrelated payoff matrix.
The leader does not know the follower’s exact type, however, the
probability distribution over follower types is known.

A Bayesian game between the leader and a set of follower types
is represented by G(Θ,ΨΛ) where Θ represents the leader, Λ rep-
resents the set of follower types and Ψ represents the follower. The
leader, Θ, for the Bayesian Stackelberg games in this paper is al-
ways the row player, while the follower Ψ is always the column
player. The follower could be of any type λi from the set of types Λ.
The pure strategies for each player are represented by σ, whereas
the set of these pure strategies is represented by Σ. Subscripts Θ
and Ψ are used to denote the player, e.g., σΘ represent the pure
strategies for the leader. The strategy space ΣΨ of the follower in
the Bayesian game is a cross product of the strategy spaces of all
the follower types, ΣΨ =

∏
λ∈Λ ΣλΨ, and so the pure strategy σΨ

of the follower is represented as a tuple of pure strategies for each

follower type, σΨ =< σλΨ >= [σ1
Ψ, . . . , σ

|Λ|
Ψ ]. The notation is

described in Table 1.
The solution concept of interest is a Strong Stackelberg Equi-

librium (SSE) [13], where the objective for the leader is to find
the mixed strategy δ, such that the expected leader utility is maxi-
mized given that the follower will choose its action with the com-
plete knowledge of the leader’s mixed strategy in its own interest.
We limit the follower to play only pure strategies, since their always
exists a pure strategy best response for the follower in such Stackel-
berg games [15]. The expected utility of the leader against follower
type λ for strategy profiles δ and σΨ is denoted as VλΘ(δ, σλΨ). The
expected utility of the leader, VΘ(δ, σΨ), is a weighted combina-
tion of the leader expected utility against all follower types:

VλΘ(δ, σΨ) =
∑

σΘ∈ΣΘ

δ(σΘ)UλΘ(σΘ, σ
λ
Ψ) (1)

VΘ(δ, σΨ) =
∑
λ∈Λ

pλVλΘ(δ, σλΨ) (2)

The expected utility of the follower is defined analogously. For-
mally, SSE is defined as follows:

1. The leader plays a best response:

VΘ(δ, σΨ) ≥ VΘ(δ′, σΨ)∀δ′ (3)

2. Every follower type plays a best response:

VλΨ(δ, σλΨ) ≥ VλΨ(δ, σ
′λ
Ψ )∀σ′λ

Ψ ∈ ΣλΨ,∀λ ∈ Λ (4)

3. The follower breaks ties in favor of the leader1:

VλΘ(δ, σλΨ) ≥ VλΘ(δ, σ
′λ
Ψ )∀σ′λ

Ψ ∈ Σ∗λΨ , ∀λ ∈ Λ (5)

where Σ∗λΨ is the set of pure strategy best responses, satisfy-
ing Equation (4).

2.1 Existing Approaches / Related Work
Two main approaches have been proposed in prior work to com-

pute the equilibrium in Bayesian Stackelberg games. DOBSS [15]
solves the Bayesian game by solving a mixed-integer linear pro-
gram that internally decomposes the problem by individual fol-
lower types. On the other hand, Multiple-LPs approach [5] works
on the Harsanyi transformed version of the game. Harsanyi trans-
formation converts the Bayesian game into a normal form repre-
sentation, however, with an exponential number of pure strategies.
Multiple-LPs thus computes an exponential number of linear pro-
grams to find the Stackelberg equilibrium [15].

The follower’s pure strategy space ΣΨ in the Bayesian Stackel-
berg game G(Θ,ΨΛ) can be represented using a tree, where each
branch corresponds to a pure strategy choice for a follower type.
Figure 1 shows an example of such a tree presentation ofG(Θ,ΨΛ),
where Λ = {λ1, λ2} with |ΣλΨ| = 2, λ ∈ Λ. Every leaf in this
tree represents a pure strategy of the follower; for example, the
pure strategy [σ1

2 , σ
2
1 ] is represented by the leaf [2, 1]. In a game

with |Λ| types and |ΣλΨ| pure strategies per type, the number of
leaves in this tree would be

∏
λ∈Λ |ΣλΨ|. The path from the root to

a leaf represents a distinct pure strategy σΨ of the follower. Thus,
there are exponentially many leaves in G(Θ,ΨΛ); for example, a
game with 10 follower types and just 5 actions per type would have
9, 765, 625 leaves.

The LP employed by Multiple-LPs algorithm is described in
Equations (6) to (9). This LP is executed for all pure strategies
1The leader can always induce the follower to break ties in its fa-
vor [2].
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Figure 1: Example tree representing the pure strategy action
choices for the follower in a Bayesian Stackelberg game.

σΨ of the follower (i.e. for all the leaves of Figure 1). It takes σΨ

as input, and then maximizes the leader expected utility VΘ under
the constraint that the best response of the follower of type λwill be
σλΨ. The follower strategy σΨ is labeled infeasible if it can never be
the best response of the follower for any defender strategy δ. The
optimal leader strategy is one that gives the leader the maximum
expected utility across all these linear programs.

max
δ
VΘ(δ, σΨ) (6)

s.t. VλΨ(δ, σλΨ) ≥ VλΨ(δ, σ
′λ
Ψ ) ∀σ′λ

Ψ ∈ ΣλΨ, λ ∈ Λ (7)∑
σ∈ΣΘ

δ(σΘ) = 1 (8)

δ ∈ [0, 1] (9)

3. HBGS OVERVIEW
The exponential number of linear programs that are solved by

Multiple-LPs approach does not allow it to scale well with increas-
ing number of follower types. Indeed, if the optimal solution could
be obtained by solving only a few of these linear programs, the per-
formance could be improved significantly — even significantly bet-
ter than DOBSS. Specifically, if we could construct a smaller tree
of the follower’s action choices in the first place, or obtain bounds
on solution quality to perform branch and bound search, significant
speed-ups would be obtained. This is the intuition behind HB-
GS: HBGS reduces the number of linear programs that need to be
solved using two main insights: (1) Feasibility rules that help elim-
inate infeasible follower strategies in the Bayesian game; and (2)
Bounds that help prune the follower action space using branch and
bound search. HBGS constructs a hierarchical tree of restricted
games, the solutions of which provide such feasibility and bounds
information. We first discuss the hierarchical structure of HBGS,
and then describe the feasibility and bounding techniques.

3.1 Hierarchical Type Trees
As mentioned above, HBGS constructs a hierarchical structure

of restricted games to obtain the feasibility sets ΣλΨ per follower
type, and corresponding upper bounds Bλ for every pure strategy
for every follower type. For this purpose, the Bayesian Stackel-
berg game G(Θ,ΨΛ) is decomposed into many smaller restricted
games, G(Θ,ΨΛi) by partitioning the set of types, Λ, into subsets
Λi.2 Any partition of Λ into subsets Λi is applicable, such that:

∪iΛi = Λ (10)
Λi ∩ Λj = ∅ ∀i,∀j, j 6= i (11)

2The probability distribution over types, pΛ =< pλ >, is renor-
malized for each restricted sub-game.

These restricted games are smaller and are much easier to solve
(the number of follower pure strategies in these restricted games is
exponentially smaller as compared to the entire Bayesian game).

Once a partition has been established, a hierarchical type tree is
constructed where the root node corresponds to the entire Bayesian
gameG(Θ,ΨΛ), and its children correspond to the restricted games,
G(Θ,ΨΛi). While any partitioning is valid, we present and exper-
imentally evaluate two partitions in this paper: (1) a depth-one par-
tition, and (2) a fully branched binary tree (where children can then
be hierarchically decomposed into even more restricted games). An
example game of depth-one partitioning with 4 types is shown in
Figure 2(a). Here, each restricted game solves for exactly one type
such that the total depth of the tree is one. On the other hand, Fig-
ure 2(b) shows fully branched binary partitioning, where the en-
tire problem is broken down into two restricted games of two types
each, which are again broken down into two sub-games themselves.

All the nodes in the constructed hierarchical tree are visited such
that the children are evaluated before the parent. Every node is
evaluated using Algorithm 1 (discussed next), and the feasible pure
strategies ΣΛi

Ψ with corresponding bounds BΛi obtained at the ith

child are propagated up to the parent. These are then used when
the parent is evaluated, again using Algorithm 1. This process con-
tinues until the root node is solved and the optimal solution for the
entire game G(Θ,ΨΛ) is obtained.

3.2 Pruning a Bayesian Game
If a parent in the HBGS tree obtains feasibility and bounds infor-

mation from its children, how can it use it to improve its efficiency
of processing the Bayesian game?

(1) Feasibility: HBGS uses the following theorem to reduce the
strategy space ΣΛ

Ψ of the follower.

THEOREM 1. The follower’s pure strategy σΨ = [σλΨ] is infea-
sible in the Bayesian game G(Θ,ΨΛ) if the strategy σλΨ is infea-
sible for the follower of type λ in a restricted game, G(Θ,ΨΛ′

),
where the follower can only be of type λ (that is, Λ′ = {λ}).

PROOF. Suppose that the pure strategy σΨ containing σλΨ is fea-
sible in the Bayesian game with δ being the corresponding defender
mixed strategy. Thus, the best response of the follower of type λ
to the leader strategy δ is σλΨ, as stated in Equation (4). Therefore,
the pure strategy σλΨ is feasible in the restricted game G′(Θ,ΨΛ′

),
which is a contradiction.

Theorem 1 states that if σλΨ can never be the best response of
follower type λ in the restricted game G(Θ,ΨΛ′

),Λ′ = {λ} (that
is, a game with only the follower of type λ), then a pure strategy
containing σλΨ can never be the best-response of the follower in any
Bayesian game G(Θ,ΨΛ),Λ = {λ1, λ2, . . .}. In other words, if
some branches in the follower action tree (Figure 1) are infeasi-
ble, no leaves in the subtree connected by that branch need to be
evaluated. The theorem can easily be extended to restricted games
with Λ′ ⊆ Λ by considering Λ′ as one hyper-type. This implies
that a pure strategy σΨ can be removed from the Bayesian game
if any of its components σλΨ is infeasible in the corresponding re-
stricted game. Thus, such pure strategies need not be reasoned over,
thereby reducing the computational burden significantly.

As an example of the gain in performance, consider a sample
problem with five follower types (|Λ| = 5), such that there are ten
pure strategies for follower of each type (|ΣλΨ| = 10, λ ∈ Λ). Thus,
the total number of pure strategies for the follower in the Bayesian
Stackelberg game are 105. If an oracle could inform us a-priori
that two particular pure strategies can be discarded for every type of
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(b) Full Binary Partitioning.

Figure 2: Examples of possible hierarchical type trees generated in HBGS. Each node is a restricted Bayesian game in itself.

the follower, the strategy space would reduce to 85 pure strategies,
which is approximately only 33% of the initial problem.

HBGS identifies the infeasible strategies of the restricted games,
and then applies Theorem 1 to prune out infeasible strategies from
G(Θ,ΨΛ). This process is applied recursively in the hierarchical
tree (refer Figure 2) to obtain effective pruning at the root node.

(2) Bounds: A pure strategy for the follower needs not be eval-
uated if the upper bound on the maximum leader expected utility
for the corresponding pure strategy is available, and if this upper
bound is not better than the best solution known so far. A naïve
upper bound is + inf which leads to no pruning, and would lead
to the conventional Multiple-LPs approach. However, HBGS uses
novel techniques for obtaining tighter upper bounds on the maxi-
mum leader expected utility, which are based on Theorem 2.

THEOREM 2. The maximal leader payoff is upper bounded by∑
λ∈Λ p

λB(σλΨ) when the follower chooses a pure strategy σΨ =<

σλΨ >, where B(σλΨ) is the upper bound on the leader utility in the
restricted gameG′(Θ,ΨΛ′

)|Λ′ = {λ} when the follower of type λ
is induced to choose pure strategy σλΨ.

PROOF. B(σλΨ) upper-bounds the maximum utility of the leader
for any strategy that induces the follower of type λ to choose σλΨ as
the best response. Thus, the leader utility against follower of type λ
for any strategy δ is no more than B(σλΨ). Therefore, VλΘ(δ, σλΨ) ≤
B(σλΨ). Applying Equation (2),

VΘ(δ, σΨ) ≤
∑
λ∈Λ

pλB(σλΨ) ∀δ (12)

which proves the theorem.3

These bounds are generated for all children and then propagated up
the hierarchical tree (Figure 2), where they are used by the parent
to prune out branches from its own Bayesian game (Figure 1).

3.3 HBGS Description
HBGS solves each node of the hierarchical tree using Algo-

rithm 1. A tree representing the follower actions, as in Figure 1,
is constructed which is then solved using an efficient branch-and-
bound search. Only the pure strategies in the cross-product of the
feasible set of strategies of individual types need to be evaluated
for the follower (Theorem 1). Σ∗ represents this maximal set, as
3This theorem can also be generalized to restricted games where
Λ′ ⊆ Λ, just like Theorem 1.

given in Line number 2 (and updated later in Line 10). B∗ repre-
sents the bounds for all these strategies, and is obtained in Line 3
(and updated later in Line 9). Lines 2 to 5 are initialization; ΣλΨ(i)
represents the ith pure strategy in the set ΣλΨ. The main loop of
the algorithm starts after Line 6, where one pure strategy (leaf ) is
evaluated after another. The function solve (Line 7) in HBGS

Algorithm 1 HBGS(Λ,ΣΘ,Σ
Λ
Ψ,BΛ, UΘ, UΨ)

// initialize
// ΣΛ

Ψ: pruned feasible pure strategy set for all follower types
// BΛ: bounds for all pure strategies for all follower types
1. FT := construct-Follower-Action-Tree(ΣΛ

Ψ)
2. Σ∗ := leaves-of(FT) //feasible pure strategies of Ψ
3. B∗(σΨ) := getBounds(σΨ,BΛ) ∀σΨ ∈∏

λ ΣλΨ
4. sort(Σ∗,B∗(σΨ)) // sort σΨ in descending order of B∗(σΨ)

5. σΨ := [Σ1
Ψ(1),Σ2

Ψ(1), . . . ,Σ
|Λ|
Ψ (1)] // left-most leaf

6. r∗ := − inf //r∗: current best known solution
// start
repeat

7. (feasible, δ, r) := solve(ΣΘ, σΨ) // Equations 6-9
if feasible then

if r > r∗ then
// update current best solution
8a. r∗ := r
8b. δ∗ := δ

9. B∗(σΨ) := r //update bound
else

10. Σ∗ := Σ∗ − σΨ //remove infeasible strategy
11. σΨ := getNextStrategy(σΨ, r∗, ΣΛ

Ψ,BΛ)
until σΨ <> NULL
return (δ∗, r∗,Σ∗,B∗)

solves the LP given in Equations (6) to (9). The follower pure strat-
egy σΨ is feasible if this LP has a feasible solution. The maximal
leader reward r and the corresponding leader mixed strategy δ are
also obtained from the LP (Line 7). If the pure strategy is feasible,
the bounds B∗ are updated (Line 9). Otherwise, the strategy σΨ is
removed from the pure strategy set Σ∗ of the follower (Line 10).

The function getNextStrategy()moves from one leaf (pure
strategy) to another of this follower action tree: it is the branching
heuristic (Line 11). For example, it would iterate through all the
4 leaves in Figure 1 one by one if no leaf was pruned. The leader
strategy δ∗ to the maximal corresponding leader reward r∗ is the
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optimal leader strategy for this Bayesian game. Additionally, Al-
gorithm 1 also returns the set of feasible pure strategies, Σ∗, and the
corresponding bounds, B∗. This feasible strategy set Σ∗ is a subset
of the cross-product of ΣλΨ, the feasible strategies per type, since it
does not contain the strategies that were computed and found to be
infeasible.4 Σ∗ and B∗ are the feasibility sets and bounds that are
propagated up the hierarchical tree; however, we first discuss the
branch and bound heuristic used in Algorithm 1.

Branch and Bound Heuristics: HBGS sorts σλΨ ∈ ΣλΨ, the
pure strategies per type, in decreasing order of their bounds B(σλΨ)
before the tree in Figure 1 is constructed. The branching heuristic
is that the leaf which can generate the higher leader expected util-
ity is preferred. The bounds on each leaf are a direct application
of Theorem 2. The function getBounds computes the weighted
sum of the bounds per follower type B(σλΨ)5 to generate the bound
B(σΨ) for this leaf.

Tree Traversal and Pruning: Algorithm 2 formally defines
the tree-traversal strategy. The algorithm traverses the leaves of the
follower action tree from left to right (lexicographic order) with the
objective to find the first leaf (pure strategy) whose bound is higher
than the current best solution r∗. If no such leaf exists, the optimal
solution has been achieved and HBGS can be successfully termi-
nated. This tree is constructed keeping the child nodes sorted in
descending order from left to right in every sub-tree. For exam-
ple, in Figure 1, B(Σ1

Ψ(1)) ≥ B(Σ1
Ψ(2)) (children of root) and

B(Σ2
Ψ(1)) ≥ B(Σ2

Ψ(2)) where ΣλΨ(i) represents the ith pure strat-
egy for follower type λ. The leaves are evaluated from left to right,
that is, the leaf [1, 1] is evaluated first and leaf [2, 2] last.

If the bound B for any leaf σΨ is smaller than the best solution
obtained thus far, that leaf need not be evaluated. Additionally,
right siblings of this leaf σΨ need not be evaluated either, given the
sorted nature of every sub-tree. For example, in Figure 1, if the
bound of leaf [2, 1] is worse than the solution at [1, 2], then the leaf
[2, 2] does not need to evaluated as well. Algorithm 2 accomplishes
this type of pruning of branches as well.

Algorithm 2 getNextStrategy(σΨ, r∗,ΣΛ,BΛ)
for λ = |Λ| to 1 Step −1 do
j := index-of(ΣλΨ, σ

λ
Ψ)

// Fix the pure strategies of parents: σiΨ, i < λ
// Update the pure strategy of type λ: ΣλΨ(j + 1)
// Children choose their best pure strategy: ΣiΨ(1), i > λ

σΨ := [σ1
Ψ, . . . , σ

λ−1
Ψ ,ΣλΨ(j + 1),Σλ+1

Ψ (1), . . . ,Σ
|Λ|
Ψ (1)]

if r∗ < getBounds(σΨ,BΛ) then
return σΨ

return NULL

HBGS Summary: The leaves of the hierarchical type tree are
solved to identify infeasible strategies and obtain upper bounds on
every follower strategy. This information is propagated up the tree,
and the procedure repeated for every node until the optimal solution
is obtained at the root. While HBGS does incur the overhead of
solving many smaller restricted games, it outperforms all existing
techniques in the overall performance, as shown in Section 6.

4. HBSA OVERVIEW
Applications with complex scheduling constraints have inspired

new algorithms to take advantage of structure in domains with ex-
tremely large strategy spaces for the leader. One example of such
4Some of the strategies in Σ∗ that were not computed may still be
infeasible; Algorithm 1 ensures no feasible strategy is removed.
5The bounds are weighted by the distribution pλ over types.

a domain is the scheduling problem faced by FAMS where the air
marshals (defender) need to cover flights (targets) from a terror-
ist (adversary). Scheduling even 10 air marshals over 100 flights
leads to approximately 1.7e13 joint schedules for the defender, so
new algorithms like ASPEN [7] based on large scale optimization
techniques like column generation have been proposed. However,
no Bayesian extensions exist.

We first extend the ASPEN algorithm to handle arbitrary schedul-
ing constraints in the presence of multiple follower types. We then
present HBSA, which like HBGS, solves the Bayesian game hier-
archically. We show that the key ideas of hierarchical decomposi-
tion can also be applied to Bayesian games in such domains.

Security problems with arbitrary scheduling constraints (SPARS)
were first introduced by Jain et. al [7]. These problems are known
to be NP-Hard in general [12]. The defender in the SPARS prob-
lem needs to protect a set T of targets from the adversary. The pure
strategy of the defender is a joint schedule Pj, which is an allo-
cation of all its resources to a set of schedules S that agree with
the scheduling constraints given in the SPARS problem. The pure
strategy space of the adversary is the set of targets T ; the adver-
sary can choose to attack any target. The adversary succeeds if the
target being attacked is not covered by the defender. The payoffs
U are defined for both the players (refer Table 2). For example,
consider a SPARS game modeling FAMS with 5 targets (flights),
T = {t1, . . . , t5}, and two air marshals. Let the set of feasible
schedules be S = {{t1, t2}, {t2, t3}, {t3, t4}, {t4, t5}, {t1, t5}}.
The set of all feasible joint schedules is shown below (1 implies
that the target t is being covered by joint schedule Pj), where each
column represents a joint schedule:

P =

P1 P2 P3 P4 P5

t1 :
t2 :
t3 :
t4 :
t5 :


1 1 1 1 0
1 1 1 0 1
1 1 0 1 1
1 0 1 1 1
0 1 1 1 1


The pure strategy space of the defender in such domains is so

large that all the joint schedules cannot even be represented in mem-
ory all at once. ASPEN handles such large pure strategy spaces by
using column-generation, a technique for large scale optimization
where the “useful” joint schedules (or columns) are generated itera-
tively. The LP formulation of ASPEN is decomposed into a master
problem and a slave problem to facilitate the application of column
generation [7]. The master problem solves for the defender strat-
egy x, given a restricted set of columns (joint schedules) P. The
slave is designed to identify the best new column (i.e., joint sched-
ule) to add to the master problem, while ensuring that the proposed
joint schedule conforms to all the scheduling constraints of the do-
main. The objective function for the slave is updated based on the
solution of the master using reduced costs from the solution of the
master6. Column generation terminates if no column can improve
the defender expected utility. We now first introduce the Bayesian
extension to ASPEN.

4.1 Bayesian-ASPEN Column Generation
Bayesian-ASPEN also generates a tree of the pure strategies of

the follower, as in Figure 1. Every leaf of the tree is evaluated
using Bayesian-ASPEN. To that end, master and slave problems in
ASPEN are extended for the Bayesian case.

Master Problem for Bayesian-ASPEN: The defender and the
adversary optimization constraints from ASPEN need to be ex-
6Reduced costs, widely used in OR literature, measure the impact
of a column (or variable) on the objective.
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Table 2: SPARS Game Notation
Variable Definition

P Mapping between Targets T and Joint Schedules J
x Distribution over J (mixed strategy of the defender)
aλ Attack vector (pure strategy of the attacker type λ)
dλ Defender reward against type λ (analogous to VλΘ)
kλ Reward of adversary type λ (analogous to VλΨ)
dλ Column vector of dλ
kλ Column vector of kλ
Uuλ,Θ Utility for defender when target is uncovered
Ucλ,Θ Utility for defender when target is covered
Dλ Diag. matrix of Ucλ,Θ(t)− Uuλ,Θ(t)
Aλ Diag. matrix of Ucλ,Ψ(t)− Uuλ,Ψ(t)

Uu
λ,Θ Vector of values UuΘ(t), similarly for Ψ
M Huge Positive constant

tended over all adversary types, in accordance with Equation (4).
The master problem, given in Equations (13) to (17), solves for the
probability vector x that maximizes the defender reward.7 Equa-
tions (14) and (15) enforce the SSE conditions for the defender and
adversary of each type, such that the players choose mutual best-
responses to each other. The defender expected utility for protect-
ing target t against adversary type λ is given by the tth component
of the column vector DλPx + Uλ,u

Θ (the adversary payoff is de-
fined analogously). The notation is described in Table 2.

max
∑
λ∈Λ

dλpλ (13)

s.t. dλ − (DλPx + Uu
λ,Θ) ≤ (1− aλ)M ∀λ ∈ Λ (14)

0 ≤ kλ − (AλPx + Uu
λ,Ψ) ≤ (1− aλ)M ∀λ ∈ Λ (15)∑

j∈J
xj = 1 (16)

x,a ≥ 0 (17)

Slave Problem: The slave problem finds the best column to add
to the current columns in P. This is done using reduced cost, which
captures the total change in the defender payoff if a candidate col-
umn is added to P. The candidate column with minimum reduced
cost improves the objective value the most [4]. The reduced cost c̄j
of variable xj , associated with column Pj, calculated using stan-
dard techniques, is given in Equation (18), where wλ,yλ, zλ and
h are dual variables of master constraints (14),(15-rhs),(15-lhs) and
(16) respectively.

c̄j =
∑
λ∈Λ

(wT
λ (DλPj) + yTλ (AλPj)− zTλ (AλPj))− h (18)

Reduced costs c̄j are decomposed into ĉt, reduced costs per target:

ĉt =
∑
λ∈Λ

(wλ,tDλ,t + yλ,tAλ,t − zλ,tAλ,t) (19)

The column with the least reduced cost is identified using the same
minimum cost network flow slave formulation as presented in AS-
PEN [7], using the newly computed ĉt.

4.2 HBSA Description
HBSA also decomposes the Bayesian-SPARS problem into many

restricted Bayesian-SPARS games, constructing a hierarchical type
7The actual algorithm minimizes the negative of the defender re-
ward for correctness of reduced cost computation; we show maxi-
mization of defender reward for expository purposes.

tree, just like HBGS, and passing up infeasibility and bounds. How-
ever, HBSA uses Bayesian-ASPEN to solve each node of the fol-
lower action tree (refer Figure 1).

5. APPROXIMATIONS
The objective of these algorithms is to maximize the defender

expected utility. Thus, the best known solution at any time dur-
ing the execution of the algorithm is a lower bound to the optimal
leader utility in the Bayesian Stackelberg games. Additionally, the
upper bounds are determined using B (as described in Section 3.3)
and are also available at all times during the algorithm’s execution.
The bounds are used to obtain approximate solutions with quality
guarantees, the algorithm can be terminated as soon as the distance
between lower and upper bounds is smaller than pre-defined ap-
proximation ε. Allowing for even 1% approximation in these algo-
rithms can provide an order of magnitude speed-up in practice with-
out any significant loss in solution quality (refer Section 6), where
as no polynomial time algorithm can guarantee a factor-|Λ|1−ε ap-
proximation for any ε > 0 [14].

6. EXPERIMENTAL RESULTS
We provide three sets of experimental results. First, we compare

the performance of DOBSS, Multiple-LPs and HBGS for generic
Bayesian Stackelberg games. Second, we compare the scale-up
performance of HBSA for security games with scheduling con-
straints. Third, we show speedups via approximations. The payoffs
for both players for all test instances were randomly generated, and
were consistent with the definition of security games [9] for exper-
iments with HBSA. Results were obtained on a standard 2.8GHz
machine with 2GB main memory, and are averaged over 30 trials.

6.1 HBGS Scale-up
We compare the runtime of HBGS against the runtime of DOBSS

and Multiple-LPs, the two chief algorithms for general Bayesian
Stackelberg games. We use two variants of HBGS: (1) the first
variant, denoted HBGS-D constructed a hierarchical tree of a fixed
depth of one where as many restricted games were generated as the
number of follower types. (2) The second variant, HBGS-F, con-
structed maximally branched binary trees such that each Bayesian
game was decomposed into two restricted games with half as many
types, until the leaves solved a restricted game with exactly one
type. We compared the performance of these algorithms when the
number of targets and the number of types were increased. We also
show the speed ups obtained when approximation was allowed.

Scale-up of number of strategies: Figure 3(a) shows how the
performance of the four algorithms scales when the strategy spaces
are increased. These tests were done for 5 types. The x-axis shows
the number of pure strategies for both players, while the y-axis
shows the runtime in seconds on a log scale. For example, for
30 actions and 5 types, Multiple-LPs would solve 305 = 2.43e7
linear programs. The experiments had a time cut-off of 24 hours.

The figure shows that while both variants of HBGS can suc-
cessfully compute for 5 types and 30 pure strategies, DOBSS and
Multiple-LPs cannot. Furthermore, HBGS-F with its fully bal-
anced binary tree scales better than HBGS-D. This is because it
solves a much smaller problem at the root node, even though it
solves many more restricted problems. Each restricted game pro-
vides more pruning (infeasible combinations of follower actions
will not be propagated up the tree) and potentially tighter bounds.

Figure 3(b) shows an analysis of time required by HBGS-D and
HBGS-F in solving all the restricted Bayesian games before the
root node of hierarchical type tree is solved. The x-axis shows
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Figure 3: This plot shows the comparisons in performance of the four algorithms when the size of the input problem is scaled.

the number of pure strategies for both the players and the y-axis
shows the percentage of runtime. It shows that while HBGS-D
spends almost no time in initialization (‘Init’), HBGS-F spends
almost 40% of its runtime in solving the restricted games. On the
other hand, HBGS-F decomposes the problem more finely and thus
spends more time solving more of the restricted games. This is be-
cause the number of restricted games generated by HBGS-F are
more than the corresponding number in HBGS-D.However, the to-
tal time required by HBGS-F is considerably smaller (Figure 3(a))
which shows that hierarchical decompositions obtain more pruning
and generate better bounds than depth-one hierarchical trees.

Scale-up of number of types: For these experiments, both the
row and the column player had 30 pure strategies.The x-axis shows
the number of types, whereas the y-axis shows the runtime in sec-
onds. Again, the experiments were terminated after a cut-off time
of 24 hours. We can see that HBGS-F scales extremely well as
compared to the other algorithms; for example, HBGS-F solved a
problem with 6 types in an average 231 seconds whereas DOBSS
took an average of 12593.8 for the same problem instances. The
other two algorithms didn’t even finish their execution in 24 hours.
While DOBSS and Multiple-LPs do not scale beyond a few num-
ber of types, HBGS-F provides scale-up by an order of magnitude.
In Table 3, we present the runtime results of HBGS-F for up to
50 types. The experiments in this case had 5 pure strategies for
both players (the other algorithms can not solve any instance with
more than 20 types in 24 hours). This shows that DOBSS is no
longer the fastest Bayesian Stackelberg game solution algorithm,
and HBGS-F provides scale-up by an order of magnitude.

Table 3: Scaling up types (30 pure strategies per type)

Types Follower Pure Strategy Combinations Runtime (secs)
10 9.7e7 0.41
20 9.5e13 16.33
30 9.3e20 239.97
40 9.1e27 577.49
50 8.9e34 3321.681

6.2 HBSA Scale-up
In this section, we compare the performance of HBSA for Baye-

sian-SPARS games. Since no previous algorithms existed to solve
such Bayesian security games with scheduling constraints, we com-
pare the performance of variants of HBSA. We tested three differ-
ent variants: (1) the first, HBSA-D, analogous to HBGS-D, uses a
hierarchical tree with a depth of one, such that each leaf solves
a restricted game with exactly one follower type. (2) The sec-

ond, HBSA-F, analogous to HBGS-F, uses a fully branched binary
tree. (3) The third, HBSA-O, also constructs a depth-one tree like
HBSA-D, but uses ORIGAMI-S [7] to obtain bounds and branch-
ing heuristic from the restricted games. ORIGAMI-S is used since
it is polynomial time, and has been shown to be an effective heuris-
tic to generate bounds and branching rules for SPARS games [7].
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Figure 5: This plot shows the comparisons in performance of
the three algorithms when the input problem is scaled.

Scale-up in number of targets: In these experiments, the num-
ber of targets was varied while keeping the number of adversary
types fixed to 5. The number of defender resources was set so
cover 10% of the total number of targets. The results are shown
in Figure 5(a) where the x-axis shows the number of targets and the
y-axis shows the runtime in seconds. The graph shows that HBSA-
F is fastest, and scales much better compared to the HBSA-O and
HBSA-D variants. The simulations were terminated if they didn’t
finish in 24 hours. For example, HBSA-D and HBSA-O did not
finish in 24 hours for the case with 70 targets, while HBSA-F was
able to solve the problem instance in less than 5 hours.

Scale-up in number of types: These experiments varied the
number of types, while keeping the number of targets fixed to 50.
The number of resources was set to 5, so as to cover 10% of the
total number of targets. The x-axis shows the number of types
whereas the y-axis shows the runtime in seconds. The graph again
shows that HBSA-F is the fastest algorithm. Again, the cut-off
time for the experiments was 24 hours, and for example, HBSA-D
and HBSA-O could not solve for 6 types in 24 hours.

6.3 Approximations
This section discusses the performance scale-ups that can be

achieved when the algorithm was allowed to return approxima-
tion solutions. Three parameter settings of approximations were
allowed: 1 unit, 5 unit and 10 units8. The approximations were
8The maximum reward in the matrix was 100 units, and these were
chosen as 1%, 5% and 10% of the maximum possible payoff.
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Figure 4: This plot shows the comparisons in solution of the HBGS and its approximation variants.

tried on HBGS-F (with fully branched binary trees) since that prior
experiments had shown it to be the fastest algorithm.

The number of types was fixed to 6 and the number of pure
strategies was varied for the results shown in Figure 4(a). The
number of targets here is shown on the x-axis, whereas the y-axis
shows the runtime in seconds. Similarly, Figure 4(b) shows the
results when the number of types was increased while fixing the
strategy space to 50 pure strategies for the leader and all follower
types. These figures show that the approximation variants of HB-
GS scale significantly better. For example, while HBGS-F took
43,727 seconds to solve a problem instance with 50 pure strategies
and 6 types, the 1,5 and 10 unit approximations were able to solve
the same problem in 10639, 3131 and 2409 seconds respectively,
which is up to 18 times faster.

We also analyzed the difference in solution quality when the ap-
proximations were allowed, which is shown in Figure 4(c). The y-
axis shows the percentage error in the actual solution quality of the
approximate solution while the x-axis shows the number of targets.
Lower bar implies lower error. For example, the maximum error in
all settings for HBGS with an allowed approximation of five units
was less than two percent. These results show that allowing for ap-
proximate solutions can dramatically increase the scalability of the
algorithms without significant loss in the solution quality.

7. CONCLUSIONS
Algorithms for Stackelberg games have already seen limited ap-

plications in real-world domains; the capability to handle uncer-
tainty using Bayesian models is an important avenue of research to
facilitate further deployments. We present a new hierarchical algo-
rithm that is able to provide scale-ups by orders of magnitude over
the state-of-the-art. We apply this algorithm not only to general
Bayesian Stackelberg games but also show how the key ideas can
be applied to the latest algorithms for security games.
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ABSTRACT
Game theory is fast becoming a vital tool for reasoning about com-
plex real-world security problems, including critical infrastructure
protection. The game models for these applications are constructed
using expert analysis and historical data to estimate the values of
key parameters, including the preferences and capabilities of terror-
ists. In many cases, it would be natural to represent uncertainty over
these parameters using continuous distributions (such as uniform
intervals or Gaussians). However, existing solution algorithms are
limited to considering a small, finite number of possible attacker
types with different payoffs. We introduce a general model of infi-
nite Bayesian Stackelberg security games that allows payoffs to be
represented using continuous payoff distributions. We then develop
several techniques for finding approximate solutions for this class
of games, and show empirically that our methods offer dramatic
improvements over the current state of the art, providing new ways
to improve the robustness of security game models.

Categories and Subject Descriptors
I.2.11 [Computing Methodologies]: Artificial Intelligence—Dis-
tributed Artificial Intelligence

General Terms
Algorithms,Economics,Experimentation

Keywords
Game theory, Bayesian Stackelberg games, robustness, security,
uncertainty, risk analysis

1. INTRODUCTION
Stackelberg games are increasingly important for informing real-

world decision-making, including a growing body of work that ap-
plies these techniques in security domains such as critical infras-
tructure protection [22, 6], computer networks [3, 17], and robot
patrolling strategies [10, 2, 5]. Two software systems that use this
type of game modeling are in use by the the Los Angeles Inter-
national Airport (LAX) [20] and the Federal Air Marshals Service
(FAMS) [24] to assist with resource allocation decision. A key is-
sue that has arisen in these applications is whether the models can
Cite as: Approximation Methods for Infinite Bayesian Stackelberg
Games: Modeling Distributional Payoff Uncertainty, Christopher Kiek-
intveld, Janusz Marecki and Milind Tambe, Proc. of 10th Int. Conf. on
Autonomous Agents and Multiagent Systems (AAMAS 2011), Tumer,
Yolum, Sonenberg and Stone (eds.), May, 2–6, 2011, Taipei, Taiwan, pp.
1005-1012.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

accurately represent the uncertainty that domains experts have about
the inputs used to construct the game models, including the prefer-
ences and capabilities of terrorist adversaries.

To apply game-theoretic reasoning, the first step in the analysis
is to construct a precise game model. The typical approach (e.g.,
in the LAX and FAMS applications) is to construct a model using
a combination of the available data and expert opinions. Unfortu-
nately, the data is often limited or imprecise, especially in regards
to information about the terrorist adversaries. For example, it can
be difficult to predict precisely how attackers will weigh casualties,
economic consequences, media exposure, and other factors when
selecting targets. Our focus in this paper is on developing tech-
niques to more accurately model the uncertainty about the parame-
ters of the model to avoid poor decisions due to overconfidence.

Bayesian games [11] are the most common framework for rea-
soning about uncertainty in game-theoretic settings. Unfortunately,
it is known that finding equilibria of finite Bayesian Stackelberg
games is NP-hard [9]. The DOBSS algorithm [18] used in the AR-
MOR system at LAX is able to solve games with roughly 10 at-
tacker types and up to 5 actions for each player. Until very recently
with the development of HBGS [12], this was the fastest known al-
gorithm for finite Bayesian Stackelberg games. Both DOBSS and
HBGS are too slow to scale to domains such as FAMS with thou-
sands of actions, and we show in our experimental results that re-
stricting the model to a small number of attacker types generally
leads to poor solution quality.

In this work we introduce a general model of infinite Bayesian
Stackelberg security games that allows payoffs to be represented
using continuous payoff distributions (e.g., Gaussian or uniform
distributions). This model allows for a richer and more natural
expression of uncertainty about the input parameters, leading to
higher-quality and more robust solutions than finite Bayesian mod-
els. Our analysis of the model shows that finding exact analytic
solutions is infeasible (and efficient algorithms are unlikely in any
case, given the complexity results for the finite case). We focus
instead on developing approximate solution methods that employ
numerical methods, Monte-Carlo sampling, and approximate opti-
mization. Our experiments show that even approximate solutions
for the infinite case offer dramatic benefits in both solution quality
and scalability over the existing approaches based on perfect infor-
mation or small numbers of attacker types.

2. RELATED WORK
Stackelberg games have important applications in security do-

mains. These include fielded applications at the Los Angeles In-
ternational Airport [20] and the Federal Air Marshals Service [24],
work on patrolling strategies for robots and unmanned vehicles [10,
2, 5], applications of game theory in network security [3, 26, 17],
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and research that provides policy recommendations for allocation
of security resources at a national level [22, 6]. Bayesian games [11]
are a standard approach for modeling uncertainty, and there are
many specific examples of infinite Bayesian games that have been
solved analytically, including many types of auctions [14].

However, there is relatively little work on general algorithms for
solving large and infinite Bayesian games. Recent interest in this
class of games focuses on developing approximation algorithms [21,
4, 8]. Monte-Carlo sampling approaches similar to those we de-
scribe have been applied to some kinds of auctions [7]. In addition,
the literature on stochastic choice [15, 16] studies problems that
are simplified versions of the choice problem attackers face in our
model. Closed-form solutions exist only for special cases with spe-
cific types of uncertainty, even in the single-agent stochastic choice
literature. A alternative to Bayesian games that has been devel-
oped recently is robust equilibrium [1], which takes a worst-case
approach inspired by the robust optimization literature.

3. BAYESIAN SECURITY GAMES
We define a new class of infinite Bayesian Security Games, ex-

tending the model in Kiekintveld et. al. [13] to include uncertainty
about the attacker’s payoffs. The key difference between our model
and existing approaches (such as in Paruchuri et. al [18]) is that we
allow the defender to have a continuous distribution over the pos-
sible payoffs of the attacker. Previous models have restricted this
uncertainty to a small, finite number of possible attacker types, lim-
iting the kinds of uncertainty that can be modeled.

A security game has two players, a defender, Θ, and an at-
tacker, Ψ, a set of targets T = {t1, . . . , tn} that the defender
wants to protect (the attacker wants to attack) and a set of resources
R = {r1, . . . , rm} (e.g., police officers) that the defender may
deploy to protect the targets. Resources are identical in that any
resource can be deployed to protect any target, and any resource
provides equivalent protection. A defender’s pure strategy, denoted
σΘ, is a subset of targets from T with size less than or equal to m
An attacker’s pure strategy, σΨ, is exactly one target from T . ΣΘ

denotes the set of all defender’s pure strategies and ΣΨ is the set
of all attacker’s pure strategies. We model the game as a Stackel-
berg game [25] which unfolds as follows: (1) the defender com-
mits to a mixed strategy δΘ that is a probability distribution over
the pure strategies from ΣΘ, (2) nature chooses a random attacker
type ω ∈ Ω with probability Pb(ω), (3) the attacker observes the
defender’s mixed strategy δΘ, and (4) the attacker responds to δΘ
with a best-response strategy from ΣΨ that provides the attacker
(of type ω) with the highest expected payoff given δΘ.

The payoffs for the defender depend on which target is attacked
and whether the target is protected (covered) or not. Specifically,
for an attack on target t, the defender receives a payoff UuΘ(t) if the
target is uncovered, and UcΘ(t) if the target is covered. The payoffs
for an attacker of type ω ∈ Ω is UuΨ(t, ω) for an attack on an un-
covered target, and UcΨ(t, ω) for an attack on a covered target.We
assume that both the defender and the attacker know the above pay-
off structure exactly. However, the defender is uncertain about the
attacker’s type, and can only estimate the expected payoffs for the
attacker. We do not to model uncertainty that the attacker has about
the defender’s payoffs because we assume that the attacker is able
to directly observe the defender’s strategy.

3.1 Bayesian Stackelberg Equilibrium
A Bayesian Stackelberg Equilibrium (BSE) for a security game

consists of a strategy profile in which every attacker type is playing
a best response to the defender strategy, and the defender is playing
a best response to the distribution of actions chosen by the attacker

types. We first define the equilibrium condition for the attacker and
for the defender. We represent the defender’s mixed strategy δΘ by
the compact coverage vector C = (ct)t∈T that gives the probabil-
ities ct that each target t ∈ T is covered by at least one resource.
Note that

P
t∈T ct ≤ m because the defender has m resources

available. In equilibrium each attacker type ω best-responds to the
coverage C with a pure strategy σ∗Ψ(C,ω) given by:

σ∗Ψ(C,ω) = arg max
t∈T

(ct · UcΨ(t, ω) + (1− ct) · UuΨ(t, ω)) (1)

To define the equilibrium condition for the defender we first de-
fine the attacker response function A(C) = (at(C))t∈T that re-
turns the probabilities at(C) that each target t ∈ T will be at-
tacked, given the distribution of attacker types and a coverage vec-
tor C. Specifically:

at(C) =

Z
ω∈Ω

Pb(ω)1t(σ
∗
Ψ(C,ω))dω (2)

where 1t(σ
∗
Ψ(C,ω)) is the indicator function that returns 0 if

t = σ∗Ψ(C,ω) and 0 otherwise. Given the attacker response func-
tion A(·) and a set of all possible defender coverage vectors C,
the equilibrium condition for the defender is to execute its best-
response mixed strategy δ∗Θ ≡ C∗ given by:

δ∗Θ = arg max
C

X
t∈T

at(C)(ct · UcΘ(t) + (1− ct) · UuΘ(t)). (3)

3.2 Attacker Payoff Distributions
When the set of attacker types is infinite, calculating the attacker

response function directly from Equation (2) is impractical. For
this case we instead replace each payoff in the original model with
a continuous distribution over possible payoffs. Formally, for each
target t ∈ T we replace values UcΨ(t, ω), UuΨ(t, ω) over all ω ∈ Ω
with two continuous probability density functions:

fcΨ(t, r) =

Z
ω∈Ω

Pb(ω)UcΨ(t, ω)dω (4)

fuΨ(t, r) =

Z
ω∈Ω

Pb(ω)UuΨ(t, ω)dω (5)

that represent the defender’s beliefs about the attacker payoffs. For
example, the defender expects with probability fcΨ(t, r) that the at-
tacker receives payoff r for attacking target t when it is covered.
This provides a convenient and general way for domain experts to
express uncertainty about payoffs in the game model, whether due
to their own beliefs or based on uncertain evidence from intelli-
gence reports. Given this representation, we can now derive an
alternative formula for the attacker response function. For some
coverage vector C, let Xt(C) be a random variable that describes
the expected attacker payoffs for attacking target t, given C. It then
holds for each target t ∈ T that:

at(C) = Pb[Xt(C) > Xt′(C) for all t′ ∈ T \ t] (6)

because the attacker acts rationally. Equation 6 can be rewritten as:

at(C) =

r=+∞Z
r=−∞

Pb[Xt(C) = r] ·
Y

t′∈T\t
Pb[Xt′(C) < r]dr (7)

=

r=+∞Z
r=−∞

Pb[Xt(C) = r] ·
Y

t′∈T\t

r′=rZ
r′=−∞

Pb[Xt′(C) = r′]dr′ dr.
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Hence, we now show how to determine the random variablesXt(C)
used in Equation (7). That is, we provide a derivation of values
Pb[Xt(C) = r] for all t ∈ T and −∞ < r < +∞. To this end,
we represent eachXt(C) using two random variables,X−t (C) and
X+
t (C). X−t (C) describes the expected attacker payoffs for be-

ing caught when attacking target t while X+
t (C) describes the ex-

pected attacker payoffs for not being caught when attacking tar-
get t, given coverage vector C. It then holds that Xt(C) = r if
X−t (C) = x and X+

t (C) = r − x for some −∞ < x < +∞.
(Note, that in a trivial case where ct = 1 it holds thatPb[X+

t (C) =
0] = 1 and consequently X−t (C) = Xt(C). Similarly, if ct = 0
then Pb[X−t (C) = 0] = 1 and X+

t (C) = Xt(C).) We can hence
derive Pb[Xt(C) = r] as follows:

Pb[Xt(C) = r] =

x=+∞Z
x=−∞

Pb[X−t (C) = x] · Pb[X+
t (C) = r − x]dx

=

x=+∞Z
x=−∞

Pb[X−t (C) = x]dx · Pb[X+
t (C) = r − x]dx

dx

=

x=+∞Z
x=−∞

Pb[x ≤ X−t (C) ≤ x + dx] · Pb[r − x ≤ X+
t (C) ≤ r − x + dx]

dx

If a random event provides payoff y := x
ct

with probability ct,

the expected payoff of that event is y · ct = x. Therefore:

=

x=+∞Z
x=−∞

1

dx

y=
(x+dx)
ctZ

y= x
ct

fcψ(t, y)dy

y= r−x+dx
1−ctZ

y= r−x
1−ct

fuψ(t, y)dy

Substituting u := cty, v := (1− ct)y in the inner integrals we get:

=

x=+∞Z
x=−∞

1

dx

u=x+dxZ
u=x

fcψ

„
t,

u

ct

«
1

ct
du

v=r−x+dxZ
v=r−x

fuψ

„
t,

v

1− ct

«
1

1− ct
dv

=

x=+∞Z
x=−∞

1

dx
fcψ

„
t,

x

ct

«
1

ct
dx · fuψ

„
t,

r − x

1− ct

«
1

1− ct
dx

=

x=+∞Z
x=−∞

1

ct
fcψ

„
t,

x

ct

«
· 1

1− ct
fuφ

„
t,

r − x

1− ct

«
dx.

Using this derived formula for Pb[Xt(C) = r] in (7) we obtain:

at(C) =

r=+∞Z
r=−∞

x=+∞Z
x=−∞

1

ct
fcψ

„
t,

x

ct

«
· 1

1− ct
fuφ

„
t,

r − x

1− ct

«
dx dr

·
Y

t′∈T\t

r′=rZ
r′=−∞

x=+∞Z
x=−∞

1

ct′
fcψ

„
t′,

x

ct′

«
· 1

1− ct′
fuφ

„
t′,

r′ − x

1− ct′

«
dx dr′

Also written as at(C) =
R
gt

Q
t′∈T\tGt′ where Gt :=

R
gt and

gt(r) :=

x=+∞Z
x=−∞

1

ct
fcψ

„
t,

x

ct

«
· 1

1− ct
fuφ

„
t,

r − x

1− ct

«
dx

While a direct analytic solution of these equations is not tractable,
we can use numerical techniques to compute gt, Gt and at(C). In
our experiments we test two methods, one using straightforward
Monte-Carlo simulation and the second using piecewise-constant
functions to approximate fuφ and fuφ . The argument-wise multipli-
cation fuφ · fuφ still results in a piecewise constant function which,

after the integration operation, results in a piecewise linear func-
tion gt(r). We then re-approximate gt(r) with a piecewise con-
stant function, integrate gt(r) to obtain a piecewise linear function
Gt(r) and again re-approximate Gt(r) with a piecewise constant
function. Each product gt

Q
t′∈T\tGt′ is then a piecewise con-

stant function which after the integration operation is represented
as a piecewise linear function. The value of that last function ap-
proaches at(C) as the number of segments approaches infinity. By
varying the accuracy of these computations one can trade off opti-
mality for speed, as shown in our experiments.

4. SOLUTION METHODS
To solve the model described in the previous section we need to

find a Bayesian Stackelberg equilibrium which gives and optimal
coverage strategy for the defender and optimal response for every
attacker type. If there are a finite number of attacker types, an op-
timal defender strategy can be found using DOBSS [18]. Unfor-
tunately, there are no known methods for finding exact equilibrium
solutions for infinite Bayesian Stackelberg games, and DOBSS only
scales to small numbers of types. Here we focus on methods for ap-
proximating solutions to infinite Bayesian Stackelberg games. The
problem can be broken down into two parts:

1. Computing/estimating the attacker response function (Eqn 7)

2. Optimizing over the space of defender strategies, given the
attacker response function

In the previous section we were able to derive the form of the
attacker response function, but we lack any means to compute this
function analytically. As described above, we explore both brute-
force Monte-Carlo sampling and a piecewise-constant function ap-
proximation method to approximate this function. In addition, we
explore a variety of different approaches for optimizing the de-
fender strategy. Overall, we describe five different approximate
solution methods.

4.1 Sampled Bayesian ERASER
Our first method combines Monte-Carlo sampling from the space

of attacker types with an exact optimization over the space of de-
fender strategies. This approach is based on the DOBSS solver [18]
for finite Bayesian Stackelberg games. However, we also incorpo-
rate several improvements from the ERASER solver [13] that offer
faster solutions for the restricted class of security games. The re-
sulting method can be encoded as a mixed-integer linear program
(MIP), which we call Bayesian ERASER (not presented here due to
space constraints).

To use Bayesian ERASER to approximate a solution for an infi-
nite game we draw a finite number of sample attacker types from
the type distribution, assuming that each occurs with equal proba-
bility. The payoffs for each type are determined by drawing from
the payoff distributions specified in Equations 4 and 5. This re-
sults in a constrained, finite version of the infinite game that can be
solved using the Bayesian ERASER MIP. We refer to this method
as Sampled Bayesian ERASER (SBE) and use SBE-x to denote this
method with x sample attacker types. Armantier et al. [4] develop
an approach for approximating general infinite Bayesian games that
relies on solving constrained versions of the original game. Given
certain technical conditions, a sequence of equilibria of constrained
games will converge to the equilibrium of the original game. Here,
increasing the number of sample types corresponds to such a se-
quence of constrained games, so in the limit as the number of sam-
ples goes to infinity the equilibrium of SBE-∞ will converge to the
true Bayesian Nash equilibrium.
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4.2 Sampled Replicator Dynamics
The second algorithm uses a local search method (replicator dy-

namics) to approximate the defender’s optimal strategy, given the
attacker response function. Given that we are already using numer-
ical techniques to estimate the attacker response, it is sensible to
explore approximations for the defender’s optimization problem as
well. This allows us to trade off whether to use additional compu-
tational resource to improve the attacker response estimation or the
defender strategy optimization.

Sampled Replicator Dynamics (SRD) is based on replicator dy-
namics [23]. Since this is a form of local search, all we require
is a black-box method to estimate the attacker response function.
We could use either Monte-Carlo sampling or piecewise-constant
approximation, but use Monte-Carlo in our experiments. As above,
we use SRD-x to denote SRD with x sample attacker types. SRD
proceeds in a sequence of iterations. At each step the current cov-
erage strategy Cn = (cnt )t∈T is used to estimate the attacker re-
sponse function, which in turn is used to estimate the expected pay-
offs for both players. A new coverage strategyCn+1 = (cn+1

t )t∈T
is computed according to the replicator equation:

cn+1
t ∝ cnt · (Et(C)− UminΘ ), (8)

where UminΘ represents the minimum possible payoff for the de-
fender, andEt(C) is the expected payoff the defender gets for cov-
ering target t with probability 1 and all other targets with proba-
bility 0, given the estimated attacker response to Cn. The search
runs for a fixed number of iterations, and returns the coverage vec-
tor with the highest expected payoff. We introduce a learning rate
parameter α that interpolates between Cn and Cn+1, with Cn+1

receiving weight α in the next population and Cn having weight
1 − α. Finally, we introduce random restarts to avoid becoming
stuck in local optima. After initial experiments, we settled on a
learning rate of α = 0.8 and random restarts every 15 iterations,
which generally yielded good results (though the solution quality
was not highly sensitive to these settings).

4.3 Greedy Monte Carlo
Our next algorithm combines a greedy heuristic for allocating

defender resources with a very fast method for updating the at-
tacker response function estimated using Monte-Carlo type sam-
pling. We call this algorithm Greedy Monte-Carlo (GMC). The
idea of the greedy heuristic is to start from a coverage vector that
assigns 0 probability to every target. At each iteration, the algo-
rithm evaluates the prospect of adding some small increment (∆)
of coverage probability to each target. The algorithm computes the
difference between the defender’s expected payoff for the current
coverage vector C and the new coverage vector that differs only in
the coverage for a single target t such that c′t = ct + ∆. The target
with the maximum payoff gain for the defender is selected, ∆ is
added to the coverage for that target, and the algorithm proceeds to
the next iteration. It terminates when all of the available resources
have been allocated.

The idea of using a greedy heuristic for allocating coverage prob-
ability is motivated in part by the ORIGAMI algorithm [13] that is
known to be optimal for the case without uncertainty about attacker
payoffs. That algorithm proceeds by sequentially allocating cover-
age probability to the set of targets that give the attacker the maxi-
mal expected payoff. In the Bayesian case there is no well-defined
set of targets with maximal payoff for the attacker since each type
may have a different optimal target to attack, so we choose instead
to base the allocation strategy on the defender’s payoff.

In principle, any method for estimating the attacker response

function could be used to implement this greedy algorithm. How-
ever, we take advantage of the fact that the algorithm only requires
adding coverage to a single target at a time to implement a very fast
method for estimating the attacker response function. We begin by
using Monte-Carlo sampling to generate a large number of sample
attacker types. For each target we maintain a list containing the in-
dividual attacker types that will attack that target, given the current
coverage vector. For each type ω we track the current expected pay-
off for each target, the best target to attack, and the second best tar-
get to attack. These can be used to calculate the minimum amount
of coverage δ that would need to be added to current coverage cbest
of the best target to induce type ω to switch to attacking the second
best target instead. Formally, the target switching condition:

(cbest + δ)UcΨ(best, ω) + (1− (cbest + δ))UuΨ(best, ω)

= (csecond)U
c
Ψ(second, ω) + (1− csecond)UuΨ(second, ω)

Allows us to derive:

δ =
(csecond)U

c
Ψ(second, ω) + (1− csecond)UuΨ(second, ω)

UcΨ(best, ω)− UuΨ(best, ω)

− (cbest)U
c
Ψ(best, ω)− (cbest)U

u
Ψ(best, ω)

UcΨ(best, ω)− UuΨ(best, ω)
. (9)

Using this data structure we can quickly compute the change in
the defender’s expected payoff for adding ∆ coverage to a target t.
There are three factors to account for:

1. The defender’s expected payoff for an attack on t increases

2. The probability that the attacker will choose t may decrease,
as some types may no longer have t as a best response

3. The probability that other targets are attacked may increase
if types that were attacking t choose different targets instead

For every type in the list for target t we determine whether or not
the type will change using Eqn. 9. If the type changes we update
the payoff against that type to be the expected defender payoff as-
sociated with the second best target for that type. If not, the payoff
against that type is the new defender expected payoff for target t
with coverage ct + ∆. After adjusting the payoffs for every type
that was attacking target t in this way we have the change in the
defender expected payoff for adding ∆ for target t.

After computing the potential change for each target we select
the target with the maximum gain for the defender and add the ∆
coverage units to that target. We update the data structure contain-
ing the types by updating the expected value for the changed target
for every type (regardless of which target it is currently attacking).
If the target updated was either the best or second best target for a
type, we recompute the best and second best targets and, if neces-
sary, move the type to the list for the new best target.

Based on our initial experiences with the GMC method we added
two modifications to prevent the algorithm from becoming stuck in
local optima in specific cases. First, we placed a lower bound of
1% on the ∆ used during the calculations to compute the value
of adding coverage to each target, even through the actual amount
of coverage added once the best target is selected may be much
smaller. In practice, this smoothes out the estimated impact of
types changing to attack different targets by averaging over a larger
number of types. Second, for cases with a very small numbers of
types we use an "optimistic" version of the heuristic in which we
assume that the new value for any type that changes to attacking a
new target gives the maximum of the current value or the value for
the new target (for the defender). The intuition for this heuristic is
that it assumes that additional coverage could later be added to the
second-best target to make the type to switch back.
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4.4 Worst-Case Interval Uncertainty
We also consider an approach based on minimizing the worst-

case outcome, assuming interval uncertainty over the attacker’s pay-
offs. The BRASS algorithm [19] was originally designed to model
bounded rationality in humans. Rather than the standard assump-
tion that attackers will choose an optimal response, BRASS as-
sumes that attackers will choose any response in the set of re-
sponses with expected value within ε units of the optimal response,
where ε is a parameter of the algorithm. The algorithm optimizes
the defender’s optimal payoff for the worst-case selection of the
attacker within the set of feasible responses defined by ε.

While this technique was originally motivated as a way to cap-
ture deviations from perfect rationality in human decision-making,
here we reinterpret the method as a worst-case approach for payoff
uncertainty. Suppose that the defender does not know the attacker’s
payoffs with certainty, but knows only that each payoff is within an
interval of mean ± ε

2
. Then an attacker playing optimally could

attack any target within ε of the target with the best expected value
based on the means (since the "best" value could be up to ε

2
too

high, and the value for another target could be up to ε
2

too low).

4.5 Decoupled Target Sets
Our last method for solving Infinite Bayesian Stackelberg Games

is called Decoupled Target Sets (DTS). DTS is an approximate
solver, for it assumes that the attacker preference as to which target
t ∈ D ⊂ {1, 2, ..., T} to attack depends on the probabilities ct of
targets t ∈ D being covered, but does not depend on the probabili-
ties ct of targets t ∈ D := {1, 2, ..., T}\D being covered. For ex-
ample, let D = {1, 2} ⊂ {1, 2, 3}. Here, DTS assumes that when
the attacker evaluates whether it is more profitable to attack target
1 than to attack target 2, the attacker needs to know the probabil-
ities c1, c2 but does not have to reason about the probability c3 of
target 3 being covered. While this attacker strategy appears sound
(after all, “Why should the attacker bother about target 3 when it
debates whether it is better to attack target 1 than to attack target
2?”), it can be shown that it is not always optimal. In general then,
DTS assumes that for any two coverage vectors C = (ct)t∈D∪D ,
C′ = (c′t)t∈D∪D such that ct = c′t for all t ∈ D, it holds that

at(C)

at′(C)
=

at(C
′)

at′(C′)
for any t, t′ ∈ D. (10)

The immediate consequence of this assumption is that a sys-
tematic search for the optimal coverage vector can be performed
incrementally, considering larger and larger sets of targets D ⊂
{1, 2, . . . T} (by adding to D a target from {1, 2, . . . , T} \ D in
each algorithm iteration). In particular, to find an optimal coverage
vector for targets {1, 2, . . . d}, DTS reuses the optimal coverage
vectors (for coverage probability sums c1 +c2 + . . .+cd−1 ranging
from 0 to 1) for targets {1, 2, . . . , d − 1} alone (found at previous
algorithm iteration) while ignoring the targets {d+1, d+2, . . . , T}.
Assuming that a probability of covering a target is a multiple of ε,
DTS’s search for the optimal—modulo assumption (10)—coverage
vector can be performed in time O(ε · T ). Our implementation of
DTS uses the piecewise-constant attacker response approximation
method.

5. EXPERIMENTAL EVALUATION
We present experimental results comparing the solution quality

and computational requirements of the different classes of approx-
imation methods introduced previously.

5.1 Experimental Setup

Our experiments span three classes of security games, each with
a different method for selecting the distributions for attacker pay-
offs. In every case we first draw both penalty and reward payoffs for
both the attacker and defender. All rewards are drawn from U [6, 8]
and penalties are drawn from U [2, 4]. We then generate payoff dis-
tributions for the attacker’s payoffs using the values drawn above
as the mean for the distribution. In uniform games the attacker’s
payoff is a uniform distribution around the mean, and we vary the
length of the intervals to increase or decrease uncertainty. For
Gaussian games the distributions are Gaussian around the mean
payoff, with varying standard deviation. In both cases, all distribu-
tions for a particular game have the same interval size or standard
deviation. The final class of games, Gaussian Variable, models
a situation where some payoffs are more or less certain by using
Gaussian distributions with different standard deviations for each
payoff. The standard deviations themselves are drawn from either
U [0, 0.5] or U [0.2, 1.5] to generate classes with "low" or "high"
uncertainty on average.

Our solution methods generate coverage strategies that must be
evaluated based on the attacker response. Since we do not have a
way to compute this exactly, we compute the expected payoffs for
any particular strategy by finding an extremely accurate estimate
of the attacker response using 100000 Monte-Carlo samples. We
employ two baseline methods in our experiments. The first simply
plays a uniform random coverage strategy, such that each target is
covered with equal probability using all available resources. The
second uses the mean of each attacker distribution as a point esti-
mate of the payoff. This is a proxy for models in which experts
are forced to specify a specific value for each payoff, rather than
directly modeling any uncertainty about the payoff. This can be
solved using the SBE method, using the mean payoffs to define a
single attacker type.

5.2 Attacker Response Estimation
We implemented two different methods for estimating the at-

tacker response function. The first uses Monte-Carlo sampling to
generate a finite set of attacker types. To estimate the response
probabilities we calculate the best response for each sample type
and use the observed distribution of targets attacked as the esti-
mated probabilities. The second method approximates each dis-
tribution using a piecewise constant (PWC) function and directly
computes the result of Equation 7 for these functions.

Figures 1(a) and 1(b) compare the estimation accuracy for these
two methods. Results are averaged over 100 sample games, each
with 10 targets and 1 defender resource. For each game we draw
a random coverage vector uniformly from the space of defender
strategies to evaluate. For the uniform case, mean attacker payoffs
are drawn from U[5,15] for the covered case and U[25,35] for the
uncovered case, and every distribution has a range of 10 centered
on the mean. For the Gaussian case, mean payoffs are drawn from
U[2.5,3.5] for the covered case and U[5,6] for the uncovered case,
with standard deviations for each distribution drawn from U[0,0.5].
Each method has a parameter controlling the tradeoff between solu-
tion quality and computation time. For Monte-Carlo sampling this
is the number of sample types, and for the PWC approximation it
is the absolute difference in function values between two adjacent
constant intervals. To enable easy comparison, we plot the solution
time on the x-axis, and the solution quality for each method on the
y-axis (rather than the raw parameter settings). Solution quality is
measured based on the root mean squared error from an estimate
of the true distribution based on 100000 sample attacker types. We
see that in the uniform case, PWC approximation generally offers
a better tradeoff between solution time and quality. However, for
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Figure 1: Comparison of Monte-Carlo and piecewise-constant
estimation methods for the attacker response function.

the more complex Gaussian distributions the Monte-Carlo method
gives better performance.

5.3 Approximation Algorithms
We next compare the performance of the full approximation al-

gorithms, evaluating both the quality of the solutions they produce
and the computational properties of the algorithms. The first set of
experiments compares all of the algorithms and the two baseline
methods (uniform and mean) on small game instances with 5 tar-
gets and 1 defender resource. We generated random instances from
each of the three classes of games described in Section 5.1: Uni-
form, Gaussian, and Gaussian Variable, varying the level of payoff
uncertainty using the parameters described above. We used 100
games instances for every different level of payoff uncertainty in
each class of games. The tests are paired, so every algorithm is run
on the same set of game instances to improve the reliability of the
comparisons.1

The first three plots, Figures 2(a), 2(b), and 2(c) show a com-
parison of the best solution quality achieved by each algorithm in
the three classes of games. The y-axis shows the average expected
defender reward for the computed strategies, and the x-axis repre-
sents the degree of uncertainty about the attacker’s payoffs. Each
algorithm has parameters that can affect the solution quality and
computational costs of generating a solution. We tested a variety of
parameter settings for each algorithm, which are listed in Table 1.
For cases with more than one parameter we tested all combina-
tions of the parameter settings shown in the table. The first set of
results reports the maximum solution quality achieved by each al-
gorithm over any of the parameter settings to show the potential

1In general, there is substantial variance in the overall payoffs due
to large differences in the payoffs for each game instance (i.e., some
games are inherently more favorable than others). However, the dif-
ferences in performance between the algorithms on each individual
instance are much smaller and very consistent.

Table 1: Parameter settings for the algorithms tested in the first
experiment.

Parameter Values
SBE num types 1, 3, 5, 7
BRASS epsilon 0.1, 0.2, 0.3, 0.5, 1.0
SRD num types 10, 50, 100, 1000
SRD num iterations 1000, 10000
GMC num types 100, 1000, 10000
GMC coverage increment 0.01, 0.001, 0.0001
DTS max error 0.02, 0.002
DTS step size 0.05, 0.02
DTS coverage increment 0.05, 0.02

quality given under ideal settings. The settings that yield the best
performance may differ in the different types of games and level of
uncertainty.

The results are remarkably consistent in all of the conditions
included in our experiment. First, we observe that the baseline
method "mean" that uses point estimates of payoff distributions
performs extremely poorly in these games–in many cases it is actu-
ally worse than playing a uniform random strategy! SBE performs
somewhat better, but is severely limited by an exponential growth
in solution time required to find an exact optimal defender strategy
as the number of sample attacker types increases. The maximum
number of types we were able to run in this experiment was only
seven (many orders of magnitude smaller than the number of sam-
ple types used for the other methods).

All four of the remaining methods (SRD, BRASS, GMC, and
DTS) give much higher solutions quality than either of the base-
lines or the SBE method in all cases. These methods are similar in
that all four rely on approximation when computing the defender’s
strategy, but they use very different approaches. It is therefore
quite surprising that the expected payoffs for all four methods are
so close for these small games. This is true when we look at the
data for individual game instances as well as in aggregate. On any
individual instance, the difference between the best and worst solu-
tion generated by one of these four is almost always less than 0.05
units. This suggests that the strategies generated by all of these
algorithms are very close to optimal in these games. Overall, the
GMC method does outperform the others by a very small margin.
This is also consistent on a game-by-game basis, with GMC gener-
ating the best strategy in over 90% of the game instances.

To this point we have focused on the the best solution quality
possible with each method. We now extend the analysis to include
the tradeoff of computational speed versus increased solution qual-
ity. This is particularly complex because of the large number of
potential parameter settings for each algorithm and the fact that
these parameters do not have the same interpretation. To analyze
this tradeoff, we plot the solution quality against the solution time
for each of the parameter settings of the different algorithms. The
data for Gaussian games with attacker standard deviations of 0.2
is presented in Figure 3. Other classes of games have similar re-
sults. Solution time (in ms) is given on the x-axis in a log scale,
and solution quality is reported on the y-axis as before.

The upper-left corner of the plot corresponds to high solution
quality and low computational efforts, so it is most desirable. Points
from the GMC and SRD methods dominate this part of the figure,
indicating that these methods are computationally scalable and give
high-quality solutions. In constrast, SBE scales very poorly; even
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Figure 2: Solution quality and computation time comparisons.

after 10000ms SBE still has a lower solution quality than any of
the data points for GMC, SRD, or DTS. DTS consistently has high
solution quality, but takes much longer than GMC or SRD even in
the best case. BRASS has a different pattern of performance than
the other methods. Every parameter setting takes roughly the same
amount of time, they vary dramatically in solution quality. This is
because the best setting for the ε parameter depends on the amount
of uncertainty in the game, and is not directly related to the quality
of approximation in the same way as the parameters for the other
algorithms. In practice this is a significant disadvantage, since it is
not obvious how to set the value of ε for any particular problem.
This can be determined empirically (as in our experiments), but it
requires running BRASS multiple times with different settings to
find a good value.

Our next experiment focuses on the quality of the approxima-
tions for SRD and GMC in a situation where an optimal solution
can be computed. For finite Bayesian Stackelberg games with a
small number of types we can compute an exact optimal response
using SBE. Since both SRD and GMC use Monte-Carlo sampling
to approximate the attacker type distribution for infinite games, we
can also apply these methods to finite games with known types. In
this experiment, we test SBE, SRD, and GMC on finite games with
exactly the same types. The games are generated from the Gaus-
sian infinite games with standard deviations of 0.2, but once the
types are drawn, these are interpreted as known finite games. Re-
sults are shown in Figure 2(d), with the number of attacker types on
the x-axis and solution quality on the y-axis. GMC1 is GMC with
the original greedy heuristic, and GMC2 uses the modified opti-
mistic greedy heuristic. We can see in this experiment that SRD
and GMC2 both achieve very close to the true optimal defender
strategy in these games, but GMC1 performs poorly. In general,
GMC1 performs very well in games with large numbers of types
(such as when we are approximating the infinite case), but GMC2
is preferable when there is a very small number of types.
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Figure 3: Comparison of the tradeoff in solution quality and
computational cost for each of the algorithms, exploring the
effects of different parameter settings.

The final experiment we report takes the three most scalable
methods (SRD, GMC, and BRASS) and tests them on much larger
game instances. We run this experiment on the Gaussian variable
class of games with standard deviations drawn U [0, 0.5]. The num-
ber of targets varies between 5 and 100 in this experiment, with the
number of resources set to 20% of the number of targets in each
case. Due to the increased computational time to run experiments,
we use only 30 sample games for each number of targets in this ex-
periment. For SRD and GMC we tested "low" and "high" computa-
tional effort parameter settings. Solution quality results are shown
in Figure 2(e), and timing results are presented in Figure 2(f).

The three approximate methods all clearly outperform both the
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uniform and mean baselines. As the number of targets increases,
the mean method shows some improvement over the uniform ran-
dom strategy. BRASS and the two variants of SRD both have sim-
ilar solution quality scores. The most striking result is that both the
low and high effort version of GMC significantly outperform all
of the other methods for larger games, while also having relatively
faster solution times.

6. CONCLUSION
Developing the capability to solve large game models with rich

representations of uncertainty is critical to expanding the reach of
game-theoretic solutions to more real-world problems. This cuts
to the central concern of ensuring that users have confidence that
their knowledge is accurately represented in the model. Our ex-
periments reinforce that experts and game theorists should not be
comfortable relying on perfect-information approximations when
there is uncertainty in the domain. Relying on a perfect informa-
tion approximation such as the mean baseline in our experiments
resulted in very poor decisions—closer in quality to the uniform
random baseline than to our approximate solvers that account for
distributional uncertainty.

In this work we developed and evaluated a wide variety of differ-
ent approximation techniques for solving infinite Bayesian Stack-
elberg games. These algorithms have very different properties, but
all show compelling improvements over existing methods. Of the
approximate methods, Greedy Monte-Carlo (GMC) has the best
performance in solution quality and scalability, and Sampled Repli-
cator Dynamics (SRD) also performs very well. As a group, the
approximate solvers introduced here constitute the only scalable
algorithms for solving a very challenging class of games with im-
portant real-world applications.
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ABSTRACT
Recent applications of game theory in security domains use
algorithms to solve a Stackelberg model, in which one player
(the leader) first commits to a mixed strategy and then the
other player (the follower) observes that strategy and best-
responds to it. However, in real-world applications, it is
hard to determine whether the follower is actually able to
observe the leader’s mixed strategy before acting.

In this paper, we model the uncertainty about whether
the follower is able to observe the leader’s strategy as part
of the game (as proposed in the extended version of Yin
et al. [17]). We describe an iterative algorithm for solving
these games. This algorithm alternates between calling a
Nash equilibrium solver and a Stackelberg solver as subrou-
tines. We prove that the algorithm finds a solution in a finite
number of steps and show empirically that it runs fast on
games of reasonable size. We also discuss other properties
of this methodology based on the experiments.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent
Systems; J.4 [Social and Behavioral Sciences]: Eco-
nomics

General Terms
Algorithms, Economics, Theory

Keywords
game theory, Stackelberg, Nash, observability, strategy gen-
eration

1. INTRODUCTION
When multiple self-interested agents interact in the same

domain, game theory provides a framework for reasoning
about how each agent should act. One use of game theory
is by an outside party that tries to predict the outcome of a
strategic situation. For example, when we design a mecha-
nism (e.g., an auction), we can use game theory to evaluate
whether any given design will lead to good outcomes when
the agents participating in it are strategic. Another use is by

Cite as: Solving Stackelberg Games with Uncertain Observability,
Dmytro Korzhyk, Vincent Conitzer, Ronald Parr, Proc. of 10th Int.
Conf. on Autonomous Agents and Multiagent Systems (AA-
MAS 2011), Tumer, Yolum, Sonenberg and Stone (eds.), May, 2–6, 2011,
Taipei, Taiwan, pp. 1013-1020.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

one of the agents in the game that wants to determine how
to play. For example, game theory is often used to create
poker-playing programs. Recently, algorithms for comput-
ing game-theoretic solutions have also started to find appli-
cations in security applications, where one of the players,
the defender, tries to allocate limited defensive resources in
anticipation of an attack by an attacker. Real-world exam-
ples include the placement of checkpoints and canine units
at Los Angeles International airport [13] and the assignment
of Federal Air Marshals to flights [15].

Probably the best-known solution concept in game theory
is that of Nash equilibrium: a profile of mixed strategies, one
for each player, is said to be in Nash equilibrium if no indi-
vidual player can benefit from deviating. (A mixed strategy
is a distribution over pure strategies; a pure strategy is a
complete, deterministic plan of action.) Another possibility,
especially in the context of an agent who is determining how
to play in a game, is to compute a Stackelberg mixed strategy
for the player. Such a strategy is an optimal solution when
the player can commit to the mixed strategy before her op-
ponent moves, so that the opponent will best-respond to the
mixed strategy. This latter approach has various desirable
properties, including the following. It avoids the equilib-
rium selection problem (if a game has multiple equilibria,
which one should we play?). It leads to utilities for the com-
mitting player that are at least as high as, and sometimes
higher than, what she would get in any Nash equilibrium (in
fact, any correlated equilibrium [16]). Finally, in two-player
normal-form games, there is a polynomial-time algorithm
for computing a Stackelberg mixed strategy [3, 16], whereas
computing a Nash equilibrium is PPAD-complete [5, 1, 2],
and computing an (even approximately) optimal Nash equi-
librium is NP-hard for just about any reasonable definition
of optimality [6, 4].

We can illustrate the differences between these concepts
using the example game shown in Figure 1. (We will use the
same game as an example later in the paper.) This game
has no pure-strategy Nash equilibrium. The unique mixed-
strategy Nash equilibrium profile of this game is
〈(0.5, 0.5), (0, 0.5, 0.5, 0)〉.1 The row player’s utility from

1The equilibrium is unique because of the following. If the
row player plays U with probability > 0.5, then only EL and
L can be best responses for the column player, but then U
cannot be a best response for the row player. By symmetry,
the row player also cannot play D with probability > 0.5.
Hence any equilibrium has the row player playing (0.5, 0.5).
Only L and R are best responses to this for the column
player, and the only way to put probability on these to keep
the row player indifferent between U and D is (0, 0.5, 0.5, 0).
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playing this equilibrium is 0.5. In contrast, in the Stack-
elberg model, the row player can commit to playing U, so
that the column player best-responds with EL, which re-
sults in a utility of 9 for the row player. The row player
can achieve an even higher utility by committing to a mixed
strategy. If the row player commits to playing U with prob-
ability 8/9 + ε and D with probability 1/9 − ε, the column
player’s best-response is still EL, and the row player’s util-
ity is approximately 9+1/9. The Stackelberg solution is the
limit as ε→ 0. (Note that there are symmetric solutions on
the other side of the game where the row player puts most of
the probability on D and the column player responds with
ER.)

EL L R ER
U 9,10 0,9 1,8 10,0
D 10,0 1,8 0,9 9,10

Figure 1: An example normal-form game.

Of course, playing a Stackelberg strategy seems to make
little sense without some argument as to why the player
should indeed be able to commit before her opponent moves.
In the real-world security applications mentioned above, where
Stackelberg strategies are indeed used, the argument is that
the attacker (follower) can observe the defender (leader)’s
actions over time, and thereby reconstruct the distribution,
before attacking. This argument is not entirely uncontro-
versial: in many contexts, it is not clear that the follower
can indeed observe the leader’s mixed strategy. A recent
study shows that a large class of security games has the
property that any Stackelberg strategy is also a Nash equi-
librium strategy (and moreover that there is no equilibrium
selection problem) [17]. Nevertheless, this is known to not be
true for other security games (as well as other non-security
games, such as the example game that we just considered).

How should the leader agent play when she is not sure
about the follower’s ability to observe her mixed strategy,
as is often the case in practice? One model that has been
proposed in the extended version of Yin et al. [17] for this is
to consider an extensive-form game where Nature makes a
random move determining whether the leader’s mixed strat-
egy is observable or not, and then to find an equilibrium
of this larger game. We will discuss this model in detail
in Section 2. In this paper, we study properties of this
model, present the first algorithm for solving these infinite-
size extensive-form games, and evaluate it on random games.
Our algorithm calls subroutines for solving Nash and Stack-
elberg problems; it works on arbitrary games (as long as the
Nash and Stackelberg subroutines do).

2. REVIEW: EXTENSIVE-FORM GAME
TO MODEL UNCERTAINTY ABOUT
OBSERVABILITY

There are two players in the original game (represented in
normal form): the leader and the follower. The leader’s set
of pure actions is Al. The follower’s set of pure actions is
Af . If the outcome of the game is (al, af ), where al ∈ Al is
the leader’s action and af ∈ Af is the follower’s action, then
the leader’s utility is ul(al, af ), and the follower’s utility is
uf (al, af ).

We now present the extensive-form game model intro-

duced by Yin et al. (in the extended version of the pa-
per [17]), which is arguably the most straightforward way to
introduce uncertainty about the follower’s ability to observe
the leader’s distribution over Al. The extensive-form game
proceeds as follows. First, Nature decides whether the fol-
lower will observe the leader’s distribution or not. The prob-
ability that the follower observes the leader’s distribution is
pobs; correspondingly, the probability that the follower does
not observe it is 1−pobs. Then, the leader, without knowing
Nature’s choice, chooses a distribution over Al. Next, the
follower chooses a response af ∈ Af , possibly after observ-
ing the distribution over Al chosen by the leader if Nature
has decided that the follower is able to observe. Finally, al
is drawn from the leader’s distribution; the leader’s utility
is ul(al, af ), and the follower’s utility is uf (al, af ).

(pobs) (1-pobs)

Nature

Leader

Follower

 (infinite
number of
  actions)

 (infinite
number of
  actions)

observed not observed

follower moves with knowledge
   of the leader's distribution

follower moves without knowledge
   of the leader's distribution

Figure 2: The extensive form of the game.

The extensive form of this game is shown in Figure 2. At
the root, Nature makes a choice; at the next level, the leader
chooses a distribution over Al (note that there are infinitely
many distributions to choose from—in particular, choosing
a distribution is not the same as randomizing over which
action to choose here); and at the next level, the follower
chooses an action in Af . Nodes that are in the same infor-
mation set are connected with dashed lines. The two leader
nodes are in the same information set because the leader
does not observe Nature’s decision. The follower’s nodes in
the right subtree are in the same information set, because
the right subtree corresponds to the case where the follower
does not observe the distribution.

It is important to emphasize that a pure strategy for the
leader in this extensive-form game is a distribution over Al;
a mixed strategy for the leader is a distribution over such
distributions. (In fact, we will show shortly that a distri-
bution over distributions over Al cannot be simplified to a
distribution over Al in this context.) A pure strategy for the
follower specifies one action in Af for every follower node on
the left-hand side of the tree, plus one additional action for
the follower’s information set on the right-hand side of the
tree. In fact, it is possible to simplify the left-hand side of
the tree: we can take the follower’s best action at each of his
nodes on the left-hand side, and simply propagate the corre-
sponding value up to that node as in backward induction.2

(If there is a tie for the follower, he will break it in favor of
the leader, to stay consistent with the Stackelberg model.)
Thus we can eliminate the bottom level of the left-hand side
of the tree, so that effectively a follower pure strategy in
the extensive form consists of only a single action in Af ,
corresponding to his action in the information set on the
right-hand side.

2Note that we are just doing this at a conceptual level; we
never actually write down this (infinite-sized) tree.
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Since our goal is to solve an extensive-form game, a nat-
ural question is whether off-the-shelf extensive-form game
solvers are sufficient for this. As we have pointed out, the
leader’s strategy space is infinite, preventing the direct ap-
plication of standard methods. One way to address this is to
discretize the leader’s strategy space and obtain an approx-
imate solution. Because this strategy space is an (|Al| − 1)-
simplex, discretizing it sufficiently finely is likely to lead to
scalability issues. Our algorithm, in contrast, generates pure
strategies for the leader in an informed way that results in an
exact solution. Moreover, as we will see, experimentally our
algorithm requires the generation of only very few strategies,
so that there can be little doubt that this is preferable to
the uninformed discretization approach.

3. EQUILIBRIA MAY REQUIRE
RANDOMIZING OVER
DISTRIBUTIONS

Because pure strategies for the leader in the extensive-
form game are distributions over Al, it follows that mixed
strategies for the leader are distributions over distributions.
However, one may be skeptical as to whether it is ever really
necessary to randomize over distributions, rather than just
simplifying the strategy back down to a single distribution.
In this subsection, we show that for some games, randomiz-
ing over distributions is in fact necessary, in the sense that
there is no equilibrium of the extensive-form game in which
the leader plays a pure strategy.

Consider again the example game in Figure 1, whose Nash
equilibrium and Stackelberg strategies we have already ana-
lyzed. Now consider the extensive-form variant of this game
where the leader (row player)’s distribution is observed with
probability pobs = .99. Because the leader’s distribution is
almost always observed, it is suboptimal for the leader to
put positive probability on any distribution that has prob-
ability strictly between 1/9 and 8/9 on U. This is because,
when observed (which happens almost always), such dis-
tributions would incentivize the follower to play L or R,
whereas any more extreme distributions will incentivize the
follower to play EL or ER, leading to much higher utilities
for the leader. (We recall that, upon observing the distri-
bution, the follower is assumed to break ties in the leader’s
favor for technical reasons, though this is not essential for
the example.)

It is also suboptimal to put positive probability on any
distribution that puts strictly more than 8/9 probability on
U. This is because, as long as the probability on U is at
least 8/9, any unit of probability mass placed on D results
in a utility of 10 rather than 9 in the .99 of cases where the
follower observes; this outweighs any benefit that placing
this unit of probability elsewhere might have in the .01 of
cases where the follower does not observe. Similarly, putting
positive probability on any distribution that puts strictly
less than 1/9 probability on U is suboptimal. Hence, all of
the leader’s mass is either on the distribution (8/9, 1/9) or
on the distribution (1/9, 8/9).

If the leader places all her mass on the distribution
(8/9, 1/9), the follower is incentivized to play EL all the
time. However, if this is so, the leader has an incentive to de-
viate to (1/9, 8/9). This is because this distribution will give
her just as high a utility as (8/9, 1/9) if it is observed (the
follower will respond with ER); however, if it is not observed,

the follower will not know that the leader has deviated and
still play EL, and (1/9, 8/9) gives a higher utility against
EL than (8/9, 1/9). Hence there is no equilibrium where
the leader places all her mass on (8/9, 1/9) (and, by sym-
metry, there is none where the leader places all her mass on
(1/9, 8/9)). In fact, by similar reasoning as that used to es-
tablish the uniqueness of the Nash equilibrium of the original
game, we can conclude that in equilibrium the leader must
randomize uniformly between (8/9, 1/9) and (1/9, 8/9); the
follower must then respond accordingly with EL or ER when
he observes the distribution, and when he does not observe
the distribution he must randomize uniformly between L and
R (to keep the leader indifferent between her two distribu-
tions). Hence, this is the unique equilibrium.

4. THE ALGORITHM
We now present our algorithm for solving for an equi-

librium of the extensive-form game (Figure 2). The intu-
ition behind the algorithm is as follows. As we have al-
ready pointed out, after applying backward induction to
the left-hand side of the extensive-form game, the follower’s
pure strategy space in the extensive-form game is simply
Af (corresponding to the action he takes on the right-hand
side), which is manageable. What is not manageable is the
space of all the leader pure strategies in the extensive form:
there is one for every distribution over Al, so there are in-
finitely many. This prevents us from simply writing down
the normal-form game corresponding to the extensive-form
game and solving that. (Note that this is not the same
as the original normal-form game that has no uncertainty
about observability.)

To address this, we start with a limited set of leader dis-
tributions (for example, the set of all |Al| degenerate distri-
butions), and solve for a Nash equilibrium of this restricted
game. This will give us a mixed strategy for the follower;
the next step is to find the best leader pure strategy (distri-
bution over Al) in response to this follower mixed strategy.
As we will see, technically, this corresponds to solving for
a Stackelberg solution of an appropriately modified normal-
form game. We then add the resulting distribution to the
set of leader distributions, solve for a new equilibrium, etc.,
until convergence.

This type of strategy generation approach has been ap-
plied to solve various games where the strategy space is too
large to write down [11, 7, 8]. (It has a close relation to
the notion of constraint / column generation in linear pro-
gramming.) Usually, this is because the strategy space is
combinatorial—but it is finite, and hence the algorithm is
guaranteed to converge eventually. In our case, however,
there is a continuum of leader strategies, so we have to prove
convergence, which we will do later.

Our algorithm for finding an equilibrium of the extensive-
form game is shown in Figure 3. In this algorithm, G(D,Af )
is a normal-form game, more specifically it is the normal-
form game corresponding to the extensive-form game, except
that the leader can only choose from the distributions in D.

At any point, D is the set of distributions for the leader
that we have generated so far. We find a mixed-strategy
Nash equilibrium 〈p,q〉 of a normal-form game G in which
the leader’s set of pure strategies is D, the follower’s set
of pure strategies is Af , and the players’ utilities for the
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D ← any finite non-empty set of distributions over Al
Loop:
G ← G(D,Af )
〈p,q〉 ← FIND-NE(G)
p′ ← LEADER-BR(q)
If uGl (p′,q) ≤ uGl (p,q) Then

Return 〈p,q〉
Else
D ← D ∪ {p′}

Figure 3: The algorithm.

outcome (d, af ) are defined as follows.

uGl (d, af ) = pobsEal∼d[ul(al,FOLLOWER-BRobs(d))]

+ (1− pobs)Eal∼d[ul(al, af )] (1)

uGf (d, af ) = pobsEal∼d[uf (al,FOLLOWER-BRobs(d))]

+ (1− pobs)Eal∼d[uf (al, af )] (2)

Here d ∈ D is a distribution over Al; al is the leader’s action
drawn according to d; and af ∈ Af is the follower’s action.
ul and uf correspond to the utilities in the original normal-
form game (that did not model uncertain observability). In
each of these formulas, the first summand corresponds to
the case where the follower observes the leader’s chosen dis-
tribution over Al, so that the follower best-responds to that
distribution; the second summand corresponds to the case
where the follower does not observe the leader’s distribu-
tion over Af , so that the follower will follow his strategy
af for the right-hand side of the extensive-form game. The
follower’s best-response is computed as follows.

FOLLOWER-BRobs(d) ∈ arg max
af∈A∗f

Eal∼d[ul(al, af )]

A∗f = arg max
af∈Af

Eal∼d[uf (al, af )]

That is, the follower maximizes his expected utility, breaking
the ties in favor of the leader.3

We then check whether p is actually a best-response to
q if the leader considers all possible distributions over Al
(we only know for sure that it is a best response among the
restricted set D). To do that, we compute a best-response
distribution p′ over Al that maximizes the leader’s expected
utility u′d(p

′,q). If it turns out that u′d(p
′,q) is equal to

the leader’s utility in the computed Nash equilibrium of the
game, then it follows that p is a best response to q, and
because q is also a best response to p, we can return 〈p,q〉
as an equilibrium of the extensive-form game with uncertain
observability. Otherwise, we add distribution p′ to D, and
the algorithm continues on to the next iteration, in which
we construct a new game G, compute its Nash equilibrium,
and so on.

In Subsection 4.1, we show how to compute the leader’s
best response LEADER-BR(q) efficiently using a set of lin-
ear programs (corresponding to a Stackelberg solve). In Sub-
section 4.2, we show how the algorithm solves the example

3This is a common assumption in Stackelberg games; with-
out it, it may happen that no solution exists. Specifically,
if the original normal-form game is generic, then the fol-
lower breaks ties in the leader’s favor in every subgame-
perfect equilibrium of the regular Stackelberg extensive-form
game [16].

game in Figure 1 with pobs = .99. In Subsection 4.3, we show
that the algorithm converges in a finite number of iterations.

4.1 Computing the leader’s best response
In this section, we describe an efficient way to compute

a distribution p′ over the leader’s actions Al such that the
leader’s utility of playing p′ is maximized assuming that the
follower plays a given strategy q. That is, p′ is the leader’s
best response to the follower’s mixed strategy q, denoted by
LEADER-BR(q) in the algorithm shown in Figure 3.

Our goal is to formulate LEADER-BR as a linear pro-
gram. However, the leader’s utility is not linear in p′ in the
case where the follower observes the leader’s mixed strat-
egy, because the leader’s utility depends on the follower’s
best response to this observation, which can be different for
different values of p′. Hence, we use a trick that is also used
in computing Stackelberg strategies (with certain observ-
ability) [3, 16]: we write an LP that maximizes the leader’s
expected utility under the constraint that the follower’s best
response in the observed case is a fixed action a∗f . To find
the leader’s best response to q overall, we solve such an LP
for each a∗f ∈ Af ; we obtain a best response for the leader
by choosing the optimal solution vector p′ for an LP with
the highest objective value (leader utility). Note that some
of these LPs may be infeasible.

Specifically, given a∗f , q, we solve the following LP, whose
variables are the p′al .

Maximize pobs

∑
al∈Al

p′alul(al, a
∗
f )

+ (1− pobs)
∑
al∈Al

∑
af∈Af

p′alqaful(al, af )

Subject to

∀af ∈ Af :
∑
al∈Al

p′aluf (al, a
∗
f ) ≥

∑
al∈Al

p′aluf (al, af )

∑
al∈Al

p′al = 1

∀al ∈ Al : p′al ≥ 0

This formulation is almost identical to the standard one
for solving for a Stackelberg strategy [3, 16], except the ob-
jective is different to account for the fact that the follower
may not observe the distribution. In fact, if we modify the
leader’s utility function to uq

l (al, a
∗
f ) = pobsul(al, a

∗
f ) + (1−

pobs)
∑
af∈Af qaful(al, af ), then the objective simplifies to∑

al∈Al p
′
alu

q
l (al, a

∗
f ), and we obtain the standard Stackel-

berg formulation. Hence, we are just doing a Stackelberg
solve on a modified game.

4.2 An example run of the algorithm
In this section, we demonstrate how the algorithm com-

putes an equilibrium of the uncertain-observability extensive-
form game for the payoff matrix shown in Figure 1, with
probability of observability pobs = 0.99. (We already solved
for the equilibrium of this game analytically in Section 3—
the purpose here is to show how the algorithm finds this
equilibrium.) In this game, there are two actions in Al, so
each leader distribution is represented by a vector of two
numbers summing to 1.

Initialization. We initialize the set of leader distributions
with the two degenerate distributions over Al: the distri-
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bution (1, 0) corresponds to the leader always playing U,
and the distribution (0, 1) corresponds to the leader always
playing D. The normal-form game for the current set of dis-
tributions D = {(1, 0), (0, 1)} and the utilities uGl , u

G
f com-

puted according to Equations (1), (2) is shown in Figure 4.
(Note that the follower strategy has very little effect on the
expected payoffs in this game; this is because the follower
strategy only concerns the “unobserved” part of the game,
which occurs very rarely in this game. The “observed” part
has been preprocessed with backward induction.)

EL L R ER
(1,0) 9,10 8.91, 9.99 8.92, 9.98 9.01, 9.9
(0,1) 9.01, 9.9 8.92, 9.98 8.91, 9.99 9,10

Figure 4: The normal-form game after the initial-
ization.

Iteration 1. We first compute a Nash equilibrium of the
normal-form game shown in Figure 4, namely, 〈(.5, .5),
(0, .5, .5, 0)〉. Next, we compute the leader’s best response to
the follower’s mixed strategy (0, .5, .5, 0). This results in the
distribution s1, in which the leader plays U with probability
8/9 and D with probability 1/9, so that the follower’s best
response to s1 is EL.

s1 = (8/9)U + (1/9)D

It turns out that the leader’s utility from playing s1 against
the follower’s mixed strategy (0, .5, .5, 0) is higher than the
leader’s utility in the current NE profile 〈(.5, .5), (0, .5, .5, 0)〉.
Thus, we add s1 to D. The resulting normal-form game is
shown in Figure 5.

EL L R ER
(1,0) 9,10 8.91, 9.99 8.92, 9.98 9.01, 9.9
(0,1) 9.01, 9.9 8.92, 9.98 8.91, 9.99 9,10
s1 9.11, 8.89 9.02, 8.89 9.03, 8.88 9.12, 8.81

Figure 5: The normal-form game after the first it-
eration.

Iteration 2. We compute a Nash equilibrium of the game
shown in Figure 5, namely, the pure-strategy Nash equilib-
rium 〈s1,L〉. The leader’s best response to the follower’s
strategy L is s2, where

s2 = (1/9)U + (8/9)D

The leader’s utility from playing s2 against L is higher than
the leader’s utility from playing s1 against L. Thus, we add
s2 to the set D. The resulting normal-form game is shown
in Figure 6.

EL L R ER
(1,0) 9,10 8.91, 9.99 8.92, 9.98 9.01, 9.9
(0,1) 9.01, 9.9 8.92, 9.98 8.91, 9.99 9,10
s1 9.11, 8.89 9.02, 8.89 9.03, 8.88 9.12, 8.81
s2 9.12, 8.81 9.03, 8.88 9.02, 8.89 9.11, 8.89

Figure 6: The normal-form game after the second
iteration.

Iteration 3. We compute a mixed-strategy Nash equilib-
rium of the normal-form game shown in Figure 6, namely,
〈(0, 0, .5, .5), (0, .5, .5, 0)〉. When we compute the leader’s

best-response to the follower’s mixed strategy (0, .5, .5, 0), it
turns out that there is no distribution that gives the leader
a utility higher than the leader’s utility in the computed NE
profile. Thus we have found an equilibrium of the uncertain-
observability extensive-form game, in which the leader plays
s1 with probability .5 and s2 with probability .5, while the
follower plays L with probability .5 and R with probability
.5.

4.3 A bound on the number of iterations
In this section, we prove that the algorithm is guaranteed

to find an equilibrium of the extensive-form game in a finite
number of iterations. For each af , the set of leader mixed
strategies Saf to which af is a best response is a polytope

in R|Al|. Denote the number of vertices of Saf by v(Saf ).
Typical linear program solvers will return a vertex of the fea-
sible region; we will assume that we use such a solver. Then,
the number of iterations of our algorithm can be bounded
as follows.

Theorem 1. The algorithm finds an equilibrium of the
extensive-form game modeling uncertain observability in no
more than 1 +

∑
af∈Af v(Saf ) iterations.

Proof. LEADER-BR returns the optimal solution to one
of the linear programs in Subsection 4.1. The feasible region
of each of these linear programs is one of the regions Saf .
Hence, by the assumption on our LP solver, LEADER-BR
always returns a vertex of such a region.

When we generate a vertex corresponding to a distribution
that is already in D, we have converged: this vertex cannot
be a better response to q than p, because p is a best response
to q among distributions in D. Because there are at most∑
af∈Af v(Saf ) distinct vertices to generate, the bound on

the number of iterations follows.

5. A STRONGER BOUND ON THE
LEADER’S SUPPORT SIZE

Theorem 1 implies that there always exists an equilibrium

in which the leader randomizes over at most 1+
∑

af∈Af
v(Saf )

distributions. This is still a rather loose bound. The follow-
ing theorem establishes a much tighter bound.

Theorem 2. In any uncertain-observability extensive-
form game, there exists an equilibrium in which the number
of distributions on which the leader places positive probability
is at most |Al|.

Proof. Let d denote a distribution over leader actions,
where d(al) denotes the probability d places on leader action
al ∈ Al. Suppose there is an equilibrium of the whole game
with pd denoting the leader probability on distribution d,
and qaf denoting the follower probability on follower action
af (conditional on the follower not being able to observe).
Let π(al) =

∑
d p(d)d(al) be the marginal probability that

the leader plays al. Finally, let usl (d) denote the utility that
the leader would get for committing to d in a pure Stackel-
berg version of the game (corresponding to the “observed”
side of the game tree). Then, consider the following linear
program whose variables are p′d (one for every distribution
d in the support of pd). (This LP is just for the purpose of
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analysis.)

Maximize
∑
d

p′du
s
l (d)

Subject to

(∀al)
∑
d

p′dd(al) = π(al)

(∀d) p′d ≥ 0

That is, this linear program tries to modify the leader’s equi-
librium strategy to maximize the leader’s overall Stackelberg
utility (the utility on the “observed” side of the game tree)
under the constraint that the marginal probabilities do not
change (so that nothing changes on the “unobserved” side of
the tree).

The original equilibrium pd must be an optimal solution
to this LP, because, if we suppose to the contrary that there
is a better solution, then the leader would want to switch
to that better solution (it would not change her utility on
the “unobserved” side and it would improve it on the “ob-
served” side), contradicting the equilibrium assumption. In
fact, any optimal solution to this linear program must be an
equilibrium when combined with the qaf , because it will do
just as well as pd for the leader, and the follower will still
be best-responding (on the “unobserved” side) because the
marginal probabilities on the al remain the same. A linear
program with |Al| constraints (not counting the nonnegativ-
ity constraints for each variable) must have an optimal solu-
tion with at most |Al| of its variables set to nonzero values
(which follows, for example, from the simplex algorithm).
It follows that there exists an equilibrium where the leader
places positive probability on at most |Al| distributions.

6. EXPERIMENTS
The goal of our experiments is to study a number of prop-

erties of the proposed algorithm and the solutions it gener-
ates. Since the bound on the number of iterations given in
Theorem 1 is quite loose, we want to measure the number
of iterations and the overall run time of the algorithm for
different payoff matrices and values of pobs. Another goal of
the experiments is to measure the leader’s support size, that
is, the number of distributions played with positive proba-
bility in the leader’s equilibrium strategy, which we showed
to be bounded by the number of the leader’s actions |Al|
(Theorem 2). We also want to study the dependence of the
leader’s equilibrium utility on the probability of observabil-
ity pobs. Finally, we want to find out how often the leader’s
equilibrium strategy in the extensive-form game is actually
different from Nash and Stackelberg strategies in the original
normal-form game.

In our experimental results we consider 15 × 15 payoff
matrices and vary pobs. We used two different Nash equi-
librium solvers, a MIP solver with different objectives [14],
and the Gambit [10] implementation of the Lemke-Howson
algorithm [9]. For the MIP solver, we used three different
objective functions: no objective, minimizing the size of the
leader support, and maximizing the leader utility.

We considered two distributions over games. The first
distribution (uniform) generated payoff matrices with indi-
vidual payoffs drawn uniformly at random from [0, 1]. The
second (gamut) generated payoff matrices from the various
game types offered in GAMUT [12], with uniform weight

given to each type.
Figures 7(a) and 7(b) show the run time of the different al-

gorithms as a function of pobs. One general trend is that the
MIP solver that minimizes the leader support is the fastest
solver. One interesting difference is that run time gener-
ally increases with pobs for the GAMUT distribution, but is
fairly flat or decreasing for uniform. The short run time is
due to the low number of iterations, which we discuss next.

Figures 7(c) and 7(d) show the number of iterations taken
by the algorithm. Each iteration corresponds to a com-
plete pass through the loop in Figure 3, which includes a
Nash equilibrium computation in the extensive form game
followed by a LEADER-BR solve. The number of iterations
generally tracks the run time fairly closely. Two exceptions
are GAMBIT and MIP with leader support minimization
for the GAMUT distribution. As we can see, the number
of iterations is surprisingly low compared to our theoretical
bound of Theorem 1. We leave the question of whether a
tighter theoretical bound on the number of iterations can be
obtained for future research.

The support size (number of distributions over which the
leader randomizes in the equilibrium) is shown in Figures
7(e) and 7(f). The small support size is explained in part
by the low number of iterations. Since we initialize the al-
gorithm with |Al| pure strategies for the leader, the leader’s
support size cannot be larger than |Al| plus the number of it-
erations. However, it is significantly lower than that bound.

Figures 7(g) and 7(h) show the leader’s expected utility in
the equilibrium. As expected, higher values of pobs lead to
higher utility for the leader—this is the benefit of commit-
ment. Using the MIP that maximizes leader utility (within
a single Nash solve) tends to lead to high leader utilities
in the final equilibrium, but intriguingly the MIP with no
objective surpasses it for the GAMUT games.

Finally, Figures 7(i) and 7(j) show how often the leader’s
equilibrium strategy coincided with Stackelberg (full observ-
ability) or Nash (no observability) strategies of the game.
The Nash subroutine that is used by the algorithm here is
the MIP formulation that minimizes the support size. Nat-
urally, the higher the value of pobs is, the more often the
equilibrium strategy coincides with Stackelberg and the less
often it coincides with Nash. In general, it coincides with
Nash very often and with Stackelberg quite often. We can
also see that the equilibrium strategy concides with both
Nash and Stackelberg at the same time in a high percent-
age of GAMUT games. This indicates that in certain game
families, simply playing a Nash/Stackelberg strategy of the
original normal-form game is also an equilibrium strategy in
the extensive-form game with uncertain observability across
intervals of pobs. However, this is not the case in games
with uniformly random payoffs, which suggests the need for
an algorithm like the one we present in this paper.

The main lessons that we take away from this set of ex-
periments are as follows. First, our proposed algorithm is
quite fast in practice, especially compared to the loose the-
oretical bound on the number of iterations that we estab-
lished in Theorem 1. Second, there are games in which the
defender’s equilibrium strategy is sensitive to the value of
pobs, which suggests that it is important to model the un-
certainty about the observability. Third, there are families
of games in which the equilibrium does not change across
wide intervals of pobs—in such cases, playing Nash or Stack-
elberg strategies of the original normal-form game may be
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“good enough”.

7. CONCLUSION
Several recently deployed applications in security domains

use game theory for the strategic allocation of defensive re-
sources. These applications compute a Stackelberg strategy
rather than a Nash strategy. For this to make sense, the fol-
lower needs to be able to observe the leader’s distribution;
however, in many applications, there is some uncertainty
about whether the follower has this ability. One previously
proposed solution to this dilemma is to model model this
uncertainty explicitly as a move by Nature in an extensive-
form game of infinite size. We pursued this approach in this
paper, and proposed an iterative algorithm for computing an
equilibrium of the extensive-form game. The algorithm al-
ternately calls subroutines for computing Nash and Stackel-
berg solutions, and is guaranteed to terminate in finite time.
In experiments, the algorithm required very few iterations
to compute an equilibrium. While we proved the perhaps
unintuitive property that in some of these games, the leader
must randomize over distributions in equilibrium, this hap-
pened very rarely in the experiments. We also proved an
upper bound on the number of distributions in the leader’s
support, though this bound is still well above what we typ-
ically see in the experiments.

We believe that our algorithm constitutes a useful ad-
dition to the toolbox of techniques for computing game-
theoretic solutions, especially in ambiguous real-world do-
mains. Strengths of the algorithm include that it can be ap-
plied to any game (as opposed to, for instance, just security
games), and it can also use as subroutines Nash and Stack-
elberg solvers that are tailored to particular game families.
The algorithm is efficient in practice, and is guaranteed to
produce a solution with support no larger than the number
of actions in the original game despite solving an extensive
form game with a potentially infinite branching factor.

A potential drawback to the overall framework, not the
algorithm, is that it requires us to determine the number
pobs. This may not be an issue insofar as the solution stays
the same across a range of values of pobs, yet many open
problems remain. As pobs shrinks, we are more likely to en-
counter equilibrium selection problems—how do we address
these? What happens if we have some degree of control over
pobs? Are there other ways of addressing the problem of un-
certainty about observability that do not involve making the
uncertainty explicit in the extensive form?
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ABSTRACT
Creating a virtual character that exhibits realistic physical
behaviors requires a rich set of animations. To mimic the
variety as well as the subtlety of human behavior, we may
need to animate not only a wide range of behaviors but also
variations of the same type of behavior influenced by the
environment and the state of the character, including the
emotional and physiological state. A general approach to
this challenge is to gather a set of animations produced by
artists or motion capture. However, this approach can be
extremely costly in time and effort. In this work, we pro-
pose a model that can learn styled motion generation and
an algorithm that produce new styles of motions via style
interpolation. The model takes a set of styled motions as
training samples and creates new motions that are the gen-
eralization among the given styles. Our style interpolation
algorithm can blend together motions with distinct styles,
and improves on the performance of previous work. We ver-
ify our algorithm using walking motions of different styles,
and the experimental results show that our method is sig-
nificantly better than previous work.

Categories and Subject Descriptors
I.3.7 [Computer Graphics]: Three-Dimensional Graphics
and Realism—Animation

General Terms
Algorithms, Experimentation

Keywords
Style-Content Separation, Restricted Boltzmann Machines,
Virtual Agent, Animation, Motion Capture

1. INTRODUCTION
In the short film Luxo Jr. by Pixar Animation Studios,

the two Anglepoise desk lamps demonstrate a simple and
entertaining story. Without the aid of verbal and facial ex-
pressions, the desk lamps successfully express their character
and emotional states through motions. Human sensitivity
to information conveyed through such expression breathes

Cite as: A style controller for generating virtual human behaviors,
Chung-Cheng Chiu and Stacy Marsella, Proc. of 10th Int. Conf.
on Autonomous Agents and Multiagent Systems (AAMAS
2011), Tumer, Yolum, Sonenberg and Stone (eds.), May, 2–6, 2011,
Taipei, Taiwan, pp. 1023-1030.
Copyright c⃝ 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

life into these virtual characters. In fact, we can perceive
identity [20] and gender [12] of walkers simply based on the
motion of lights points attached to their joints. Thus, mo-
tion is one of the main criterion for building realistic virtual
characters.

Humans have many different kinds of behaviors, and each
behavior is composed of many different motions. Even for
a single motion, there can be various ways to perform it.
The variation can be due to different mental states, physi-
cal properties, personality, etc. To exhibit this resemblance
to reality, the virtual character requires a large set of ani-
mations, and it is not always obvious how to determine the
subtle dynamics expressing these characteristics. One com-
mon approach to creating a virtual character’s behaviors is
employing animators. Another approach is to apply mo-
tion capture. The motion capture technique can record the
temporal difference of each motion and the subtle variance
within different styles. However, recording every possible
kind of motion is very time consuming. Moreover, when a
human performs the same motion, each will show some vari-
ation. It is not practical to collect a huge set of animations
for each motion for either approach, and replaying the same
animation every time reduces the resemblance to reality of
the virtual character.

To generate realistic motion animations and save anima-
tors’ efforts, one approach is to generalize motion from ex-
amples. There are many ways to approach this generaliza-
tion. One that has been widely applied is synthesizing mo-
tion from a motion library [7, 9]. Segmenting motion clips
and combining them is an easy way to make a general use
of existing motion, but animations are limited to the finite
set of clips. Another approach to generate new animation is
to learn a style translator and translate a given motion to a
specific style [6, 4]. We can increase the amount of virtual
human behaviors via converting some motions to new styles
with such a translator.

This approach becomes more powerful if we can infer what
parameters determine the style of motion. The style param-
eter of the virtual character gives control over motion gener-
ation, and we can adjust it to express appropriate signals like
emotional states in different situation. Thus, style-content
separation is an appealing approach to generate new mo-
tions. There have been several works to explore the separa-
tion of style and content of motion data [18, 3, 15, 2, 21, 16].
After separating the style parameters from the motion, we
can generate new motions via interpolation or extrapolation
in the style space [14, 19].

Previous work showed success in synthesizing new motions
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with analogy among samples, but they suffer from overfitting
and usually will fail on synthesizing new styles. These works
followed the design of bilinear models [18] that represent
styles as a separate parameter, use different style values to
learn the motion generation, and then generate new motions
by changing the style value. When using this design, the
model is assumed to capture the style space so that adjusting
the style value leads to style interpolation or extrapolation.
However, to satisfy this assumption, we need a sufficient
amount of data distributed throughout the style space so
that the model can comprehend the structure of the style
space. This is because the style space can be a nonlinear
manifold [3], and it requires a lot of data for the model
to identify this structure, unless the members of the data
set is already close to each other. This condition leads to
the requirement of either collecting a large set of data or
requiring all motions to have similar styles.

In designing a virtual character behavior controller, we
would like to have the capability of generalization among
style space while minimizing the required effort to collect
training samples. However, overfitting is an inevitable prob-
lem when the styles of motions are quite different and the
training samples are insufficient, and therefore generating
new motions via interpolation with style parameters will
simply produce implausible results. To design a robust
method that can generate new motions with a limited set of
training samples, we need to abandon the assumption that
the general structure of the style space can be identified
accurately from the training data. Instead, the key issue to
address is how to do style interpolation when the model is
overfitted.

In this work, we propose a learning model and a style
interpolation algorithm that can generate new motions via
style interpolation when given a few training samples with
distinct styles. Our model, called the hierarchical factored
conditional Restricted Boltzmann Machine (HFCRBM), is
a modification of the factored conditional Restricted Boltz-
mann Machine (FCRBM) [16] that has additional hierarchi-
cal structure. The HFCRBM includes a middle hidden layer
for a new form of style interpolation. Our style interpolation
algorithm, called the multi-path model, performs the style
interpolation using the middle hidden layer.

To verify the effectiveness of our approach, we apply our
algorithm to learn and generate walking motions with differ-
ent styles. The walking motion samples are from the CMU
mocap database. We evaluate the performance of our al-
gorithm against motion generation of previous works, and
compare different style interpolation approaches. The ex-
periment results show that (1) the HFCRBM has better per-
formance than the FCRBM [16], (2) the multi-path model
generates new motions much more successfully than con-
ventional style label interpolation, and (3) the multi-path
model is also applicable to the FCRBM [16] and improves
its performance.

The contribution of this work is three-fold.

• We propose a model and a style interpolation algo-
rithm that can generate new styles of motions with
given a limited set of training samples.

• Our style interpolation algorithm improves the per-
formance of the previous work on blending different
styles.

• To the best of our knowledge, our work is the first to

answer the question of how to do style interpolation
when the general structure of the style space cannot
be identified accurately from the training data.

2. RELATED WORK
One idea as to how to automatically generate human mo-

tion is to learn a motion generation function, such as learn-
ing the parameters of muscle control for the motion [11],
identifying dynamics of motion transition with a linear dy-
namic system for further synthesis [13, 10, 1], or learning
the transition between each frame with a Dynamic Bayesian
Network and generating new motions via adding noise to the
function [8]. Another idea is to convert existing motions to
new motions with the same content but different styles, and
to achieve this by learning a style translation function [6,
4]. A style translation function can produce new motion in
a specific style with given animations, but it will be even
more powerful if the factors that influence the style of mo-
tion can be determined. In this case, we need to separate
these properties from the content, learn the functional space
of the properties, and add variations within this function.

The problem of determining the properties that influence
the content is called style-content separation, and was in-
troduced by Tenenbuam & Freeman [18]. They proposed
a bilinear model that represents the training data as the
product of content, style, and interaction matrices. Elgam-
mal & Lee [3] extended the idea by representing content on
a nonlinear manifold. When the manifold is constructed,
the model learns nonlinear mappings from the embedding
space to the training data, and derives interactions (called
content bases in their paper) and style matrices from coef-
ficients. When given a new data, with fixed content bases,
the style (projection vector) and content (manifold coordi-
nates) are calculated with an EM-like iterative procedure.
Shapiro et al. [15] proposed to apply Independent Compo-
nent Analysis to decompose motion sequences into several
components (also motion sequences), and have users select
representative components. The new motion with a specific
style is generated via merging corresponding components.

These methods take regression-like approaches that treat
the motion data as trajectories, and do not model the tran-
sitions between frames. Brand & Hertzmann [2] designed
a model to learn this kind of transition relation. They ex-
tended hidden Markov models (HMMs) with an additional
style variable to model different motion sequences. While
hidden states capture the“mean”of the motion (the content)
the additional style variable models the deviation between
different motion (the style). The HMM can have only a few
discrete states, so the representation capability for poses is
limited. Wang et al. [21] proposed to use the Gaussian Pro-
cess Latent Variable Model to learn a function that predicts
the subsequent frames of the sequence from the previous
frame and specified information. The mapping function ex-
plicitly includes the identity and style factors, and learns
identity, style, and content from motion data performed by
different skeletons for various styles. The method showed
the synthesis of new motions via interpolation between sim-
ilar motions. Taylor & Hinton [16] proposed factored Condi-
tional Restricted Boltzmann Machines (FCRBMs) to model
the transition between frames while gated by style param-
eters. This method can learn motions with quite different
styles, but for synthesizing new styles, it requires sufficient
samples to learn generalization.
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Figure 1: The architecture of a CRBM of order 3.

3. ALGORITHM BACKGROUND
The conditional Restricted Boltzmann Machine (CRBM)

[17], as shown in Fig. 1, is a model for learning transitions
within time series data. The CRBM adds directed links from
the past visible layers to send previous observed values to
the current visible and hidden layers. The new structure in-
cludes the information from the past, and can learn the tem-
poral relation of the time series data. A CRBM treats the
messages sent from the past as biases, or dynamic biases to
be more specific. When given a sequence of data, the CRBM
adds these values to the current prediction through directed
links as biases and uses alternating Gibbs sampling (sending
information iteratively between the visible layer and the hid-
den layer) to construct the next piece of data. The energy
function of a CRBM for real-valued visible data (assuming
unit variance) is:

E(vt,ht|v<t) =
1

2

∑
i

(vi,t − âi,t)
2 −

∑
ij

Wijvi,thj,t

−
∑

j

b̂j,thj,t

where vt and ht are current visible nodes and hidden nodes,
v<t denotes past visible nodes, W represents undirected con-
nections between visible and hidden layers, and âi,t and b̂j,t

are dynamic biases such that âi,t = ai +
∑

k Akivk,<t and

b̂j,t = bj +
∑

k Bkjvk,<t, where A and B represent directed
connections from the past visible nodes to the current visible
and hidden layers, and ai and bj denote the bias of visible
and hidden layers.

CRBMs capture the transition dynamic of the time se-
ries data in an unsupervised way. In some applications, we
would like to use annotation information to help recogni-
tion and generation. For example, for motion generation
style annotation can improve the training process of learn-
ing various forms of motions. The ancestor of CRBMs, the
Restricted Boltzmann Machine (RBM), can be stacked into
a multi-layer model to construct deep belief networks [5] for
supervised learning. As its successor, the CRBM can also be
stacked into multiple layers, so it is straightforward to stack
multiple CRBMs to build similar deep networks for super-
vised learning on time series data. However, the strategy is
no more effective. The limitation comes from the dynamic
biases. The values from the past observations v<t are too
strong and will dominate the values from the label parame-
ters. Thus, the generation process relies mainly on the past

t-3 t-1t-2

Hidden layer

Features

Labels

Visible layer

t

Figure 2: The architecture of a FCRBM with contextual
multiplicative interactions.

observed values [16].
Instead of defining labels as part of the inputs to the hid-

den nodes, we can model the labels as gates for controlling
other inputs. In this way, the label information has a strong
influence on the CRBM. To construct these gating capabil-
ities for the label units, each set of connections is expanded
with an additional “label” dimension. The new weight ma-
trix of the connections between the visible and hidden layers
is a three-way weight tensor Wijk connecting visible, hidden,
and label nodes. With this new form of weight matrix, label
nodes then can comprise the transition between visible and
hidden layers.

Assigning label nodes as a manipulator for the original
model can allow it to learn complex data, but this design
also makes the resulting model parametrically cubic. In
fact, much real world data, including mocap, has some form
of regularity, and the structure can be captured with a more
contiguous model. Taylor & Hinton proposed Factored
CRBM (FCRBM) with contextual multiplicative interac-
tion (we will simply call it FCRBM in the following text for
clarity) to model this property [16]. The FCRBM contains
the structure of the CRBM, and it applies additional label
information to change the information transition within the
original CRBM model in a factored form, as shown in Fig. 2.
The energy function of the FCRBM is:

E(vt,ht|v<t) =
1

2

∑
i

(vi,t − âi,t)
2

−
∑

f

∑
ijl

W v
ifW h

jfW z
lfvi,thj,tzl,t −

∑
j

b̂j,thj,t

Readers can refer to [16] for further details.

4. HIERARCHICAL FCRBM
We extended the FCRBM to construct the hierarchical

FCRBM. The hierarchical structure is crucial for style in-
terpolation, because the structure provides a new form of
style interpolation, and the new approach produces much
better results than conventional style interpolation. We be-
gin our explanation by discussing the problems of previous
approaches.

Previous approaches perform well at reproducing given
examples, but to generate new motions and avoid overfit-
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Figure 3: The architecture of a reduced CRBM of order 3.

ting, the model needs sufficient training samples with the
same content and different style throughout the style space
for which we want to generalize. For example, previous
work [16] applied the model to learn the generalization of
style parameters speed and stride length of walking motion.
They recorded nine sequences of walking motions which cor-
respond to the crossproduct of (slow, normal, fast) for speed
and (short, normal, long) for stride length, and fed these
samples to FCRBMs for training. The model shows good
generalization across speed and stride length. However,
when building a realistic virtual character, the character
needs to have a rich set of behaviors. A great number
of training samples will be required to complete its style
table, which makes the style-content separation approach
less practical. To make the generation function useful in
practice, the model needs the capability of learning from a
limited set of animations in which the style generalization
is not demonstrated explicitly.

Conventional style-content separation approaches accom-
plish style interpolation via adjusting the values of the style
label to indicate the ratio of style interpolation. The labels
can be real-valued or binary. In the real-valued represen-
tation, it is assumed that the style space is contiguous, the
label values provide the correct position of the style in the
style space, and the model can formulate the style space.
If the label values are assigned correctly, then this way of
labeling helps the learning process. However, the success
of this approach depends on whether the prior knowledge
of these motions is sufficient to provide an accurate anno-
tation. It also limits the variety of the motion style. In
the binary representation each label corresponds to a fea-
ture vector since the label layer connects to a feature layer.
The feature vector not only represents the vector generating
a specific style, it also corresponds to a way of generating
motions, the content. Interpolating two vectors in the Eu-
clidean space does not correspond to interpolating two styles
in the style space, and the new vectors can easily fall out of
the appropriate space for motion generation. Thus, a vector
resulting from this approach will rarely map the generation
to the appropriate style, and the function may be no longer
appropriate for generating the correct content.

We propose to perform style interpolation with the hidden
layer instead of with the label parameter directly. To formu-
late the hidden layer, we construct a hierarchical model with
the FCRBM. Instead of learning kinematics parameters di-
rectly, our model first extracts the patterns of the motion
samples and represents them as binary variables. The model

Reduced 

CRBMs

t-3 t-1t-2

Hidden layer

Features

Labels

t
Hidden layer

Visible layer

FCRBM

Figure 4: The architecture of the entire model. The reduced
CRBM at the bottom layer is trained first, and the FCRBM
then takes the approximate filtering distribution from the
bottom layer as input to train its connections. There is a
feature layer linked to the label nodes that propagates the
label information to the model.

for performing such a step is called reduced CRBM.

4.1 Reduced CRBM
We modify the CRBM in order to construct the hierar-

chical structure. The new model is a CRBM without the
directed links from past visible layers to the current visible
layers. This reduced CRBM includes the past observed in-
formation, and the activation of hidden nodes conveys the
appearance of certain motion patterns. Without the lateral
links from the past visible layers, the generation depends
completely on top-down information. Therefore, the upper
layers have full control of the motion generation. The re-
duced CRBM is shown in Fig. 3. Its energy function is:

E(vt,ht|v<t, θ) =
1

2

∑
i

(vi − ai)
2 −

∑
ij

Wijvi,thj,t

−
∑

j

b̂j,thj,t

where all the terms are the same as for the CRBM, except
the bias of the visible layer is static bias instead of dynamic
bias.

The reduced CRBM can be trained with a very efficient
approximate learning algorithm called contrastive diver-
gence [5]. Given the training motion samples, the reduced
CRBM learns the reconstruction of the data xt based on
the sequence xt−1 to xt−n (for an order n model), where
the hidden layers receive xt−1 to xt−n through connection
B as the dynamic bias.

4.2 Hierarchical FCRBM
Our model stacks a FCRBM on top of the reduced CRBM

to learn motion generation with label information. After
training the reduced CRBM, the connection within this
layer is fixed. To train the FCRBM, the training data goes
bottom-up through the reduced CRBM to the FCRBM.
The motion sequence is then converted into the approx-
imate filtering distribution, and the FCRBM learns the
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t-5 tt-4 t-3 t-2 t-1 t+1 t+2 t+3

Figure 5: The generation process. A short motion sequence
is input to the reduced CRBM, and the motion data is con-
verted into the seed sequence of the FCRBM. Starting from
this seed sequence, the FCRBM generates new data and uses
it as new seed for further generations. The reduced CRBM
takes the output of the FCRBM to construct motion data.

generation based on the sequence of the distribution. The
visible layer of the top layer FCRBM is binary-valued, and
we tied feature-factor parameters in our model as it further
reduced the complexity of the model while maintaining good
performance [16]. The architecture of the entire model and
the training process is shown in Fig. 4. Each node in the
label vector corresponds to each category of motion sample,
and only one node is active when training a motion sample.

The model takes a short sequence of motion as a seed to
generate future motions with the specified style parameters.
After each generation step, the model concatenates its out-
put to the seed sequence, drops the first data, and uses the
new sequence as a seed to generate the next data. Via this
recurrent-like structure, the generation process can perform
multiple steps of prediction that allow it to generate a mo-
tion sequence of any length. In this multi-layer model, the
seed sequence is sent bottom-up to the top layer to generate
the next data. However, in the self-concatenation step, in-
stead of using the output real-valued data at the bottom and
sending it all the way up to the top layer as the new seed,
the top layer model uses the generated data at its visible
layer directly as input to generate the succeeding sequence.
The data generated by the top layer model then goes down
to the bottom layer to construct the motion vector. We
demonstrate the generation process in Fig. 5.

5. STYLE INTERPOLATION
The style controller is a prediction function which takes

the form:

xt = f(xi<t, θ)

where xt denotes current motion data, xi<t denotes past
motion data, and θ represents the style vector. Using the
current output data as one of the inputs for the next gener-
ation, the function can iteratively produce a data sequence
with a specified length. We use one-hot encoding for the
style vector since it does not require prior knowledge for as-
signing values as real-valued representation does. The style
vector has the same length as the number of styles provided
for training. Each element of the vector corresponds to a
category of the sample motion. A vector with value 1 at the
ith element and 0 elsewhere will make the generation func-
tion reconstruct a motion with the style of the ith training

Hidden 

layer

Visible layers

Hidden 

layer

Visible layers

Interpolation

Reduced 

CRBMs

Figure 6: A two-motion blending example of the multi-path
model. The multi-path process is executed at top layer
FCRBMs. The interpolated result is then sent to the hid-
den layer of reduced CRBM to convert to the distributions
of the hidden nodes.

sample. To synthesize a new style, previous work uses the
values of style vector to represent the fractional weights of
styles we want to generate. In this case, a style vector with
0.5 at the ith and jth elements corresponds to a style that
is an average of the two respective categories. When as-
signing different fractions to different elements for the style
vector, the generation function will create new styles of mo-
tions which are the blending of different styles based on the
fractional weights.

We do not follow the original method but propose a new
style interpolation approach called the multi-path model.
For each style element with positive values, the multi-path
model creates a FCRBM instance to generate the motion
independently with only the corresponding style label be-
ing active. After the visible data of each style is generated,
an average of the data weighted according to the respec-
tive fractional values is sent to the hidden layer of the bot-
tom reduced CRBM. For example, when given a style vec-
tor [0.6, 0.4, 0], the model creates a FCRBM instance with
style vector [1, 0, 0] and a FCRBM instance with style vec-
tor [0, 1, 0] to do the generation separately. The connection
weights of both are the same, and the output is interpolated
with 0.6× x1 + 0.4× x2 where x1, x2 denotes the respective
output. The architecture of the multi-path model is shown
in Fig. 6.

The style interpolation across the hidden layer is a new
form of style interpolation. Hidden layer interpolations re-
sult in a motion vector which is the interpolation of two
motion styles and can be different from all the motion sam-
ples. Since the generation result will feed back to the model
for the next prediction, the new motion frame can lead the
model to generate a new sequence of motion. On the other
hand, it may result in unfamiliar input for the model and
lead the function to be unable to predict the next frame.
Thus, it is possible that this approach will fail on some

1027



style interpolations. Although the multi-path model can-
not guarantee a complete generalization, it is much more
robust than interpolation among style parameters. This is
because the overfitting of the motion generation function at-
tributed more to style vector θ than past motion data xi<t.
In the multi-path model, the style label parameters assigned
to each instance of the FCRBM are familiar to the prediction
function. Thus, there is only one uncertain factor, the input
data xi<t. On the other hand, an explicit style interpola-
tion with style label parameters can result in a style label
parameter unfamiliar for the prediction function. All the
conditional parameters of the prediction function are then
uncertain in this approach. In this way, performing style
interpolation with the hidden layer is more robust.

Overall, there are four ways to do style interpolation:

1. Animation blending. Two motions with the same
content but different styles can be combined with inter-
polation among motion vectors. In this approach, each
motion is viewed as a high dimensional trajectory, and
motions can be combined after time warping and cor-
responding points are assigned. Animation blending is
the most popular way to combine two motions. It does
not suffer from the risk of generating inadmissible mo-
tions that prediction-based methods do. On the other
hand, it lacks the generalization capability of those
methods, such as creating new motions through anal-
ogy, and its performance depends on the correctness
of time warping and matching correspondent frames.
Moreover, it is also known to average out the styles of
motions on combination, while style-content separa-
tion approach can preserve more significant styles [15].

2. Style label interpolation. The conventional ap-
proach to blend different styles together is to apply
a linear interpolation of the label parameters.

3. Visible layer interpolation. Our multi-path model
can also be applied to a single layer FCRBM. The only
difference is that the output of the FCRBM is then a
motion vector, and the resulting motion data is the
direct interpolation across these vectors.

4. Hidden layer interpolation. In the hierarchical
FCRBM, the multi-path model does the interpolation
at the hidden layer. As shown in Fig. 6, the interpo-
lation process works on the hidden node distributions
of the reduced CRBMs. In this way, the style interpo-
lation blends motions implicitly instead of modifying
motion vectors explicitly.

Due to the limitations of conventional animation blend-
ing with respect to style-content separation, we did not in-
clude animation blending in the experiment and only com-
pare style interpolation approaches.

6. EXPERIMENTS
Our motion samples are derived from the CMU Graphics

Lab Motion Capture Database. The skeleton of the CMU
motion capture data contains 38 nodes, and the total de-
gree of freedom of all joints is a vector with 96 dimensions.
There is a root node containing the global information of
translation and rotation, and every other node maps to a
part of the body that contains the local rotation informa-
tion. The rotation of each node is represented as exponential

maps with three dimensions. To learn a motion generator
that focuses on the dynamics and interaction of body parts,
we remove the global translation from the motion vector.
We selected eight walking motions with different styles from
database subject #105.

In this experiment, we applied a previous approach [16],
which uses FCRBM with style label interpolation, as a
baseline for comparison. The FCRBM program is derived
from Taylor’s website1. To evaluate the performance of
the HFCRBM and the multi-path model, we evaluated two
approaches: the HFCRBM model with conventional style
label interpolation and the HFCRBM model with the multi-
path model. To test whether our multi-path model can also
improve the performance of the FCRBM, we evaluated the
performance of the combination of the FCRBM and the
multi-path model.

To sum up, we compared the performance of (1) FCRBM
with style label interpolation, (2) FCRBM with multi-path
model, (3) HFCRBM with style label interpolation, and (4)
HFCRBM with multi-path model. The performance is eval-
uated with pairwise blending of two motions. In style inter-
polation, the generation process succeeds more easily when
the ratio is weighted more toward one style; for example, a
80%/20% blending. It is more challenging when the ratio is
close to one. In our experiment, we chose the most difficult
option, the 50%/50% blending, for every case. For FCRBM-
based models, the prediction function has two sets of input,
the style label and the past data sequence. When blending
two motions per a given ratio, using the partial sequence
of one motion as initial input is considered a different case
than using the other motion for initialization. Thus, there
are two configurations for blending two motions, and total 64
configurations of pairwise blending for 8 motion sequences.
We used a FCRBM with 600 hidden nodes and a HFCRBM
with 360 nodes at the first hidden layer and 360 nodes at
the second hidden layer.

In our experiment, we recruited 8 participants and asked
them to evaluate the results of motion generation based on
the following criteria:

• The movement must respect the range of motion for
each joint.

• The movement must not significantly violate physical
law. For example, it is unacceptable to see the skeleton
swimming in the air.

• It must be walking, and the pace must be close to one
of the motions or lie in between the two.

• The resulting motion must contain some of the style
of each sample. It is permissible if the style is not
as significant as in the original samples as long as the
related style cues are observable.

If a motion satisfies these four criteria, then we consider
the motion generation successful. The evaluation results of
four approaches are as follows.

FCRBM with style label interpolation. There are
some generated motions that are acceptable, but most of
them have two problems: (1) Most of the motions synthe-
sized shake in an unnatural way. (2) The styles are averaged.

1http://cs.nyu.edu/~gwtaylor/publications/
icml2009/code/index.html
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(a) March and Quick walk
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(b) FCRBM with style label interpo-
lation.
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(c) HFCRBM with style label inter-
polation.
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(d) HFCRBM with multi-path model.

Figure 7: (a) Representative frames of motions March and QuickWalk. (b)–(d) Motions generated via 50/50 interpolation
between QuickWalk and March. The FCRBM with visible layer interpolation cannot blend two styles appropriately and
therefore is not shown in the figure. As we can observe from (c) and (d), both approaches based on the HFCRBM catch the
leg movements of March, and hand movements of QuickWalk, which are the most significant style features of the two motions.
Subfigure (b) shows that the motion generated by the FCRBM with style label interpolation has a vague style from both
samples.

In other words, those motions (ignoring the fact that many
of them are shaking) may acceptably be considered “walk-
ing”, and it is evident that they contain the styles from both
motions, but the styles are quite vague. Some of them look
similar to the motions generated from animation blending,
as they both exhibit the phenomenon of averaging out the
styles. Overall, ignoring the shaking properties and weak-
ened styles, the approach has a 8.3% success rate for motion
generation.

FCRBM with multi-path model. Applying the multi-
path algorithm at the visible layer of the FCRBM, we
achieved a success rate close to 32.8%. Characteristic of the
resulting motions is that we usually can observe one style
significantly while the other style is vague. In other words,
the style blending of this approach is more like a competition
than an averaging. Thus, when doing style interpolation,
it has a success rate higher than 32.8% for generating an
admissible walking motion, but some of them are evaluated
as having failed because they did not successfully blend two
styles.

HFCRBM with style label interpolation. The over-
all success rate for motion generation using this approach
is 36.7%. Among its more successful results are that none

of the motion shake, and the style from both component
motions usually appear significant on the blended motions.

HFCRBM with multi-path model. The style qual-
ity of this approach is similar to some of the results of the
HFCRBM with style label interpolation in that the styles of
both motions are more apparent than in approaches based
on the FCRBM. The overall success rate of this approach is
55%.

The experimental results show that the HFCRBM with
hidden layer interpolation has a success rate 6.6 times higher
than the previous work, and the blended style quality is the
same as or better than the results of those approaches. Ex-
amples of motions generated by these approaches are plotted
in Fig. 7.

7. CONCLUSIONS
We have proposed a method for style-content separation

and motion style interpolation. Specifically, we developed
the HFCRBM which learns style-based motion generation,
and the multi-path model which performs style interpola-
tion with the hidden layer. The approach produced motions
with a success rate judged to be 6.6 times better than that
in previous work using the FCRBM. We also demonstrated
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that the multi-path model improves the FCRBM. The hi-
erarchical structure provides the capability of hidden layer
interpolation, which is the major improvement for the style
interpolation approaches.

Although our algorithm yields better performance than
the previous work, it still needs further improvement on the
success rate for practical use. In part, this is due to the
small training set comprised of highly different styles. It is
also due to the model being trained without assigning any
constraints. Walking is a complex behavior that must obey
many biomechanical and physical constraints. To learn a
good model for various walking motions, without using any
constraints or domain knowledge, presents a considerable
challenge. This suggests that adding domain knowledge to
improve learning is a plausible way to improve the model
without increasing the amount of training samples.
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ABSTRACT
In this paper, we merge speech act theory, emotion theory,
and logic. We propose a modal logic that integrates the con-
cepts of belief, goal, ideal and responsibility and that allows
to describe what a given agent expresses in the context of a
conversation with another agent. We use the logic in order
to provide a systematic analysis of expressive speech acts,
that is, speech acts that are aimed at expressing a given
emotion (e.g. to apologize, to thank, to reproach, etc.).

Categories and Subject Descriptors
I.2 [Artificial Intelligence ]: Multiagent systems

General Terms
Theory

Keywords
Speech act theory, cognitive models, logic-based approaches
and methods

1. INTRODUCTION
Since the works of Austin [2] and Searle [20] on speech

acts, there has been a lot of work on illocutionary acts1 and
on their use for the formal specification of an agent commu-
nication language (see, e.g., [6, 27, 23, 9, 10]). Searle has
defined five classes of illocutionary acts [21, Chapter 1], and
every utterance realizes the performance of one (or more)
illocutionary act(s) of theses classes. Thus, Searle’s classi-
fication is a taxonomy. These fives classes of illocutionary
acts are:

• assertives (for describing facts, e.g. “It rains”),

1Searle distinguishes several types of speech acts: utterance
acts (using for uttering words); propositional acts (for refer-
ring and predicating); illocutionary acts (for stating, ques-
tioning, commanding, promising, etc.). See [20, Section 2.1]
for more details.
Cite as: The face of emotions: a logical formalization of expressive
speech acts, N. Guiraud, D. Longin, E. Lorini, S. Pesty and J. Rivière,
Proc. of 10th Int. Conf. on Autonomous Agents and Mul-
tiagent Systems (AAMAS 2011), Tumer, Yolum, Sonenberg and
Stone (eds.), May, 2–6, 2011, Taipei, Taiwan, pp. 1031-1038.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

• directives (for representing order or request for in-
stance, e.g. “Open the door, please”),

• commissives (for representing commitment, e.g. “I will
help you”),

• declarations (for representing institutional illocution-
ary acts, e.g. “I name this ship the Queen Elizabeth”),

• expressives (for representing psychological attitudes,
e.g. “I congratulate you” or “I thank you”).

Existing literature on speech acts is mainly about the first
three classes of illocutionary acts and, to a lesser extent,
about the fourth. Thus, as far as we know, there is no work
about the last class of illocutionary acts, that is, expressives.
As Searle says:

The illocutionary point of this class is to express
the psychological state specified in the sincerity
condition about a state of affairs specified in the
propositional content. The paradigms of expres-
sive verbs are “to thank”, “to congratulate”, “to
apologize”, “to deplore”, and “to welcome”. [21,
Chapter 1]

In this paper we propose a first formalization of expressive
speech acts in a BDI-like logic where utterances are repre-
sented by the mental states they express. The logic, which
is presented in Section 2, has specific modal operators that
allow us to represent expressed psychological mental states.
We focus on particular psychological states that are emo-

tional states. Emotions that we consider are either basic
emotions (only defined from beliefs and goals) or complex
emotions (based on complex reasoning about norms, respon-
sability, etc.). For instance, joy and sadness are basic emo-
tions, whereas guilt or regret are complex emotions requiring
a complex form counterfactual reasoning about responsibil-
ity where reality is compared to an imagined view of what
might have been [12, 15]. Basic and complex emotions are
studied in Section 3. In the paper we only consider the cog-
nitive structure of emotion rather than emotion as a complex
psychological phenomenon including cognitive aspects and
somatic aspects (i.e. feeling). Indeed the cognitive structure
of emotion is sufficient for our needs, as we only consider the
mental states that can be expressed by use of language.
In Section 4, expressive speech acts are defined as public

expressions of emotional states.

1031



2. LOGICAL FRAMEWORK
MLC (Modal Logic of Communication) is a BDI-like logic

[7, 17] that allows us to represent agents’ mental states (be-
liefs, desires and ideals) as well as the overt and social aspect
of communication. It has modal operators that describe the
conversational state of an agent i with respect to another
agent j in front of an audience H, i.e. what agent i expresses
to agent j in front of the audience H. A conversational state
is a static description of the utterances that are performed
by the participants in a dialogue, and is similar to the com-
mitment store of Walton & Krabbe [28].

2.1 Syntax
Assume a finite non-empty set AGT = {1, . . . , n} of

agents, a countable set ATM = {p, q, . . .} of atomic propo-
sitions denoting facts. The language L of the logic MLC is
the set of formulas defined by the following BNF:

ϕ ::= p | ¬ϕ | ϕ ∧ ϕ | Beli ϕ |
Goaliϕ | Idealiϕ | Cdiϕ | Expi,j,Hϕ

where p ranges over ATM , i, j range over AGT andH ranges
over 2AGT . The other Boolean constructions >, ⊥, ∨,→ and
↔ are defined in the standard way.
Operators Beli and Goali are used to represent agent

i’s beliefs and goals. Given an arbitrary formula ϕ of the
logic, Beli ϕ has to be read ‘agent i believes that ϕ’, whereas
Goaliϕ has to be read ‘agent i has the goal that ϕ’ or ‘agent
i wants ϕ to be true’. Following [8], we consider goals the
most basic class of motivational attitudes. The concept of
goal is more general than the concept of desire (therefore,
the former class includes the latter). Desires are intrinsi-
cally endogenous, while goals might originate from external
inputs.2 For instance, an agent might have a goal because
of norm compliance or because it adopted this goal from
another agent (e.g. agent i has the goal to close the door be-
cause agent j asked it to do so and i accepted j’s request).
Moreover, differently from a desire, a goal is not necessarily
associated with a pleasant state of mind (i.e. goals do not
necessarily have a hedonistic component).
As the class of goals includes desires, we assume that goals

can be incompatible with beliefs. For instance, a person may
wish to become multimillionaire even though she believes
that her aspiration will never be satisfied.
The operators Ideali are used to represent an agent’s

moral attitudes, after supposing that agents are capable to
discern what (from their point of view) is morally right from
what is morally wrong. This is a necessary step towards an
analysis of social emotions such as guilt and shame which
involve a moral dimension. The formula Idealiϕmeans ‘ϕ is
an ideal state of affairs for agent i’. More generally, Idealiϕ
expresses that agent i thinks that it ought to promote the
realization of ϕ, that is, agent i conceives a demanding con-
nection between itself and the state of affairs ϕ. When agent
i endorses the ideal that ϕ (i.e. Idealiϕ is true), it means
that i addresses a command to itself, or a request or an im-
perative to achieve ϕ (when ϕ is actually false) or to main-
tain ϕ (when ϕ is actually true) [4]. In this sense, i feels
morally responsible for the realization of ϕ.
There are different ways to explain how a state of affairs

2See [22] for a detailed analysis of how an agent may want
something without desiring it and on the problem of reasons
for acting independent from desires.

ϕ becomes an ideal state of affairs of an agent. A plausible
explanation is based on the hypothesis that ideals are just
social norms internalized (or adopted) by an agent (see [8]
for a general theory of norm internalization). Suppose that
an agent believes that in a certain group (or institution)
there exists a certain norm (e.g. an obligation) prescribing
that a state of affairs ϕ should be true. Moreover, assume
that the agent identifies itself as a member of this group. In
this case, the agent adopts the norm, that is, the external
norm becomes an ideal of the agent. For example, since
I believe that in Italy it is obligatory to pay taxes and I
identify myself as an Italian citizen, I adopt this obligation
by imposing the imperative to pay taxes to myself.
The operators Cdi are used to talk about agents’ choices

and actions, and will be later used in order to define a basic
notion of responsibility. Formula Cdiϕ has to be read ‘given
what the other agents have done, agent i could have ensured
ϕ to be true’ or ‘given what the other agents have decided
to do, agent i could have ensured ϕ to be true’. Similar
operators have been studied in [15] in the framework of STIT
logic (the logic of Seeing to it that) [11] in order to provide
an analysis of counterfactual emotions such as regret and
disappointment.
Finally, formula Expi,j,Hϕ has to be read ‘agent i ex-

pressed to agent j that ϕ is true in front of group H’.
Given a formula Expi,j,Hϕ, we call i the speaker, j the ad-
dressee, H the audience and ϕ the content of the speaker’s
expression. For example, we can represent the sentence
“John told to Mary: I have a new car.” by the formula
ExpJohn,Mary,H newCar where H are the agents who can
hear John’s speech act. The basic function of modalities
Expi,j,H is to keep trace of the information that agent i has
communicated to agent j in front of an audience H.

Further concepts.
We define a basic concept of responsibility as follows:

Respiϕ
def= ϕ ∧Cdi¬ϕ

According to this definition, ‘agent i is responsible for ϕ’
(noted Respiϕ) if and only if, ‘ϕ is true and, given what the
other agents have done, i could have ensured ϕ to be false’
which is the same thing as saying ‘ϕ is true and i could have
prevented ϕ to be true’. In other words, agent i is responsible
for ϕ only if, there is a counterfactual dependence between
the state of affairs ϕ and agent i’s choice.3 The concept of
inevitability is defined as the dual of the operator Cdi:

Ineviϕ
def= ¬Cdi¬ϕ

Thus, ‘ϕ is inevitable for agent i’ (noted Ineviϕ) if and only
if, it is not the case that, given what the other agents have
done, i could have ensured ϕ to be false.
We define one more concepts which will be useful for the

analysis of expressive speech acts such as to sympathize, to
apologize and to be sorry for proposed in Section 4. We
say that ‘agent i is willing to adopt agent j’s goal that ϕ’
or ‘agent i is cooperative about ϕ with regard to agent j’
(noted AdoptGoali,jϕ) if and only if, if i believes that j

3This view of responsibility is close to that of [15, 5]. A
stronger view of responsibility requires that agent i is re-
sponsible for ϕ only if it brings about ϕ, no matter what
the other agents do.
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wants ϕ to be true then i too wants ϕ to be true:4

AdoptGoali,jϕ
def= Beli Goaljϕ→ Goaliϕ

2.2 Semantics
We use a standard possible worlds semantics where acces-

sibility relations are used to interprete the modal operators
of our logic. MLC-models are tuples M = 〈W,B,G, I,O, E ,
V〉 defined as follows:

• W is a nonempty set of possible worlds or states;

• B : AGT −→ 2W×W maps every agent i ∈ AGT to a
serial,5 transitive6 and Euclidean7 relation Bi over W ;

• G : AGT −→ 2W×W maps every agent i ∈ AGT to a
serial relation Gi over W ;

• I : AGT −→ 2W×W maps every agent i ∈ AGT to a
serial relation Ii over W ;

• O : AGT −→ 2W×W maps every agent i ∈ AGT to an
equivalence (i.e. reflexive,8 transitive and symmetric9)
relation Oi over W ;

• E : AGT × AGT × 2AGT −→ 2W×W maps every pair
of agents i, j ∈ AGT and set of agents H ∈ 2AGT to a
transitive relation Ei,j,H over W ;

• V : ATM −→ 2W is a valuation function.

Moreover, we write Bi(w) = {v|(w, v) ∈ Bi}, Gi(w) =
{v|(w, v) ∈ Gi}, Ii(w) = {v|(w, v) ∈ Ii}, Oi(w) =
{v|(w, v) ∈ Oi} and Ei,j,H(w) = {v|(w, v) ∈ Ei,j,H}.
The set Bi(w) is the information state of agent i at world

w: the set of worlds that agent i considers possible at world
w. The fact that every Bi is serial means that an agent
has always consistent beliefs. Moreover, the transitivity and
Euclideanity of Bi mean that an agent’s beliefs are positively
and negatively introspective.
The set Gi(w) is the goal state of agent i at world w: the

set of worlds that agent i wants to reach (or prefers) at world
w. The fact that every Gi is serial means that an agent has
always at least one state that it wants to reach.
The set Ii(w) is the ideal state of agent i at world w: the

set of worlds that agent i considers ideal (from a moral point
of view) at world w. The fact that every Ii is serial means
that an agent has always at least one ideal state.
The set Oi(w) is the outcome state of agent i at world

w: Oi(w) is the set of outcomes that agent i could have
ensured at w, given what the other agents have done (at
w). Therefore, the fact that Oi is reflexive means that the
actual world is an outcome that agent i could have ensured,
4We are aware that some form of conditional rather than
material implication would be more suited to express entail-
ment in the notion of goal adoption.
5A given relation R on W is serial if and only if for every
w ∈W there is v such that (w, v) ∈ R.
6A given relation R on W is transitive if and only if, if
(w, v) ∈ R and (v, u) ∈ R then (w, u) ∈ R.
7A given relation R on W is Euclidean if and only if, if
(w, v) ∈ R and (w, u) ∈ R then (v, u) ∈ R.
8A given relation R on W is reflexive if and only if for every
w ∈W , (w,w) ∈ R.
9A given relation R on W is symmetric if and only if, if
(w, v) ∈ R then (v, w) ∈ R.

given what the other agents have done. The fact that Oi is
transitive means if v is an outcome that agent i can ensure
at w and u is an outcome that agent i can ensure at v then
u is an outcome that agent i can ensure at w. The fact that
Oi is Euclidean means if v is an outcome that agent i can
ensure at w and u is an outcome that agent i can ensure at
w then u is an outcome that agent i can ensure at v.
Finally, the set Ei,j,H(w) is the conversational state of

agent i with respect to agent j in the presence of group H
at world w: the set of worlds that are compatible with what
has been expressed by agent i to agent j in front of group H
at world w. The fact that Ei,j,H is transitive means that if
v is compatible with what has been expressed by agent i to
agent j in front of group H at w and u is compatible with
what has been expressed by agent i to agent j in front of
group H at v, then if u is compatible with what has been
expressed by agent i to agent j in front of group H at w.
Note that Ei,j,H(w) is different from Bi(w) because what
agent i has expressed may be different from what agent i
believes (case of insincerity).
MLC-models are supposed to satisfy the following addi-

tional constraints. For every world w ∈ W , for all i, j, z ∈
AGT , for all H ∈ 2AGT , if z ∈ H ∪ {i, j} then:
S1 if v ∈ Bi(w) then Gi(v) = Gi(w);

S2 if v ∈ Bi(w) then Ii(v) = Ii(w);

S3 if v ∈ Bz(w) then Ei,j,H(v) = Ei,j,H(w).
Constraint S1 is a property of positive and negative intro-
spection for goals: worlds that are preferred by agent i are
also preferred by agent i from those worlds that it consid-
ers possible. Constraint S2 is the corresponding property
of positive and negative introspection for ideals. Constraint
S3 is a property of positive and negative introspection for
communication. Suppose that z ∈ H ∪ {i, j}. Then, S3
means that: worlds that are compatible with what agent i
expressed to agent j in front of group H, are also compatible
with what agent i expressed to agent j in front of group H
from those worlds that agent z considers possible.
Given a model M , a world w and a formula ϕ, we write

M,w |= ϕ to mean that ϕ is true at world w in M . Truth
conditions of formulas are defined as follows:
• M,w |= p iff w ∈ V(p);

• M,w |= ¬ϕ iff not M,w |= ϕ;

• M,w |= ϕ ∧ ψ iff M,w |= ϕ and M,w |= ψ;

• M,w |= Beli ϕ iff M, v |= ϕ for all v ∈ Bi(w);

• M,w |= Goaliϕ iff M, v |= ϕ for all v ∈ Gi(w);

• M,w |= Idealiϕ iff M, v |= ϕ for all v ∈ Ii(w);

• M,w |= Cdiϕ iff M, v |= ϕ for some v ∈ Oi(w);

• M,w |= Expi,j,Hϕ iff M, v |= ϕ for all v ∈ Ei,j,H(w).
Note that while the operators Beli , Goali, Ideali and
Expi,j,H are all 2 (‘Box’) modal operators, Cdi are 3 (‘Di-
amond’) modal operators. That is, an agent i could have
ensured ϕ at w of world M (i.e. M,w |= Cdiϕ) if and only
if there is an outcome that agent i can ensure at w, given
what the other agents have done (at w), in which ϕ is true.
As usual we say that ϕ is valid in MLC (noted |=MLC ϕ)

iff for all modelsM = 〈W,B,G, I,O, E ,V〉 and for all worlds
w ∈W we have M,w |= ϕ.
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2.3 Axiomatization

All KD45-principles for the operators Beli (KD45Bel )
All KD-principles for the operators Goali (KDGoal)
All KD-principles for the operators Ideali (KDIdeal)
All S5-principles for the operators Cdi (S5Cd)
All K4-principles for the operators Expi,j,H (K4Express)
Goaliϕ→ Beli Goaliϕ (PIGoal)
¬Goaliϕ→ Beli ¬Goaliϕ (NIGoal)
Idealiϕ→ Beli Idealiϕ (PIIdeal)
¬Idealiϕ→ Beli ¬Idealiϕ (NIIdeal)
Expi,j,Hϕ→ Belz Expi,j,Hϕ

(if z ∈ H ∪ {i, j})
(PIExpress)

¬Expi,j,Hϕ→ Belz ¬Expi,j,Hϕ

(if z ∈ H ∪ {i, j})
(NIExpress)

Figure 1: Axiomatization of MLC

Figure 1 contains the axiomatization of the logic MLC.
We have all principles of the normal modal logic KD45 for
every belief operator Beli . Thus, an agent cannot have in-
consistent beliefs (i.e. ¬(Beli ϕ∧Beli ¬ϕ)), and it has posi-
tive and negative introspection over its beliefs (i.e. Beli ϕ→
Beli Beli ϕ and ¬Beli ϕ→ Beli ¬Beli ϕ).
We have all principles of the normal modal logic KD for

every operator Goali and for every operator Ideali (i.e.
¬(Goaliϕ ∧Goali¬ϕ) and ¬(Idealiϕ ∧ Ideali¬ϕ)).
We have all principles of the normal modal logic S5 for ev-

ery operator Cdi, taking it as a ‘Diamond’ operator. Thus,
for example, if ϕ is true then an agent could have ensured
ϕ (i.e. ϕ→ Cdiϕ).
Moreover, we have all principles of the normal modal logic

K4 for every communication operator Expi,j,H . Thus, i’s
action of expressing to j that ϕ entails i’s action of express-
ing to j that i expresses to j that ϕ (i.e. Expi,j,Hϕ →
Expi,j,HExpi,j,Hϕ). In other words, the action of express-
ing something to someone has a self-referential nature. We
do not include Axiom D for the operator Expi,j,H . Thus,
we accept that an agent may express inconsistent things to
another agent (even though it cannot believe them), that is,
we accept formula Expi,j,H⊥ to be satisfiable in our logic.
Axioms (PIGoal) and (NIGoal) are standard axioms of

positive and negative introspection for goals [14], while Ax-
ioms (PIIdeal) and (NIIdeal) are corresponding principles for
ideals.
Finally, Axioms (PIExpress) and (NIExpress) are corre-

sponding principles of positive and negative introspection
for communication: if an agent i expressed (resp. did not
express) something to another agent j in front of an audi-
ence H, then this is public for the group H∪{i, j} including
the speaker, the addressee, and all agents in the audience.
Note that we did not include a general inclusion principle

of the form:

Expi,j,Hϕ→ Expi,j,Iϕ for I ⊆ H

In fact, we want to be able to model situations in which
an agent i expressed something in secret to another agent j
(while all other agents were not hearing), and it expressed

the contrary to j in front of a larger group including j, with-
out expressing an inconsistency.
For example, Bill might express in secret to Mary that he

loves Ann, i.e. ExpBill,Mary,∅BillLovesAnn, and express to
Mary that he does not love Ann when he is in front of Bob,
i.e. ExpBill,Mary,{Bob}¬BillLovesAnn, without expressing an
inconsistency in front of Mary, i.e. ¬ExpBill,Mary,∅⊥.

Theorem 1. The axiomatization in Figure 1 is sound
and complete with respect to the class of MLC-models.

Proof (Sketch). It is a routine task to check that the
axioms of the logic MLC correspond one-to-one to their
semantic counterparts on the models.
In particular, (KD45Bel ) corresponds to the fact that ev-

ery Bi is serial, transitive and Euclidean. (KDGoal) and
(KDIdeal) correspond to the fact that every Gi (resp. Ii) is
serial. (S5Cd) corresponds to the fact that every Oi is an
equivalence relation, while (K4Express) corresponds to the
transitivity of every Ei,j,H . Axioms (PIGoal) and (NIGoal)
together correspond to the Constraint S1, Axioms (PIIdeal)
and (NIIdeal) together correspond to the Constraint S2. Ax-
ioms (PIExpress) and (NIExpress) together correspond to the
Constraint S3. It is routine, too, to check that all axioms
of the logic MLC are in the Sahlqvist class. This means
that the axioms are all expressible as first-order conditions
on models and that they are complete with respect to the
defined model classes, cf. [3, Th. 2.42].

We write `MLC ϕ if ϕ is a MLC-theorem. The following
are examples of MLC-theorems. For every i, j ∈ AGT and
for every H ∈ 2AGT we have:

`MLC Expi,j,Hϕ↔
∧

z∈H∪{i,j}

Belz Expi,j,Hϕ

`MLC ¬Expi,j,Hϕ↔
∧

z∈H∪{i,j}

Belz ¬Expi,j,Hϕ

According to former formula, agent i has expressed that ϕ
to j in front of the audience H if and only if, i, j and every
agent in the audience believes this. According to the latter,
agent i did not express that ϕ to j in front of the audience
H if and only if i, j and every agent in the audience believes
this.

3. FORMALIZATION OF EMOTIONS
As said in Section 1, Searle says that expressives are ex-

pressions of psychological states. Vanderveken agree with
this and says that such psychological states have the logical
form m(p) where m is the psychological mode and p “the
propositional content which represents the state of affairs
to which [the act is] directed” [26, p. 213]. Here, emotions
are viewed as particular mental states that have the logical
form m(p). Thus, emotion is here always about a state of
affairs. When it is not the case, we consider such feeling to
be a mood rather than an emotion. We are not concerned
here by mood.
Following dimensional theories of emotion [18], the differ-

ence between two close labels in a multi-dimensional space
may be a difference of intensity of the same emotion. It
means that their cognitive structure is the same. In this
paper we do not deal with intensity of emotions and we
only formalize cognitive structures of emotions rather than
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emotions themselves. Following appraisal theories [19, 13],
the cognitive structure of an emotion is the configuration of
mental states that an agent has in mind when feeling this
emotion and that is responsible for this feeling. It is just a
part of the entire affective phenomenon.
In the rest of this article, we use the term emotion to

refer to the cognitive structure of emotion. The definitions
of emotions will be written in italic in order to distinguish
them from the definitions of expressive speech acts given in
Section 4.

3.1 Cognitive structure of basic emotions
Basic emotions concern emotions built from belief, and

goals or ideals. When agent i believes that ϕ is true, if it
aims at ϕ then it feels joy about the fact that ϕ is true; if it
aims at ¬ϕ then it feels sadness about the fact that ϕ is true;
if it thinks that ϕ is an ideal state of affairs then it feels ap-
proval; finally, if it thinks that ¬ϕ is an ideal state of affairs
then it feels disapproval. These emotions are summarized in
the following table.

∧ Goaliϕ Goali¬ϕ Idealiϕ Ideali¬ϕ
Beli ϕ Joyi ϕ Sadnessi ϕ Approvaliϕ Disapprovaliϕ

Agent i feels joy about ϕ if and only if, i believes that ϕ
is true and wants ϕ to be true:

Joyi ϕ
def= Beli ϕ ∧Goaliϕ

For example, agent i feels joy for having passed the exam
because i believes that it has passed the exam and wants to
pass the exam. In this sense, i is pleased by the fact that it
believes to have achieved what it wanted to achieve. This
means that joy has a positive valence, that is, it is associated
with goal achievement.10

Consider now sadness:

Sadnessi ϕ
def= Beli ϕ ∧Goali¬ϕ

That is, agent i feels sadness about ϕ if and only if i believes
that ϕ is true and wants ¬ϕ to be true. For instance, agent
i feels sad for not having passed the exam because i believes
that it has not passed the exam and wants to pass the exam.
In this sense, i is displeased by the fact that it believes not
to have achieved what it was committed to achieve. This
means that sadness has a negative valence, that is, it is
associated with goal frustration.
When ϕ concerns ideals, agent i approves ϕ or i disap-

proves ϕ, depending respectively on the fact that ϕ is ideal
or not ideal for it. Thus:

Approvaliϕ
def= Beli ϕ ∧ Idealiϕ

Disapprovaliϕ
def= Beli ϕ ∧ Ideali¬ϕ

Note that we refer here to the expressive part of approval and
of disapproval. In fact, approval and disapproval are both
expressives and declarations in Speech Act theory. There
also exists a normative sense (like in: The judge says “I
disapprove your release on parole [and thus, you come back
to the jail]”) that corresponds to a declaration in accordance
with law (and not necessary with the internal psychological
state of the judge). Here we focus on the expressive sense.

10The terms positive valence and negative valence are used
by Ortony et al. [16], whereas Lazarus [13] uses the terms
goal congruent versus goal incongruent emotions.

3.2 Cognitive structure of complex emotions
As said in the introduction, the cognitive structures of

complex emotions include complex reasoning about norms,
responsibility, etc. In the following, we suppose that agent i
feels an emotion related to its own responsibility or related
to the responsibility of agent j (supposed to be different from
agent i) about ϕ. At the same time, when ϕ (respectively
¬ϕ) is a goal or an ideal of agent i, thus we can expect that
agent i feels an emotion about ϕ.
There are many psychological models of emotions in the

literature. One of the most widely accepted model in AI is
that of Ortony, Clore and Collins [16], which defines emo-
tions such as reproach, shame and anger that have already
been formalized in logic (e.g. [1, 24]). However this model
does not define emotions such as guilt or regret that are
based on the concept of responsibility about actions and
choices. Indeed, several psychologists (e.g. [13]) showed that
guilt involves the conviction of having injured someone or of
having violated some norm or imperative, and the belief
that this could have been avoided. Similarly, many psychol-
ogists (e.g. [29, 12]) agree in considering regret as a negative,
cognitively determined emotion that we experience when re-
alizing or imagining that our present situation would have
been better, had we acted differently. Our formalization of
complex emotions such as regret and guilt follows this lat-
ter work in the area of psychology of emotions. (See also
[15] a logical formalization of regret and [25] for a logical
formalization of guilt.)
For instance, when agent i believes that it is responsible

for ϕ while it has ¬ϕ as a goal, agent i feels regret, and vice
versa. Formally:

Regretiϕ
def= Goali¬ϕ ∧Beli Respiϕ

Imagine a situation in which there are only two agents i and
j, that is, AGT = {i, j}. Agent i decides to park its car
in a no parking area. Agent j (the policeman) fines agent i
100 e. Agent i regrets for having been fined 100 e (noted
Regretifine). This means that, i wants not to be fined (noted
Goali¬fine) and believes that it is responsible for having
been fined (noted Beli Respifine). That is, agent i believes
that it has been fined 100 e and believes that it could have
avoided to be fined (by parking elsewhere).
As Beli Respiϕ → Beli ϕ, we have the following theo-

rem.
Theorem 2.

Regretiϕ→ Sadnessi ϕ

This means that if agent i regrets for ϕ, then it feels sad
about ϕ. In the previous example, agent i regrets for having
been fined 100 e which entails that it is sad for having been
fined 100 e.
When agent i believes that agent j is responsible for ϕ,

and i has ¬ϕ as a goal, i is disappointed about ϕ. Formally:

Disappointmenti,jϕ
def= Goali¬ϕ ∧Beli Respjϕ

Note that disappointment may have different degrees of in-
tensity. Thus, a strong disappointment is closer to anger.
In a similar way, agent i feels guilty for ϕ (noted Guiltiϕ)

if and only if ¬ϕ is an ideal state of affairs for i (noted
Ideali¬ϕ) and i believes that it is responsible for ϕ. For-
mally:

Guiltiϕ
def= Ideali¬ϕ ∧Beli Respiϕ
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Thus, regret concerns goals whereas guilt concerns ide-
als. For example, imagine a situation in which there
are only two agents i and j (that is AGT = {i, j}).
Agent i decides to shoot with a gun and accidentally kills
agent j. Agent i feels guilty for having killed someone
(noted GuiltikilledSomeone). This means that, i addresses
an imperative to itself not to kill other people (noted
Ideali¬killedSomeone) and agent i believes that it is respon-
sible for having killed someone (noted RespikilledSomeone).
We do not give more details about the cognitive structure

of complex emotions. All these emotions are summarized in
the following table:

∧ Beli Respiϕ Beli Respjϕ
Goaliϕ Rejoicingiϕ Gratitudei,jϕ
Goali¬ϕ Regretiϕ Disappointmenti,jϕ
Idealiϕ MoralSatisfactioniϕ Admirationi,jϕ
Ideali¬ϕ Guiltiϕ Reproachi,jϕ

4. EXPRESSIVE SPEECH ACTS
As Searle says [20, Section 3.4]: “Wherever there is a

psychological state specified in the sincerity condition, the
performance of the act counts as an expression of that psy-
chological state.This law holds whether the act is sincere or
insincere, that is whether the speaker actually has the spec-
ified psychological state or not. (...) To thank, welcome
or congratulate counts as an expression of gratitude, plea-
sure (at H’s arrival) or pleasure (at H’s good fortune)”.11

This is true for every class of illocutionary acts not only for
expressives.
The sincerity condition of expressives is that the speaker

has the psychological states that he/she expresses when
he/she performs an expressive act. In others words, when
agent i congratulates agent j about some ϕ related to j, the
sincerity condition is that i is pleased about ϕ. “To congrat-
ulate” is nothing but the expression of its sincerity condition
[20, Section 3.4].
Formally, if we note µ(ϕ) an emotion about the proposi-

tion ϕ, we characterize the performance of an expressive as
the expression of µ(ϕ) from a speaker i to an addressee j in
front of a group of agents H as follows: Expi,j,Hµ(ϕ).
Note that the expression of a proposition (of the form

Expi,j,Hϕ) and the expressive (of the form Expi,j,Hµ(ϕ))
should not be mixed up: an expressive is the expression of
a particular proposition (that is, a psychological state, an
emotion) but the expression of a proposition is not neces-
sarily an expressive. For instance, we can express a commit-
ment and the corresponding illocutionary act is a commis-
sive; or we can express our intention that the speaker does
something, and the corresponding act is a directive.12

When every action is publicly performed, H represents
the set of all agents AGT . In this case, if an agent says
something, everybody knows that. The parameter H in the
formula Expi,j,Hµ(ϕ) becomes useful in case of a private
conversation within a group, where illocutionary acts are not
publicly performed. For instance, suppose that a group of
friends are together at a party. Suppose also that John is sad

11H stands for the hearer.
12Thus, our language enables to formalize classes of speech
acts that we do not use here. As explained in Section 5,
formalization of others classes will be done in future work.
Here, we focus on expressives because this class of illocu-
tionary acts is the least studied in literature.

because he lost his cat. He wants to share his sorrow with
Beth but not with the rest of the group. In this case, H is
reduced to the empty set. Thus, the formula characterizing
this situation is: ExpJohn,Beth,∅SadnessJohn catDeath.

4.1 Expression of basic emotions
We propose to represent expressive speech acts as partic-

ular assertive speech acts where the propositional content is
about a psychological state. More precisely, it is the emotion
that the speaker wants to express. For instance, when agent
i wants to express to agent j its joy about ϕ (we call this
act: to be delighted about ϕ), i asserts to j that it feels joy
about the fact that ϕ is true. In the same way, to express
sadness about the fact that ϕ is true, it is to be saddened
by the fact that ϕ is true. In the expressive sense, to express
his/her (dis)approval is to (dis)approve of. Thus, formally:

IsDelightedi,j,Hϕ
def= Expi,j,HJoyi ϕ

IsSaddenedi,j,Hϕ
def= Expi,j,HSadnessi ϕ

ApprovesOf i,j,Hϕ
def= Expi,j,HApprovaliϕ

DisapprovesOf i,j,Hϕ
def= Expi,j,HDisapprovaliϕ

Note that in the case of disapproval, and following Van-
derveken [26, p. 216], “it is not presupposed that the hearer
is responsible for the state of affairs”. Thus, we do not nec-
essarily have that agent j is responsible for ϕ.
We say that agent i expresses to agent j that it is sorry

for ϕ if and only if, i expresses to agent j that it is sad about
the fact that j did not achieve its goal that ¬ϕ (i.e. agent j
has ¬ϕ as a goal and ϕ is true):

IsSorryFori,j,Hϕ
def= IsSaddenedi,j,H(Goalj¬ϕ ∧ ϕ)
def= Expi,j,HSadnessi (Goalj¬ϕ ∧ ϕ)

The expressive to sympathize adds to the expressive to be
sorry for an aspect of goal adoption. More precisely, agent
i sympathizes with agent j for the fact that ϕ is true if and
only if, i expresses sadness about the fact that agent j did
not achieve its goal that ¬ϕ (i.e. i expresses to j that it is
sorry for ϕ) and i expresses that it is willing to adopt j’s
goal that ¬ϕ:

Sympathizesi,j,Hϕ
def= IsSorryFori,j,Hϕ

∧Expi,j,HAdoptGoali,j¬ϕ

This definition logically entails the following theorem.

Theorem 3.

Sympathizesi,j,Hϕ→ IsSaddenedi,j,Hϕ

Thus, when agent i sympathizes with agent j about ϕ, it
expresses that it is sad about ϕ.

4.2 Expression of complex emotions
In this section, we focus on expression of complex emo-

tions (see Section 3.2). To express rejoicing is just to rejoice
and to express gratitude is to thank (what corresponds to
Vanderveken’s definitions):

Rejoicesi,j,Hϕ
def= Expi,j,HRejoicingiϕ

Thanksi,j,Hϕ
def= Expi,j,HGratitudei,jϕ
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To rejoice and to thank both entail to be delighted.

Theorem 4.

Rejoicesi,j,Hϕ→ IsDelightedi,j,Hϕ (4.1)
Thanksi,j,Hϕ→ IsDelightedi,j,Hϕ (4.2)

To express regret is just to regret:

Regretsi,j,Hϕ
def= Expi,j,HRegretiϕ

Following Vanderveken, to deplore is to express discontent
with a high degree of strength and with a deep discontent
or a deep sorrow. As we do not deal with degrees, to deplore
is here just the expression of disappointment:

Deploresi,j,Hϕ
def= Expi,j,HDisappointmenti,jϕ

We can prove the following theorem.

Theorem 5.

Regretsi,j,Hϕ→ IsSaddenedi,j,Hϕ (5.1)
Deploresi,j,Hϕ→ IsSaddenedi,j,Hϕ (5.2)

It means that if we regret for ϕ or if we deplore it, we are
sad about the fact that ϕ is true.
Sometimes, we can also express some form of regret where

the speaker is responsible for and where the consequence is
bad for someone else. In this case, to express regret corre-
sponds to to apologize. More precisely, agent i apologizes
to agent j for ϕ if and only if, i expresses sadness about
the fact that agent j did not achieve its goal that ¬ϕ and i
expresses that it believes to be responsible for ϕ:

Apologizesi,j,Hϕ
def= IsSaddenedi,j,H(Goalj¬ϕ ∧ ϕ)
∧Expi,j,HBeli Respiϕ

This definition entails the following theorem.

Theorem 6.

Apologizesi,j,Hϕ→ Regretsi,j,H(Goalj¬ϕ ∧ ϕ)

Thus, when agent i apologizes to agent j for ϕ, i expresses
regret about the fact that j has ¬ϕ as a goal and ϕ is true.
The expression of moral satisfaction is defined as follows:

IsMorallySatisfiedi,j,Hϕ
def= Expi,j,HMoralSatisfactioniϕ

To express admiration is to compliment. Vanderveken
says that “Complimenting does not necessarily relate to
something done by the hearer, since we can compliment
someone on his intelligence, musical ability (...)”. But in
these cases we can object that complimenting is more about
the use of this intelligence or of this ability than about the
intelligence itself or the ability itself. In any case, the fol-
lowing definition applies only to the case in which the hearer
is responsible for ϕ:

Complimentsi,j,Hϕ
def= Expi,j,HAdmirationiϕ

We can prove the following theorem.

Theorem 7.

IsMorallySatisfiedi,j,Hϕ→ ApprovesOf i,j,Hϕ (7.1)
Complimentsi,j,Hϕ→ ApprovesOf i,j,Hϕ (7.2)

To express guilt is to express that one feels guilty, and to
express reproach is just to reproach:

FeelsGuiltyi,j,Hϕ
def= Expi,j,HGuiltiϕ

Reproachesi,j,Hϕ
def= Expi,j,HReproachi,jϕ

These definitions entail the following theorem.

Theorem 8.

FeelsGuiltyi,j,Hϕ→ DisapprovesOf i,j,Hϕ (8.1)
Reproachesi,j,Hϕ→ DisapprovesOf i,j,Hϕ (8.2)

In other words, if agent i expresses that it feels guilty about
the fact that ϕ is true, or if agent i reproaches agent j for
ϕ, then agent i also expresses its disapproval for ϕ.
To accuse is not an expressive (but an assertive —see[26,

p. 179]). It is however interesting to give a name to the
expression of a speaker’s belief about the hearer’s responsi-
bility:13

Accusesi,j,Hϕ
def= Expi,j,HBeli Respjϕ

We are now able to formalize the expressive to protest.
Following Vanderveken, to protest is nothing but to express
his/her disapproval together with the fact that the addressee
of the act is responsible for the present state of affairs. The
latter is what we call to accuse. Thus:

Protestsi,j,Hϕ
def= DisapprovesOf i,j,Hϕ ∧Accusesi,j,Hϕ

4.3 Remark
When the performance of an expressive entails the perfor-

mance of another expressive – this is typically the case in
the previous theorems –, it means that each time we express
some psychological attitude, we also express some other psy-
chological attitude. This relation exists in speech act theory
through the semantic tree of expressives (see [26, p. 218]).
In this tree, the success conditions of to express are a sub-
set of the success conditions of to approve, and the success
conditions of to approve are themselves a subset of success
conditions of to praise, for instance. This means that, from
an illocutionary point of view, to praise entails to approve,
and to approve entails to express.
If we suppose that the speaker has the psychological atti-

tudes that he/her expresses, then the previous theorems sug-
gest that feeling some emotions entails feeling some others.
For example, Theorem 5.1 says that feeling regret entails
feeling sadness. This is in accordance with the literature in
psychology according to which we can feel several emotions
at the same time (see [13] for more details).

5. CONCLUSION
In this article we have presented the logic MLC that al-

lows us to represent the cognitive structure of basic emotions
(such as joy or sadness) and more complex emotions (such
as regret or guilt), and their expression in front of a group of

13According to Vanderveken, when agent i accuses agent j of
the fact that ϕ is true, agent i presupposes that ϕ is bad.
This property needs the introduction of a new operator, but
we do not intend here to give a subtle definition of this
assertive: we just intend here to give a name to a particular
formula of the language.
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agents. Recall that a cognitive structure of emotion corre-
sponds to the mental states that an agent must necessarily
have for feeling the corresponding emotion.
Our work is based on the assumption that the perfor-

mance of an illocutionary act consists in the expression of
some mental states by the speaker. The logicMLC includes
a novel modal operator formalizing what is expressed by per-
forming a speech act. This operator allows us to formalize
every class of illocutionary act. In this work, we only pre-
sented expressive speech acts because this class is less stud-
ied than the others (assertives, directives, commissives and
declaratives). In future work, we will present a generaliza-
tion of this work by including other classes of illocutionary
acts.
By means of the logic MLC we have proved some intu-

itive theorems highlighting the relationships between differ-
ent emotions (e.g. regret entails sadness) and between dif-
ferent expressive speech acts (e.g. to apologize entails to
regret).
Note that we did not exploit in detail the argument H

(the audience) in our formalization of expressive speech acts.
However, as we have briefly shown in Section 4, the argu-
ment H becomes useful when we want to describe a private
conversation within a group discussion. For instance, if a lec-
turer tells to the chairman that he/she has stage fright, there
is no reason to suppose that every person who is present at
the conference hears that. The argument H in the modal
operator Expi,j,H allows us to represent such cases.
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ABSTRACT
The objective of our current work was to create a model for
agent memory retrieval of emotionally relevant episodes. We
analyzed agent architectures that support memory retrieval
realizing that none fulfilled all of our requirements. We de-
signed an episodic memory retrieval model consisting of two
main steps: location ecphory, in which the agent’s current
location is matched against stored memories associated lo-
cations; and recollective experience, in which memories that
had a positive match are re-appraised. We implemented our
model and used it to drive the behavior of characters in
a game application. We recorded the application running
and used the videos to create a non-interactive evaluation.
The evaluation’s results are consistent with our hypothesis
that agents with memory retrieval of emotionally relevant
episodes would be perceived as more believable than similar
agents without it.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Intelligent agents

General Terms
Theory, Experimentation

Keywords
Modeling cognition and socio-cultural behavior, Affect and
personality, Virtual character modeling and animation in
games, education, training, and virtual environments

1. INTRODUCTION
Towards the end of the 20th century, computer scientists

in the field of autonomous agents, began to analyze how the
artistic principles of animated characters could be used to
design believable agents. For instance, Bates’ work in the
OZ Group [2] was inspired by Thomas and Johnston’s The
Illusion of Life: Disney Animation [17]. Two of the key

Cite as: I’ve Been Here Before! Location and Appraisal in Memory
Retrieval, Paulo F. Gomes, Carlos Martinho and Ana Paiva, Proc. of 10th
Int. Conf. on Autonomous Agents and Multiagent Systems
(AAMAS 2011), Tumer, Yolum, Sonenberg and Stone (eds.), May, 2–6,
2011, Taipei, Taiwan, pp. 1039-1046.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

ideas guiding Bates were: an agent’s emotional state must
be clearly defined; and the agent’s actions must express what
it is thinking about and its emotional state. Loyall [9], also
working in the OZ Group, further dissected the definition
of agent believability, proposing among others, the follow-
ing requirements: ability to grow and the behavior changing
according to different situations. Consequently the agent’s
behavior should in principle reflect what it has lived. This
idea is also consistent with Ortony’s believability definition
[12]. He considers that the evaluation perspective and be-
havior displayed by an agent should be coherent across dif-
ferent types of situations and over the agent’s experience.
Finally, although in many cases not being strictly believable
agents, believable characters in video games share charac-
teristics with the former. Rollings and Adams [15] proposed
that believable video game characters should grow with the
game story and overall game experience (pp. 134–135).

The ideas presented point to one architectural element:
memory. In particular, personal memories concerning emo-
tionally relevant episodes to the agent, as emotion is also a
crucial element for agent believability. In humans, this type
of memories may be considered episodic [18]: memories that
refer to personal experiences that are linked with a specific
time and place (e.g. I left my keys on top of the fridge in
the kitchen yesterday night). Episodic memories and seman-
tic knowledge (general knowledge about the world and facts
one knows) are often analyzed together as autobiographic
memory [1]: episodic memories can be combined together,
or even generalized to semantic knowledge.

Focusing on episodic memories, Tulving [18] stated that
they enable humans to do mental time travel, that is, to re-
live past experiences. This re-experience takes place during
retrieval. Retrieval of episodic memory involves the interac-
tion between a memory trace, “a physical representation of
a memory in the brain” [4], and a retrieval cue, a stimulus
that can be either internal or external [16] (e.g. smells). In
[19] episodic memory retrieval is described as a two staged
process: ecphory and conversion. “Ecphory is a process by
which retrieval information provided by a cue is correlated
with the information stored in an episodic memory trace”.
The product of ecphory is a set of pairs of highly correlated
cues and traces. These pairs are then converted into a recol-
lective experience (conversion). It is through the recollective
experience that a person is able to relive a past event [18],
although typically not as intensively as before [11].
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Motivated by the definitions of believability and by the
human memory theory principles presented, we created a
model for episodic memory retrieval in believable agents.
We model retrieval of emotionally relevant episodes through
ecphory and recollective experience (with re-appraisal of past
events). We believe that this model can promote the per-
ceived believability of agents. Furthermore, the model can
be used to enhance non-player characters’ behavior in video-
games, by making it dependent on their personal experi-
ences.

2. RELATED WORK
Agent architectures that support autobiographic memo-

ries have been proposed in several previous works, however
modelling episodic memory retrieval for believable agents is
not an extensively debated topic.

Ho, Dautenhahn and Nehaniv have developed several au-
tobiographic memory architectures in the context of artifi-
cial life [6]. In them, memories are paths to resources, and
storage is triggered by a timer or by an event. Retrieval
happens when a resource is needed and the retrieval pro-
cess consists of reconstructing previously walked paths. Al-
though the model supports retrieval of personal information
(the agent’s paths), this retrieval is not an emotional experi-
ence. Moreover, the work focuses much more on the agent’s
survival skills, than on believability characteristics.

In FAtiMA [5] there is a greater concern with believability,
with emotion and personality being central concepts. The
system supports both appraisal and autobiographic memo-
ries. Furthermore, these memories contain the agent’s emo-
tional reaction to the events. Nevertheless, memory retrieval
is not presented as an emotional appraisal process: memories
are simply retrieved when the agent wishes to summarize his
life story.

In [7] memories are combined and encode both goals and
event coping strategies. Autobiographic memories are used
for extracting goals, verifying if they have been achieved
and choosing a reaction strategy to an event. The model
is, however, clearly more directed to the semantic part of
autobiographic memory, than to episodic memory.

Brom et al [3] proposed an agent architecture that sup-
ports episodic memory retrieval. In long-term memory, mem-
ories are structured as trees of performed tasks. These tasks
are removed from long-term memory according to a forget-
ting mechanism that takes into account, among other things,
the time passed since the task was performed. Despite all
its features, memory retrieval is described as a data base
process, and not as an emotional experience.

In brief, modelling ecphory and modelling an emotional
recollective experience are relatively unexplored subjects in
the analyzed work. We will delve into them in the next
section.

3. MODEL
We have developed a model for agent episodic memory

retrieval (see Figure 1) with two main steps: location ecphory
and recollective experience.

3.1 Location Ecphory
Our model is motivated by the idea that humans retrieval

process results from the interaction between memory traces
and retrieval cues (stimuli) [16]. If a person is exposed to

Figure 1: Episodic memory retrieval

stimuli similar to the ones he, or she, was exposed during
the occurrence of an event that is stored in memory, these
stimuli can act as retrieval cues for that memory.

Consider the following situation: an individual A pass-
ing by the spot where she was first kissed. As individual A
passes by, she might smell the sent of near flowers, be again
exposed to the colors of the garden, gaze at the mountain
landscape, feel the crunchy texture of the ground. All of
these external stimuli act as retrieval cues, and individual
A remembers her first kiss. Note that the mentioned stim-
uli are perceived in the garden. Hence, instead of saying
that the individual stimuli elicit the kissing memory, one
can say that the garden’s stimuli elicited the episodic mem-
ory. In the end, the garden’s location is acting as an indirect
retrieval cue for the memory.

Of course if the garden had been replaced by a parking
lot, and the view was now hidden by a shopping mall, the
retrieval cues would be absent, and consequently the loca-
tion could hardly be seen as an indirect retrieval cue for the
episodic memory. Thus, the exposed situation as a whole
shows that locations can be interpreted as indirect memory
retrieval cues when they have not changed dramatically.

We can translate our intuition, by defining that location
ecphory selects memory traces whose connected event oc-
curred close by the location where the agent currently is. It
is a simplification of the generic ecphory: on one hand it
replaces direct stimuli input by physical locations; on the
other hand, it only accounts for retrieval of a memory trace
when passing by the location where the memory trace’s past
event took place.

In spite of its limitations, from an engineering perspec-
tive, location ecphory is much less demanding on the sensor
detail of a synthetic autonomous agent. Agents just need
to be able to approximate their current physical location.
They do not need to have a wide range of simulated sensors
covering smell, sights, sounds, colours, etc. The ability to
approximate a current physical location is much more com-
mon in agents than detailed simulated perception. There-
fore we believe that location ecphory can be integrated into
a wider range of agent architectures than a more generic
ecphory model.

3.2 Recollective Experience
After the traces are selected by location ecphory, there

still needs to be a recollective experience. According to
Tulving [18] episodic memories allow humans to relive past
experiences. Analogously, if we consider that an agent ap-
praises an event when it first experiences it, then when it
“relives” the event we propose a second appraisal should take
place. Therefore, when a memory trace is selected by loca-
tion ecphory the event that is linked to that memory trace is
appraised. Hence, the recollective experience will essentially
be an appraisal process.
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Before we further describe the recollective experience, we
need to define the concept of emotional reaction, emotion
and emotional state. These definitions are inspired in the
OCC model [13] and on FAtiMA [5]. We start by laying
down a background scenario that will serve to exemplify the
emotion definitions.

Two agents (meemo 1 and meemo 2) are moving in a tun-
nel. Meemo 1 and meemo 2 are friends. Meemo 1 witnesses
meemo 2 falling in a deadly trap. Meemo 1 evaluates this
event as undesirable for meemo 2 and also as undesirable
for itself (as meemo 2 was its friend). Meemo 1 will have an
emotional reaction to the event.

In our model an emotional reaction is a quantified evalu-
ation of an event, defined by a pair 〈AV,E〉 in which:

• AV contains the set of appraisal values, two of which
are desirability-for-self and desirability-for-other. Each
appraisal variable represents an evaluation of the event
through a specific perspective of the agent. Desirability-
for-self represents the extent to which an event en-
ables, or hinders, the achievement of a personal goal.
Desirability-for-other is the inferred desirability of an
event for another individual. In our example, meemo 1
might have as a goal “stay alive” which will lead to a
low value of desirability-for-self. Additionally meemo 1
can have a goal “meemo 2 stay alive” which leads to
an even lower value of desirability-for-other.

• E specifies the event that generated the reaction. In
the example, this element might have information such
as “meemo 2 fell in trap located in tunnel on spot
b3”. We use the term event as a generalization of the
OCC’s appraisal evaluation focus: on consequences of
an event, on the agency element of an event, or on an
object of an event.

We define emotion as a valanced evaluation of an event
described as a 4-tuple 〈E,ET,EI, V 〉 in which:

• E contains information about the event that elicited
the emotion (e.g.“meemo 2 fell in trap located in tunnel
on spot b3”).

• ET specifies the emotion type according to the OCC
model [13] (e.g. pity).

• EI specifies the current intensity scalar value (non-
negative).

• V specifies the valence of the emotion (positive or neg-
ative). The valence is directly dependent on the emo-
tion type. For example, joy emotions are positively
valanced and pity emotions are negatively valanced.

An emotional state is defined by a 2-tuple 〈AE,M〉 in
which:

• AE contains the set of emotions the agent is currently
feeling.

• M specifies the mood value. Mood is a bounded scalar
value that represents the agent’s overall emotional state
valence. Low values represent a bad mood and high
values represent a good mood. For example, meemo 1
learns how to detect traps, causing it to feel joy, and
in turn rising its mood. Shortly afterwards it detects
a trap and feels pride, causing its mood to rise even
higher.

We can now proceed with the model’s description. The
recollective experience process flow has three main steps:

1. Generating emotional reactions from events.

2. Generating emotions from emotional reactions.

3. Integrating generated emotions into the emotional state.

Extensive work has been done regarding all these steps,
being FAtiMA [5] and Ema [10] examples of this. For the
recollective experience one just needs to use a model such
as the ones just mentioned. The past event information
is extracted from the selected memory trace and then this
information is fed into a generic appraisal module 1. Our
model ties in with the OCC model [13], as it specifically
refers that appraised events can be in the recent or remote
past (pg. 86).

However, if we consider a generic appraisal module, some
modifications need to be made. Following the view that
a person can relive a past event as an observer or as an
actor [11], agents will be able to do the same. Different
architectures of appraisal use different structures for creating
emotional reactions (construal frames, plans, reactive rules,
etc), and these structures can change over time. When re-
appraising an event the agent will be able to evaluate it
according to its current evaluation structures (as an observer
of its “past-self”), or use the emotional reaction to the event
when it first occurred (as an actor in the event).

After emotional reactions to events have been created
(step 1 ), they can be used to generate emotions (step 2 ).
In a generic appraisal module, the only change that needs
to be made, is to decrease the intensity of emotions, or of
potential emotions, when they are generated by re-appraisal
of past events. With this decrease we try to encode the idea
that memory retrieval is, in general, a less intense experience
than the original one [11]. Step 3 of a generic appraisal sys-
tem does not need to be modified when the system is used
to create a recollective experience.

3.3 Memory Storage
In general, each emotion that was successfully generated

is passed to memory storage, together with the event that
caused the emotion. Choosing to store emotion eliciting
events is supported by research stating that in humans emo-
tions drive event focus and consolidation [14], and that emo-
tion arousal extends the durability of memories [11]. How-
ever, if the emotion was generated due to a retrieval event,
no memory trace is stored. This choice was made to avoid
recursive memory retrieval.

Memory storage creates an episodic memory trace as a
5-tuple 〈Pp,D, T,Er,Em〉 in which:

• D contains a description of the event including where
it occurred (e.g. companion fell in trap at location
(30,60)).

• T defines the time stamp when the event started.

• Er specifies the emotion reaction to the event.

• Em specifies the emotion elicited by the appraisal of
the event.

1We will use the term retrieval event to refer to a past event
that will be re-appraised.
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Memory traces are initially stored in a short-term memory
storage (STM), and after a few seconds are passed to the
long-term memory storage (LTM). It should be noticed, that
only events that elicit emotions are stored at all, hence we
filter memory traces before they go to STM.

Additionally, when a memory trace is selected by ecphory,
it passes from LTM to STM. Retrieval abstractly repre-
sents passing memories from long-term memory to short-
term memory. Consequently, if they are already in short-
term memory, they should not be retrieved. Hence ecphory
only selects memory traces that are in LTM, and ignores
memory traces in STM.

As a final remark it should be noted that no model for
memory forgetting will be presented. Our research focus is
on episodic memory retrieval, consequently only the memory
storage elements strictly relevant to the retrieval process are
described. Nonetheless, a forgetting mechanism similar to
the one presented in [3] could be easily adapted for this
purpose.

4. IMPLEMENTATION
Having defined a model for episodic memory retrieval in

the previous section we will now describe how it was im-
plemented. First of all we present an overview of the agent
architecture (schematically represented in Figure 2). The
Location Ecphory module is responsible for constantly try-
ing to match the agent’s current location with stored mem-
ory traces. If there is a match, the memory trace’s event is
fed into the Appraisal as a retrieval event. The Appraisal
acts as a Recollective Experience enabling retrieval events to
be re-experienced. In parallel, non-retrieval events (present
events), when generated, are also fed into Appraisal. All
events are appraised and, as a consequence the emotional
state may be changed. If the emotional state is changed
due to a non-retrieval event, the causing event is stored as a
memory trace in Memory Storage. Meanwhile, the Behavior
uses the emotional state, and memory traces from Memory
Storage, to determine which actuators should be activated.

4.1 Events
In the architecture’s overview, we mentioned that all events

are fed to the Appraisal. These events are generated either
by sensors (non-retrieval events) or by the Location Ecphory
(retrieval events). Non-retrieval events have two main pa-
rameters indicated in Parametrization 1.

Parametrization 1. Non-Retrieval Event

type Enumerate representing the type of the event. In the
application it is assumed that there is a finite number
of event types.

location If the event took place at a specific point in space,
it will have the world coordinates of that point (e.g. if
an agent finds a raspberry bush, the location of this
event could be the exact coordinates of the bush). If
however, the event’s action is spread trough an area,
the location will be the world coordinates of a point
representing the event’s action center (e.g. if an agent
performs a dance in an area, the location of this event
can be the centroid of that area).

There is a special type of non-retrieval events called wit-
ness events. In witness events the agent is not an agency ele-
ment of the event, that is, the agent’s actions are not directly

causing the event. Witness events have type EventWitness
and have an additional parameter (witnessed event). This
parameter represents the event being witnessed by the agent.
All events, including witness events, can elicit emotions in
the agent. Events and caused emotions are stored together
as memory traces.

4.2 Memory Encoding and Storage
A memory trace has only three parameters as presented in

Parametrization 2. There is no emotion reaction parameter
because we only implemented the recollective experience as
an observer, hence the emotion reaction was not necessary.

Parametrization 2. Non-Retrieval Event

event which the memory is about.

emotion caused by the event.

time stamp when the event started or when it was re-
trieved for the last time (details presented bellow).

We conceptually separate memory traces in long-term mem-
ory (LTM) from memory traces in short-term memory (STM).
A memory trace is considered to be in STM if the difference
between its time stamp (TS) and the current time is smaller
than short term memory duration (Equation 1). Short term
memory duration (stmd) can be parameterized and has as
default value 20 seconds. This choice is inspired by the
idea that in humans information is kept in short-term mem-
ory for up to 20, to 30 seconds, if no rehearsal takes place
[4](pg. 696).

CurrentT ime()− TS(memory trace) < stmd (1)

Memory traces that do not verify this condition, are con-
sidered to be in LTM. When created, a memory trace starts
by being in STM. While in STM a memory trace can not be
selected for ecphory. After the short term memory duration
has elapsed, it is considered to be in LTM. If the mem-
ory trace is selected by Location Ecphory, its timestamp is
updated to the current time, hence the trace passes again
to STM. Another short term memory duration will have to
pass before the memory trace is in LTM again, and can be
selected once more by Location Ecphory.

4.3 Location Ecphory
At each time step, location ecphory matches all memory

traces in Memory Storage against the agent’s current loca-
tion. If the euclidean distance (ED) between the agent’s
current location, and the memory trace’s event location, is
smaller than location ecphory distance (led), parameteriz-
able in a configuration file, there is an ecphory match.

ED(L(agent), L(E(memory trace))) < led (2)

Consequently, when an agent is in the close proximity of a
location where an event took place, and that event is stored
in the agent’s LTM (through a memory trace), memory re-
trieval of that event is triggered. In this process, more than
one memory trace may be selected, because several mem-
ories can be linked with past events that occurred close to
where the agent is. For each memory trace that was selected
a retrieval event is created.
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Figure 2: Agent Architecture

Besides the parameters previously presented for non-retrieval
events, retrieval events have an additional one: retrieved
event. The retrieved event is the event parameter of the
memory trace that was selected. Furthermore, the type pa-
rameter is set to“Retrieval”and the location parameter is set
to the location value of the respective retrieved event param-
eter. Generated retrieval events are fed into the Recollec-
tive Experience (Appraisal). Additionally, matching mem-
ory traces get their timestamp updated to the current time.

Consider the following example in which the location ecphory
distance was set to 2 meters and locations are defined in
a two dimensional space. An agent a1 has three memory
traces in Memory Storage: m1, m2 and m3. Their events
are respectively e1, e2 and e3, and these events’ locations
are l1, l2 and l3. The agent is currently at location la1. All
locations are schematically represented in Figure 3. Addi-
tionally, we know that m2 and m3 are in LTM while m1 is
STM. In this situation there would be an ecphoric match
for m2 because l2 is closer than 2 meters from la1 and m2
is in LTM. There would be no ecphoric match for m3 (l3 is
further than 2 meters from la1) nor for m1 (m1 is in STM).
Only m2 will be selected for Recollective Experience. Hence,
a retrieval event re will be generated with retrieved event
parameter set to e2 and its location parameter set to l2. Re-
trieval event re will then be fed into Appraisal. Meanwhile,
as m2 was selected, it passes to STM, and consequently will
not be able to be selected again for Recollective Experience
for the duration of short term memory duration.

Figure 3: Location Ecphory Example

4.4 Appraisal
As previously mentioned, the Appraisal is used to evalu-

ate present events as well as re-experience past ones. To
develop it, we started by translating from the Java pro-
gramming language to C++ the reactive appraisal part of
FAtiMA’s implementation [5], adapting it when necessary.
For instance, we changed it so it would treat differently re-
trieval events and non-retrieval events. To describe all the
Appraisal’s elements, we will follow the steps defined in the
model for a generic Recollective Experience process flow (see
Section 3.2).

4.4.1 Recollective Experience - step 1
Appraisal receives retrieval events from Location Ecphory,

and non-retrieval events generated by sensors. It starts by
using these events to produce emotional reactions. An emo-
tional reaction has the parameters presented in Parametriza-
tion 3.

Parametrization 3. Emotional Reaction Parameters

desirability for self Integer varying between -10 and 10
(except 0), or null appraisal value (integer not in this
range). A negative value indicates that the event hin-
ders the achievement of an agent’s goal, and a positive
value indicates that the event enables the achievement
of an agent’s goal. Null appraisal value indicates that
the event has no effect on the agent’s goals.

desirability for other Same as desirability for self but in
regard to other agents’ goals.

praiseworthiness Similar to desirability for self but con-
cerning violation, or uphold, of agent’s standards.

event Event that caused the emotional reaction.

Emotional reactions are generated from events using re-
action rules. A reaction rule has the same parameters as an
emotional reaction, however its event does not have a de-
fined location. Each agent has a set of reaction rules. Each
received event is matched against all reaction rules of this
set. Matching consists of comparing the event with the re-
action rule’s event. In turn, comparison between two events
is done using a function whose result values vary between 0
(no match) and 10 (total match). Two events of different
types have a comparison value of 0. Two events with all
parameter values equal have a comparison value of 10.

When the comparison value between an event and the re-
action rule’s event is positive an emotional reaction is gener-
ated. This emotional reaction has the same parameter val-
ues for desirability for self, desirability for other and praise-
worthiness as the reaction rule, and the event parameter is
set to the event that was matched with the reaction rule.
Ultimately, reaction rules serve to implicitly represent the
agent’s goals.

There is one exception to the generic matching process
described, that concerns reaction rules for retrieval events
(that we will name retrieval reaction rules). The idea be-
hind appraising retrieval events, as described in the model, is
that by doing so the agent is able to relive past events, sim-
ilarly to episodic memory retrieval in humans [18]. We have
implemented this by creating an additional reaction rule for
each reaction rule containing a non-retrieval event. The new
reaction rule has the same desirability for self, desirability
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for other and praiseworthiness values as the original one.
However its event parameter is a retrieval event, that in
turn has its retrieved event parameter set to the event of
the original reaction rule.

Regarding the matching process, if a reaction rule’s event
is a retrieval event (retrieval reaction rule), and the event to
be matched is not of type “Retrieval”, the comparison value
is 0, as described in the generic case. However, if the event
to be matched is of type “Retrieval” a second comparison
must take place: the retrieval event parameter of the reac-
tion rule’s event must be compared with the retrieval event
parameter of the event to be matched. The result obtained
for the retrieval event parameters is used for matching the
reaction rule to the original event. With this we model the
agent appraising a past event according to its current ap-
praisal structures (in this case the reaction rules).

4.4.2 Recollective Experience - step 2
Returning to the architecture’s description, an emotional

reaction is generated when an event and a reaction rule
match. Generated emotional reactions are used to create po-
tential emotions. This process starts step 2 of the Recollec-
tive Experience model described in Section 3.2. A potential
emotion has the parameters presented in Parametrization 4.

Parametrization 4. Potential Emotion Parameters

event Event that generated the emotional reaction.

base potential Scalar between 0 and 10 that represents
the potential intensity of the emotion.

type Enumerate that represents the emotion type accord-
ing to the OCC model [13]. The implementation gen-
erates potential emotions of the following types: Joy,
Distress, HappyFor, Resentment, Gloating, Pity, Pride,
Shame, Admiration and Reproach.

valence POSITIVE if the emotion type is Joy, HappyFor,
Gloating, Pride and Admiration. NEGATIVE for all
other types.

An emotional reaction can generate a maximum of three
potential emotions because each emotional reaction can elicit
at most one emotion of each of the following categories of the
OCC model [13]: focus on consequences of events for others
(HappyFor, Resentment, Gloating and Pity), focus on conse-
quences of events for self when prospects are irrelevant (Joy
and Distress) and focus on actions of agents (Pride, Shame,
Admiration and Reproach). We will name these three cat-
egories focus on others, focus on self and focus on actions,
respectively.

If the desirability for self of an emotional reaction is not
null appraisal value, a potential emotion of the focus on self
category will be generated. If desirability for self is negative
the potential emotion’s type will be Distress, if it is positive
the emotion type will be Joy. In both cases the base po-
tential (bp) will be the absolute value of desirability for self
(bp = |desirability for self |). In this category, as well as
in the other two, the event parameter is always set to the
emotional reaction’s event.

If both desirability for self (dfs) and desirability for other
(dfo) of the emotional reaction are different from null ap-
praisal value, a potential emotion of the focus on other cat-
egory will be generated. The base potential in this case is

given by the expression |dfs|+|dfo|
2

. The type of the potential
emotion is defined according to the values of desirability for
self and desirability for other :

• HappyFor : dfs > 0 and dfo > 0;

• Gloating : dfs > 0 and dfo < 0;

• Resentment : dfs < 0 and dfo > 0;

• Pity : dfs < 0 and dfo < 0;

Finally, if the praiseworthiness (pw) of the emotional re-
action is different from null appraisal value, a potential emo-
tion of the focus on actions category will be generated. The
base potential will be the absolute value of praiseworthiness
(bp = |pw|). The type of the potential emotion is defined
according to the values of praiseworthiness and to the emo-
tional reaction’s event type:

• Pride: pw > 0 and event type 6= EventWitness;

• Admiration: pw > 0 and event type = EventWitness;

• Shame: pw < 0 and event type 6= EventWitness;

• Reproach: pw < 0 and event type = EventWitness;

In witnessed events the agency element of the event is not the
agent, therefore potential emotions caused by an emotional
reaction to them should be directed outwards (Admiration
or Reproach) and not inwards (Pride or Shame).

After a potential emotion is created, independent of which
category it belongs to, its base potential is recalculated if the
event parameter is a retrieval event. The new base poten-
tial is determined by Equation 3, in which memory retrieval
intensity bias is a configurable positive value smaller than
one and oldBP is the base potential before recalculation.

oldBP ×memory retrieval intensity bias (3)

By using such an expression the base potential of poten-
tial emotions generated from emotional reactions to retrieval
events, will be smaller in comparison to ones for which the
event is a non-retrieval event. Consequently, when an agent
reappraises a past event, the base potential of the corre-
sponding potential emotion will be smaller than the base
potential of the potential emotion originally generated when
the past event was appraised. This formula tries to encode
the idea, described in the model, that the memory retrieval’s
experience is, in general, less intense than the original expe-
rience [11].

For the remaining emotional process we only did minor
changes to FAtiMA’s implementation [5]. Therefore we will
only describe it in brief.

Two other factors, besides the previously mentioned, con-
tribute for emotions’ intensities: mood and emotion thresh-
olds. If an agent is in a good mood, positive emotions will
be favored and negative ones lessened in intensity. A neg-
ative mood has the opposite effect. An emotion threshold,
on the other hand, defines a minimum value an emotion has
to have in order to be activated. This value is subtracted
to the emotion’s base potential when calculating its final in-
tensity. Thresholds are agent specific and emotion specific.
They can be seen as the resistance an agent has to a certain
emotion, and be used to model personality.
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4.4.3 Recollective Experience - step 3
After the final intensities are calculated, the emotions are

integrated into the emotional state, that consists of the al-
ready mentioned mood value and of a set of active emotions.
All emotions are added to the set, with positive emotions
increasing the mood value and negative ones decreasing it.
Note that emotion intensities, as well as the mood’s abso-
lute value, decay with time. When an emotion’s intensity
reaches a value near zero, this emotion is removed from the
active emotions set.

Finally, for each generated emotion a memory trace is
created, apart from emotions caused by a retrieval event.
Created memory traces will have their event set to the emo-
tion’s event parameter. The memory trace’s emotion param-
eter will be set to a copy of the emotion so that when the
emotion’s intensity changes, it will not change in the mem-
ory trace. Lastly, the time stamp is defined as the current
simulation time.

4.5 Application
As the Behavior module is highly dependent on the appli-

cation into which the agent architecture was integrated, we
will describe them together. The application consisted of a
game in which the player controls an avatar (meemo captain)
and through it can issue commands to several non-player
characters (meemo minions). The objective is to guide the
meemo minions in each level to reach an exit point. The
avatar and meemo minions should not be hurt in the level.

The meemo captain’s behavior is defined by the archi-
tecture presented and by player commands. The meemo
minion’s behavior is mainly defined by the architecture de-
scribed. This behavior includes: expressing facial expres-
sions corresponding to the most intense emotion felt; color
saturation variation based on mood; presentation of a thought
balloon when the agent’s displayed emotion was caused by
a retrieval event; and path choice avoiding locations where
negative events have occurred and favoring paths where pos-
itive events have occurred.

5. EVALUATION
We used the described application to get some insight

into our main hypothesis: Autonomous agents with episodic
memory retrieval of emotionally relevant events, will be per-
ceived as more believable, than similar agents without it.

5.1 Methodology
We performed a non-interactive experiment (due to time-

line and resource constraints). The group of participants (a
total of 96) were mainly adults (95% having ages between 14
and 48). Furthermore, the group had a relatively balanced
gender distribution: 51% male and 49% female.

Participants were exposed to a simple story in which the
character’s behavior was initially driven by our architecture.
Two agents are shown walking in a tunnel (meemo 1 and
meemo 2) with neutral expressions. One of them (meemo
2) falls in a trap and dies, with the other one reacting by
showing a sadness expression (see Figure4). This expres-
sion was caused by a reaction rule with negative values of
desirability-for-self and desirability-for-other that matched
the event sensed.

Afterwards the participant is explained that some time
has passed, and sees a video showing meemo 1 going by
the same tunnel and passing close by the trap, that is now

Figure 4: Evaluation Story - Part One

easily avoidable. The character initially presents a neutral
expression when entering the tunnel. The expression after
passing the trap depended on the test condition.

The experiment had three test conditions: retrieval, no
retrieval and random expression. In retrieval, the behavior
of meemo 1 was driven by our agent architecture. When re-
turning to the tunnel meemo 1 reacts emotionally, displaying
a sadness expression. In no retrieval, the behavior of meemo
1 was simulated as if it was driven by an architecture with
reactive appraisal but without episodic memory retrieval.
Consequently, when returning to the tunnel, meemo 1 does
not have any emotional reaction. Lastly, in random expres-
sion the meemo’s behavior is simulated as if it was driven
by an agent architecture with reactive appraisal, without
episodic memory retrieval, but with random expression of
emotions. When the agent returns to the tunnel it displays
a happiness facial expression. This outcome is only one of
many that could possibly be generated by the architecture:
the random generated emotional reaction needed not be in
the tunnel; and the emotion expressed could be different.
However, this architecture could only be truly tested with a
longer exposure of participants to the agents’ behavior.

In an effort to do an objective analysis of believability, we
indirectly measured it through believability features. Believ-
ability features are the participants’ perception of elements
that are potential enhancers for believability. Among these
believability features there were: behavior coherence, for in
Ortony’s definition of believability [12] coherence is a crucial
element; change with experience is one of Loyall’s require-
ments for believability [9]; awareness, that can be mapped
to situated liveliness in [8]; and behavior understandability,
for in Ortony’s definition [12], it is implicit that participants
must be able to create a model of an agent’s behavior mo-
tivations. It is our belief that increased perception of these
features translates into a greater sense of believability. Addi-
tionally, we also analyzed how participants graded meemos’
likability.

5.2 Results
When analyzing the values of behavior coherence, change

with experience, awareness and behavior understandability
we realized they were significantly higher (p < 0.025) for test
condition retrieval than for test condition no retrieval. On
the whole results indicate that test condition retrieval was
perceived as more believable than test condition no retrieval.
This conclusion is consistent with our hypothesis.

Turning to the comparative analysis with test condition
random expression, for change with experience, awareness
and behavior understandability, the test condition retrieval
did not present significantly higher values. We believe that
one of the main contributing factors for this was the sce-
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nario’s description not being very detailed thus allowing a
wide range of interpretations.

On the other hand, test condition retrieval presented sig-
nificantly higher values (p < 0.025) of behavior coherence
than test condition random expression (box plots for behav-
ior coherence are presented in Figure 5). Being an important
factor for an enhanced sense of believability, these results
are also consistent with our hypothesis. Nonetheless partic-
ipants would only get a clearer sense of agents’ coherence
after being exposed to several similar situations.

Figure 5: Box plots for behavior coherence

Additionally, we identified that the likability values were
significantly lower for test condition random expression. Fur-
thermore, some participants found meemo 1, in this test
condition, to be “mean” or even “sadistic”. All these percep-
tions conflict with the meemo’s main design decision in the
scenario: a reaction rule implying agreeableness. Finally,
when analyzing if participants identified meemos’ emotions
we achieved recognition rates between 74% and 97%.

6. CONCLUSIONS
Summing up, we have designed a model of episodic mem-

ory retrieval for believable agents inspired in human memory
research. We implemented it, integrating it in a video-game
application, and evaluated its impact in perceived believ-
ability. Results are coherent with the hypothesis that agents
modeled by our architecture are perceived as more believ-
able than agents modeled in similar architectures without
episodic retrieval. Nonetheless, to analyze this hypothesis
properly, further testing needs to be performed. In particu-
lar with a longer scenario in which agents are faced with a
wider range of emotionally relevant episodes. To conclude,
we believe our work represents a small step, yet relevant,
towards modeling memory retrieval in agents and analyzing
its impact on agent believability.
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ABSTRACT
This paper introduces a model which connects representations of
the space surrounding a virtual humanoid’s body with the space it
shares with several interaction partners. This work intends to sup-
port virtual humans (or humanoid robots) in near space interaction
and is inspired by studies from cognitive neurosciences on the one
hand and social interaction studies on the other hand. We present
our work on learning the body structure of an articulated virtual hu-
man by using data from virtual touch and proprioception sensors.
The results are utilized for a representation of its reaching space,
the so-called peripersonal space. In interpersonal interaction in-
volving several partners, their peripersonal spaces may overlap and
establish a shared reaching space. We define it as their interaction
space, where cooperation takes place and where actions to claim or
release spatial areas have to be adapted, to avoid obstructions of the
other’s movements. Our model of interaction space is developed
as an extension of Kendon’s F-formation system, a foundational
theory of how humans orient themselves in space when commu-
nicating. Thus, interaction space allows for analyzing the spatial
arrangement (i.e., body posture and orientation) between multiple
interaction partners and the extent of space they share. Peripersonal
and interaction space are modeled as potential fields to control the
virtual human’s behavior strategy. As an example we show how the
virtual human can relocate object positions toward or away from lo-
cations reachable for all partners, and thus influencing the degree
of cooperation in an interaction task.

Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous

General Terms
Algorithms, Design, Theory, Human Factors

Keywords
Virtual Humans, Peripersonal Space, Interaction Space, Body
Schema, Spatial Arrangement, Multi-Person Interaction

1. INTRODUCTION
Improving articulated agents in actions carried out in the space

immediately surrounding their body is a classic issue in building
Cite as: From Body Space to Interaction Space - Modeling Spatial Co-
operation for Virtual Humans, Nhung Nguyen and Ipke Wachsmuth, Proc.
of 10th Int. Conf. on Autonomous Agents and Multiagent Systems
(AAMAS 2011), Tumer, Yolum, Sonenberg and Stone (eds.), May, 2–6,
2011, Taipei, Taiwan, pp. 1047-1054.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

virtual humans. Even if they stay at one location and do not move
around, near space interaction still holds lots of challenges. We
will focus on two of these challenges. One issue is to improve
the virtual human’s sensory-motor and perceptual abilities, which
are useful for body action/motion planning and control. The space
where movements are carried out, the virtual human’s workspace,
is where sensory modalities have to focus on and where possible
objects have to be observed or manipulated by reaching, grasping
or avoiding them. Sharing parts of this space with others makes
interaction only more challenging, which leads to the following,
second issue. Interferences from other articulated agents or even
humans also have to be considered. Not only for safety reasons, as
in scenarios involving physical robots, but also in virtual environ-
ments when two or more partners are occupying or sharing parts
of the same space. Work on this issue usually deals with scenar-
ios where artificial agents move around in space, maintaining their
global position. We focus on delimited near space arrangements
(e.g., a table), involving mainly the virtual human’s upper part of
the body, where actions to claim or release spatial areas have to be
adapted to avoid obstructions of the other’s movements. Thus, the
virtual human needs a representation of the shared near space in or-
der to perform smooth, effective, and also cooperative interaction.

In our work we connect the two issues of first, modeling the
space surrounding the body with regard to an individual virtual
human and second, modeling the same space with regard to inter-
personal interaction. Accordingly, our goal is to develop a virtual
human that is able to

• learn and adapt to its reaching space, i.e., the virtual human
knows from its sensory modalities whether objects are in its
reaching distance or whether it has to lean forward.

• relocate objects to facilitate its actions in its own reaching
space, i.e., putting objects into its own perceptual focus where
they are easy to reach and easy to perceive with the virtual
human’s sensor modalities.

• relocate objects to facilitate cooperation in shared space, i.e.,
putting objects to locations reachable to all interaction part-
ners.

In this paper we approve the recent work outlined by Lloyd [13]
claiming that the principles underlying the individual representa-
tion of the space surrounding the human body also mediate the
space between interacting human partners. This idea is also valu-
able to provide virtual humans with the abilities we aim to model.
We present how our work on learning the reaching space of an in-
dividual articulated agent’s body - the peripersonal space, is used
to model the shared reaching space of cooperative interaction part-
ners, that we define as interaction space.
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Our work on peripersonal space is motivated by research from
biology and cognitive neuroscience and takes input from the virtual
human’s sensor modalities to learn its reaching and lean-forward
distances. Our work on interaction space is developed as a sup-
plement to Kendon’s F-formation system, a concept describing and
analyzing spatial arrangements in human interaction [9]. The sys-
tem describes how humans arrange their body orientation and posi-
tion to each other when cooperating in physical space. In our work,
we use potential field functions to control the virtual human’s be-
havior strategies in peripersonal and interaction space. Depending
on its own interaction goals, layout and position of the interaction
space, the virtual human can plan its actions, e.g., relocating object
positions toward or away from locations reachable for all partners.
These actions demonstrate how the virtual human may influence
the degree of cooperation in an interaction task.

The remaining paper is organized as follows. In the next Section
we briefly explain the terms and concepts from other research dis-
ciplines on that we base our presented work and we describe related
work in modeling artificial humanoids. In Section 3 we propose an
interpretation of the concepts, suitable for a technical framework.
In Section 4 the approach and results for a virtual human learning
its peripersonal space are presented. Based on the learned reaching
distances, we show how information from multiple sensor modal-
ities is organized in spatial maps to help maintaining the virtual
human’s attentional focus and perception in peripersonal space. In
Section 5 we present our novel approach on a computational model
of interaction space by supplementing Kendon’s F-Formation sys-
tem using potential fields. Finally, in Section 6 we summarize the
major aspects of our approach.

2. THEORETICAL FOUNDATIONS AND
RELATED WORK

In this section we briefly highlight relevant definitions and valu-
able findings from technical as well as non-technical research ar-
eas on the space immediately surrounding a body. In the follow-
ing we use the term body space when generally refering to this
space, to avoid misunderstandings. It can be observed that indi-
vidual body space is often analyzed in terms of sensor-motor and
perceptual characteristics, and commonly termed as peripersonal
space, e.g., in engineering, cognitive neurosciences or biology. In
contrast, when body space co-occurs in interaction with others, it
is usually analyzed as a social phenomenon and treated in terms of
social relationships depending on body distances and orientations.
Of particular interest is one work that aims at merging the two areas
into one neurophilosophical framework.

2.1 Body Schema and Peripersonal Space
Holmes and Spence [7] presented evidence of a neural multi-

sensory representation of peripersonal space that codes objects in
body-centered reference frames and defines humans’ actions in near
space: "Objects within peripersonal space can be grasped and ma-
nipulated; objects located beyond this space (in what is often termed
’extrapersonal space’) cannot normally be reached without moving
toward them [...]"([7], p. 94). A comprehensive theoretical model
of humans’ 3D spatial interactions containing four different realms
was presented by Previc. His model is a synthesis of existing mod-
els and neuroscientific findings [16]. In addition to peripersonal
space (PrP) he distinguishes three extrapersonal spaces differing in
function and extent. Of particular interest is that he defines PrP’s
lateral extent as being 60◦ central in front of the body, correspond-
ing to the extent of human stereoscopic vision. PrP together with
one of the extrapersonal spaces also include movements of the up-

Figure 1: Spatial arrangements typical in F-formations. From
left to right: A vis-a-vis, L- and side-by-side arrangement.

per torso, e.g., leaning forward to reach for objects, which Holmes
and Spence assign to extrapersonal space. Work on using periper-
sonal space as a way to naturally structuring visual object recogni-
tion tasks in artificial systems has been conducted by Goerick et al.
[4]. We use peripersonal space to structure the space covered by
multiple sensor modalities.

In humans, the representation of peripersonal space is intimately
connected to the representation of the body structure, namely the
body schema. A comprehensive discussion on body schema, as
a neural representation, which integrates sensor modalities, such
as touch, vision, and proprioception, was provided by Gallagher
[2]. This integration or mapping across the different modalities is
adaptive to changes of the body, i.e., if the structure of the body
changes, the representation also changes. A lot of research was
inspired by this finding, offering a mechanism to save engineers
from laborious work on predefining an articulated agent’s - possibly
changing body structure [1]. More recently, work with different
approaches on connecting body schema learning with peripersonal
space for articulated agents have also been presented [6], [14]. This
aspect is also covered in our work.

2.2 Interpersonal Space
In this Section we introduce how body space is defined when

occurring in interpersonal interaction.
A prominent model on interpersonal space is Hall’s model of

proxemics [5], which describes interpersonal distances starting from
what he calls intimate distance of a few inches to large-scale dis-
tances of 25 feet and more. The range of peripersonal space falls
roughly into the scope of intimate and personal distance. Hall’s
theory is a taxonomy which maps interpersonal distances to hu-
man social relationships. Therefore, it does not aim at analyzing
the cognitive structure of the spaces. An example of robots chang-
ing their locomotion in presence of humans, depending on social
spaces, has been presented by Sisbot et al. [17]. As mentioned pre-
viously, we will not focus on locomotion, but instead focus only on
how a virtual human changes its motor actions depending on the
space it shares with others.

Aware of the two isolated fields of neural analysis of periper-
sonal space and research on interpersonal behavior, Lloyd proposes
a framework that aims at investigating and interpreting the "neural
mechanisms of ’social space’" ([13], p. 298). In her hypothesis she
argues that the mechanism explaining how interactions with inani-
mate objects affect body space, can be applied to interactions with
e.g., human partners. This idea is a major aspect in our framework.

Kendon [9] presented a notably relevant work on observable pat-
terns, called formations, when humans orient and group themselves
in physical space. He defines an F-formation as a pattern, which
"arises whenever two or more people sustain a spatial and orienta-
tional relationship in which the space between them is one to which
they have equal, direct, and exclusive access." ([9], p. 209). He de-
scribes in particular three typical F-formations, namely vis-a-vis,
L- and side-by-side arrangements, depicted in Figure 1. Kendon
also mentions an activity space in front of a single interactant,
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Figure 2: Technical Framework Overview. Information from body schema learning is utilized to build peripersonal subspaces.
Objects perceived from different sensor modalities are classified into the subspaces and are maintained in object space maps. Objects
outside the goal space induce a motor action, leading to a new sensor input.

which he calls transactional segment. This space somehow cor-
responds to peripersonal space, as defined previously. In arrange-
ments, where several interactants’ transactional segments overlap,
the intersection is called o-space (see grey regions in Figure 1).
Kendon mentions, but does not elaborate on the two spaces. We
will amend these aspects by focussing on the space between F-
formations in Section 4.3 and 5.

Other work has been presented, using Kendon’s F-formation sys-
tem for proximity control of robots which move along in space in
the presence of humans ([8], [18]). Another work by [15] showed
how avatars in virtual worlds can keep social distances among each
other in face-to-face interaction. In contrast to these works, we will
not deal with creating an F-formation, but with extending o-space
and sustaining cooperation, once an F-formation is established.

3. TECHNICAL FRAMEWORK
We first present an overview of the architecture to realize a tech-

nical system which models peripersonal space and interpersonal
space at the same time (see Figure 2). In the next Sections we will
describe the different parts in more detail. The findings from other
research fields, presented in the previous Section, are incorporated
into our framework.

Body Schema The virtual human learns its body structure and
the kinematic functions of the limbs by means of a recalibration
approach involving tactile and proprioceptive sensor data. Thus,
the limb lengths and joint positions of the kinematic skeleton are
learned. This part is described in Section 4 and corresponds to
the findings in humans, stating that body schema is learned from
sensor-motor information, coding the body’s kinematic structure
and is adaptive to bodily changes.

Peripersonal Space In the technical framework, we divide the
realm of peripersonal space into different subspaces. Extracted
from the learned body schema they differ in spatial range and frames
of reference. The core spaces are determined by their predomi-
nant sensor modality and comprise of a touch space, a lean-forward
space and a visual attention space. The subspaces are in line with
the finding of a multi-sensory representation of peripersonal space.
For a technical system, where sensor modalities do not necessarily
cover the same spatial regions, this finding proposes a comprehen-
sive and robust representation of peripersonal space. More details
are described in Section 4.3.

Object Space Maps Since an object can be perceived with dif-
ferent sensor modalities, it can be represented in different periper-
sonal subspaces. Each perceived object is maintained in object
space maps, corresponding to the sensor modalities it was per-

ceived from. The advantage is that the virtual human can keep track
of whether objects are within its visual or touch space. Thus, the
virtual human can select its next movement, e.g., forward-leaning
or reaching for an object. As an additional spatial map we define
a goal space within the peripersonal space. This space defines a
region in peripersonal space, which the virtual human should di-
rect its attention to, for example to objects related to a task on a
table in front of the torso. The extent and location of the goal space
can be determined through different factors, for instance a new goal
from the virtual human’s Belief-Desire-Intention framework. The
maintenance of the object space maps will be described in Section
4.3.2.

Motor System Information about object positions from the ob-
ject space maps is used to choose an appropriate motor action. For
example, if an object has been touched, but not seen so far, the mo-
tor system will generate a head or eye movement in direction of
the touched object. By means of this, the visual attention space is
shifted to cover the new object. If the object is located outside the
goal space, a motor action is generated to grasp the object and put
it into the current goal space.

Interaction space If one or more articulated agents are entering
the virtual human’s peripersonal space, it assumes that they are also
surrounded by a peripersonal space. The peripersonal spaces, in a
first simple approach, are simulated as large as the peripersonal
space of the virtual human. The overlapping spaces form the space
reachable to all participants. In cooperative interaction this space
is then marked as a new goal space. The virtual human would now
center its attention to the new space and would place objects into it,
supporting the interaction. We describe this issue in Section 5.

4. A COMPUTATIONAL MODEL OF PERI-
PERSONAL SPACE FOR A HUMANOID

In this section we present our computational model of periper-
sonal space for Max, a virtual human. Multisensory abilities are a
crucial factor in our framework, thus the demands we make on a
virtual human’s sensor system are described in Section 4.1. On the
one hand sensor data is used to learn Max’s kinematic structure us-
ing data from virtual touch and proprioception sensors, described in
4.2. On the other hand, since sensor modalities do not necessarily
cover the same space, their combination accounts for establishing a
comprehensive perception of Max’s peripersonal space, described
in 4.3.

In our scenarios we assume that peripersonal space interaction
with objects usually involves a plane, lateral in front of a virtual
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human’s body, e.g., a table. In order to decrease the complexity
of the model, we therefore focus on peripersonal space on a 2-D
plane lateral, in front of Max’s upper torso. The range of the spaces
defined in Section 4.3 is thus projected on this 2-D plane.

4.1 Sensory Requirements for a Virtual Hu-
man

Touch receptors were developed and technically realized for Max’s
whole virtual body [14]. These receptors allow for differentiating
between different qualities of tactile stimulation. Biological find-
ings on the human tactile system were incorporated to build an ar-
tificial sense of touch for Max. The virtual skin consists of flat
quadrangle geometries varying in size, each representing a single
skin receptor. Altogether the virtual skin consists of more than 200
virtual skin receptors. Max’s tactile system provides information
on which body limb a virtual skin receptor is attached to, together
with the position in the limb’s frame of reference (FOR), allowing
for determining where Max is being touched.

In addition to the tactile system the virtual agent’s body has an
underlying anthropomorphic kinematic skeleton which consists of
57 joints with 103 Degrees of Freedom altogether [12]. Everytime
Max executes a movement, the joint angle information of the in-
volved joints is output. Synchronously with the tactile information,
the proprioceptive information can be observed.

In this work, Max’s virtual visual field of view corresponds to
human stereoscopic vision [16], required for effective hand-eye co-
ordination and thus is limited to an angle of 60◦, lateral attached
to his head. Head and torso movements are translated to the virtual
visual field, changing its position. The angle of view is projected
onto a 2-D Plane, when he is sitting or standing at a table. Ob-
jects perceived in its virtual view are represented in head centered
coordinates.

4.2 Tactile Body Schema Learning for a Hu-
manoid

The model for learning the body structure takes input data given
by touch sensors and joint angle data given by the proprioception
sensors. In a first step, Max executes random motor actions result-
ing in random body postures. For each posture he perceives pro-
prioceptive data from his joints and tactile stimuli when touching
himself (see Figure 3).

As described by [14] we consider the body schema as a tree of
rigid transformations. In our case this kinematic tree is prescribed
by the skeleton of the virtual human Max. In the initial tree the
number of joints linked in their respective order with the number
of limbs are known, but the joint orientation and positions are un-
known. In our model the touch receptors are attached to the limbs
and their position is represented in the limb’s FOR. In the kinematic
tree representation, the touch receptors can therefore be represented
as located along the edges.

In order to learn the real positions and orientations of the joints
which also determine the limb lenghts, we make use of the algo-
rithm proposed by Hersch et al. [6]. It is a novel and general ap-
proach in online adapting joint orientations and positions in joint
manipulator transformations. Our challenge in using this algorithm
was to adapt it to a case different from the one it was originally ap-
plied to. In our case we did not use visual and joint angle data, but
instead replaced all visual by tactile information in order to update
all the rigid transformations along the generated kinematic chains.

The original idea is to observe a rigid transformation carried out
by a manipulator. Knowing the rotation angles of the manipulator’s
joints and a position, given in the FOR of the root segment as a vec-
tor v’, and that same position given in the FOR of the end-segment

Figure 3: Tactile body schema learning: For each random pos-
ture, sensory consequences are output by the sensory systems.
The touch sensor provides an ID of the receptor, the limb it is
attached to, and the position in the frame of reference (FOR) of
the corresponding limb. Angle data for the involved joints are
output by the motor system, representing the proprioceptive
information.

as a vector v, we can guess the parameters of the rigid transforma-
tion. A gradient descent on the squared distance between v’ and
its guessed transform vector T (v) is used in order to update the
parameters, consisting of the joint positions (li at joint i) and the
unit rotation axis (ai at joint i).

T (v) contains the transformations along the kinematic chain of a
multisegment manipulator. In our case the kinematic chains can be
generated using the kinematic tree representing Max’s body skele-
ton. Each time Max touches himself, the two skin receptors’ posi-
tions in a limb-centered FOR are used as v’ and v. Since we use this
learning method as a fast way to learn peripersonal space’s bound-
aries, we do not elaborate on learning the unit rotation axis of the
joints, but focus on learning the limb lengths. For more details on
learning both parameters see [14] and [6]. Thus, we extracted the
unit rotation axis from the available proprioception data, i.e., the
rotation angles. The translation vectors of joint i are updated by
using the Equation (1) with a small positive scalar ε , and rotation
matrix Ri at joint i.

∆li = ε(v′n−T (vn))T
i−1

∏
j=1

R j (1)

4.2.1 Results
The results of the algorithm used with tactile and propriocep-

tion data are shown in Figure 4. Since we focused on learning the
limb lengths, the number of iterations is much lower (approx. 6-10
times) than for learning all parameters . However, due to fact that
the proposed approach takes knowledge from the body structure
in advance and does not learn sensor-motor mapping, this learning
method is in the strict sense a recalibration mechanism, which cor-
responds to the definition of body schema which adapts to changing
body limbs. By means of this, the limb lengths of Max’s articulated
skeleton were learned, which are used to calculate Max’s reaching
distances. This aspect is described in the next Section.

4.3 Structuring Peripersonal Space
According to Previc, each realm surrounding a human is asso-

ciated with certain predominant behavioral interactions, e.g., vi-
suomotor object-manipulation is predominant in peripersonal space
and locomotion in action extrapersonal space. More precisely, in
his model he defines a set of sensory-perceptual and motor opera-
tions and a predominant FOR to each realm. In order to technically
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Table 1: Characteristics of sensory subspaces of a virtual human’s peripersonal space.
Visual Attention Space Touch Space Lean-Forward Space

Function Visual search, visual control Grasping, placing, manipulation Grasping, placing
2D location, extent
Vertical Lower field, Projection on frontal 2D plane
Origin Head Shoulder, Trunk Shoulder, Trunk
Lateral Central 60◦ 360◦ Frontal 180◦
Radial 0-2m Length: shoulder joint to hand palm Length: hip to hand palm
Frames of Reference Head centered Limb centered Limb centered
Motor Action Head, eye movements Arm movements Upper Torso movements

Figure 4: The x-axis shows the number of iteration steps the
algorithm needed to learn the real limb lengths of the kinematic
chain consisting of 6 joints. The Y-Axis shows the error ‖v′n−
T (vn)‖ [mm] of the calculated limb lengths.

realize this idea, and focussing on peripersonal space only, we de-
composed his definition of peripersonal space into three major sen-
sor components, namely vision, touch, and proprioception. Each
of them spans a realm with a specific extent, FOR and predominant
motor actions.

In this Section the technical framework outlined in Section 3 and
in Figure 2 is specified in more detail. In Table 1 characteristics
of the spanned three subspaces of peripersonal space are presented.
The results from the learning algorithm described in the previous
Section determine the boundaries of the subspaces. In the next Sec-
tion we explain the content of the table and will describe in Section
4.3.2 how the subspaces influence spatial object maps. Finally, we
show how the object maps together with motor actions, delineated
in Section 4.3.4, satisfy a defined goal realm, which is specified in
Section 4.3.3.

4.3.1 Subspaces in Peripersonal Space
The subspaces we define within peripersonal space are deduced

from Previc’s work [16] and adopted to the technical conditions de-
termined by Max’s sensory system. The major sensory modalities
assumed to be involved in peripersonal space are determining the
three subspaces. Vision is mainly utilized in object search and vi-
sual manipulation control and determines a visual attention space.
Touch is mainly utilized in object manipulation and grasping, de-
termining a touch space. The function of proprioception is always
utilized in peripersonal space, but plays a particular role in plac-
ing and grasping of objects at the boundaries of peripersonal space
when efforts have to be made by leaning forward, therefore it de-
termines an additional lean-forward space.

The characteristics are listed in Table 1. Their technical counter-
parts are shown in Figure 2. Each subspace defined here is associ-
ated to a main function determining the predominant motor actions
carried out in the specific subspace. As mentioned at the beginning
of this Section, the boundaries of the subspaces are projected on an
assumed 2-D plane on a table in front of Max. Hence, the vertical
extent of each subspace is projected on a lower radial 180◦ 2-D
plane. A schematic layout is depicted in Figure 5.

The visual attention space’s origin lies in the center of the head.
Its lateral extent is projected to the touch and lean-forward spaces.
Stimuli perceived in Max’s 60◦ field of view are represented in a
head centered frame of reference.

The touch space’s boundary is limited to the lengths of the arm
limbs which are extracted from the body schema. It radiates from
the trunk’s center with the maximal distance covering the range
between shoulder joints and the palms of the hands. The lateral
extent covers 360◦ around the trunk’s center, since tactile stimuli
may also effect the back of the body. (Although, in the following
scenarios only the frontal 180◦ are examined.)

The lean-forward space’s boundary is limited to the maximal
reaching realm of the upper torso, when bending forward. From
the body schema we extract the maximum range achieved with the
arm limbs together with the spine joints which begin above the hip
joint. This space thus extends touch space. Objects and stimuli per-
ceived in both subspaces are represented in a limb-centered frame
of reference. Compared to touch space, the function of object ma-
nipulation is not predominant in lean-forward space.

In addition to the mentioned spaces, other subspaces which po-
tentially structure Max’s peripersonal space can be established in
our framework. As soon as other virtual or real human(s) enter
Max’s proximity, we assume that they are also surrounded by periper-
sonal spaces. The intersection of their overlapping peripersonal
spaces are registered as an interaction space. Depending on the
sensor modality an object was perceived from, it is evaluated in
which subspaces the object is located in. The classified object is
then registered to the according object space maps (see Figure 2).

4.3.2 Object Space Maps
An example of objects being located in different peripersonal

subspaces is shown in Figure 5. In order to keep track of the objects
in Max’s peripersonal space, the sensory modalities have to cover
the objects, depending on a predefined sensor hierarchy. Since not
all objects need to be touched or grasped, but all need to be seen, in
our framework, visual search is preferred over tactile manipulation,
and tactile manipulation is preferred over leaning forward.

In the example a virtual human like Max is accidentally touch-
ing, but not seeing a virtual object, since its visual attention space
at that moment is not covering the object behind its arm. In our
framework, the object would be listed in the touch-, but not in the
visual- or lean-forward object map. Due to the mentioned hier-
archy, a motor action would be triggered to sense the object with
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the visual modality. In this case a motor action is selected to turn
the virtual human’s head to the location where it touched the object,
which leads the visual attention space to shift to the object location.
Then the object is additionally registered to the visual map.

4.3.3 Goal Space
In order to avoid collisions with objects when interacting, the vir-

tual human may reorganize the object positions in its peripersonal
space. For this purpose an additional spatial map, a goal space is
defined, which describes his region of attention. In the example
shown in Figure 5, we assume that the goal space is set to a default
spatial region on the table, with an angle of 60◦ central in front of
the virtual human, so that objects are easy to see, reach and touch,
and the virtual human’s motions are less prone to hindrances. All
sensory modalities have a preference to cover the goal space as long
as no external spatial interferences or constraints are given. Each
time an object is perceived, the goal space map is compared to the
object space maps. If differences between the maps are found, a
motor action is selected to bring the virtual objects into Max’s cur-
rent goal space. In the schematic layout on the left in Figure 5
the default goal space is the space where visual attention and touch
space overlap. Due to the preferences defined for the sensor modal-
ities, the virtual human would turn its head to the location where
the touch stimulus occurred. In a next step, due to the goal space
definition, described in detail in Section 4.4, another motor action
is triggered to grasp and put the object into the goal space.

4.3.4 Motor Actions
As outlined in the previous example, motor actions are selected

depending on the subspaces. Another factor in the selection of the
appropriate motor action is the superposed potential fields, which
is the topic of the next Section. In touch space arm movements are
predominant motor actions for fullfilling the functions of grasping,
placing and manipulation. In lean-forward space, arm movements
are combined with upper torso movements, like leaning forward,
in order to grasp for or place an object. Object manipulation is
not predominant in this space, since objects are more likely to be
brought to touch space. Visual attention space relies on motor ac-
tions like eye movements to control the gaze and head movements
to shift the entire space. Furthermore, the replacement of objects
relies on the information of the potential fields defined by the goal
spaces. The information from the body schema is used to translate
object positions from one frame of reference to another, since the
subspaces code objects in different coordinate systems.

4.4 Modeling Peripersonal Space with Poten-
tial Fields

In order to trigger appropriate motor actions with regard to ob-
jects at each location in peripersonal space we used the method of
artificial potential fields. This method is very common in obstacle
avoidance and path planning for artificial agents [11]. A potential
field is an array of vectors, which defines a spatial region in which
each location of the field is exposed to a force vector, describing
the direction and the strength of the radiating force. For example
an object’s direction and velocity of a motion can be controlled
depending on the length and the direction of the force vector. Mul-
tiple potential fields can be defined for the same spatial region. By
adding the fields together, a new field with attenuated or amplified
forces is built.

Goal space and Max’s peripersonal space are modeled as artifi-
cial potential fields. The peripersonal space is described as a re-
pulsive field Fperi, defined by Equation 2 with tangential directions
covering a semicircle, defined by Equation 3. The field is visu-

Figure 5: The virtual human directs its sensory attention to-
ward an object. Left: the virtual human perceives an object
with the skin sensors beyond its visual attention space. The
object is registered in the touch object map. Right: A motor
action is selected and shifts the head and the visual attention
space toward the touch-location . The object elicits a visual
stimulus and is then registered to the visual object map.

alized in Figure 6, left. A vector between the center of periper-
sonal space and any location in space is denoted by position vector
p. We calculate the force vector vperi(p), that is currently affect-
ing p, using Equation 3. The paramter ξ denotes a positive scalar
which influences the length of the resulting force vector. The force
vectors vperi(p) point to the frontal, sagittal midline, described by
vector rperimid . The field covers all p’s within an angle of 90◦ to
both sides of this midline. The regions beyond the radius rperi of
peripersonal space are not affected by the potential field. Therefore
any ‖p‖ that is greater than rperi results in a zero force vector.

The default goal space is modeled as a selective attractive field
Fgoal defined by Equation 4. The field covers the angle Θgoal with
an angle bisector denoted by rgoalmid , and force vectors pointing
away from the center in (see Equation 5). The default goal space
has an angle of Θgoal = 60◦, and is visualized in Figure 6, middle.
The sum of the two fields are shown in Figure 6, right.

Each time Max perceives an object, the current force vector vres
impacting on the object is calculated using Equation 6. Objects
outside the goal space, that have to be relocated, would be affected
by force vectors, describing a path which leads in the direction of
the inside of the goal space. With decreasing distance to the center,
the strength of the potential field disappears, ending the path.

Max is not exactly following the path, but uses the force vec-
tors as a trigger to select a grasping motion. The end position of
the path is used as a target position for a placing motion. Objects
located within goal space are represented with repulsive potential
fields, which prevents new objects being placed at their location.
This example shows that potential fields are a suitable method to
associate each point in peripersonal space to a specific behavior, in
this case motor actions. By superposing several potential fields, be-
haviors can be combined, allowing for more sophisticated actions.

Fperi(p) =

{
ξ ( 1
‖p‖ − 1

rperi
) p
‖p‖3 ‖p‖ ≤ rperi,

0 ‖p‖> rperi
(2)

vperi(p) =


−( π

2 )∗Fperi(p) ∀p|](rperimid ,p)≤−( π
2 ),

( π
2 )∗Fperi(p) ∀p|](rperimid ,p)≤ ( π

2 ),
0 else

(3)

Fgoal(p) =−ξ
p
‖p‖ (4)

vgoal(p) =

{
Fgoal(p) ∀p|](rgoalmid ,p)≤ ( Θgoal

2 ),
0 else

(5)
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Figure 6: Left: Peripersonal space modeled as tangential po-
tential field with rperimid depicted as a grey line. Middle: De-
fault goal space modeled as selective attraction field with an an-
gle Θgoal of 60◦ and rgoalmid depicted as a grey line. Right: Ad-
dition of the two fields shows the resulting peripersonal space
field.

vres(p) = vperi(p)+ vgoal(p) (6)

Goal spaces in general can be determined by a new goal, raised
by the Belief-Desire-Intention system or by a newly established
subspace of the peripersonal space. In particular a new established
interaction space as described in Section 4.3.1 holds interesting po-
tential field combinations and associated motor actions that we de-
scribe in Section 5.2.

5. A COMPUTATIONAL MODEL FOR A
HUMANOID’S INTERACTION SPACE

So far, we modeled the individual peripersonal space for a virtual
human with potential fields. We will now propose how to compu-
tationally model the space between a virtual human and its inter-
action partners. As mentioned previously, we base our work on
Kendon’s F-formation system.

5.1 Extending the F-formation System
With our model we aim at supplementing the F-formation sys-

tem by adding the aspect of a measurable shared space, suitable for
computational applications. In Figure 7 we show how we modeled
the space between interactants. Compared to Figure 1, Kendon’s
o-space is now defined as the intersection of the interactants’ over-
lapping peripersonal spaces (Figure 7, striped regions). We define
this space as their interaction space. Since our definition refers to
the intersection of all interactants’ reaching realm, it is conform to
Kendon’s definition of the space as being equally and exclusively
reachable to all interactants, and in which they cooperate. In order
for a virtual human to sustain an F-formation arrangement, once
established, we incorporate interaction space into our described
framework.

When Max perceives an interactant within an F-formation, he
projects his own peripersonal space onto the partner, in order to
model the partner’s reaching space. This process is similar to a
mechanism which is usually referred to as spatial perspective tak-
ing. The fact that Max simulates the partner’s perspective by using
his own body structure is commonly known as embodied simulation
[3] and is a hypothesis of how humans understand others. Studies
by [10] state that spatial perspective taking might still be rooted in
embodied representations, which supports our approach. However,
at the current stage of the framework, Max’s peripersonal bound-
aries are pojected onto another partner’s body structure manually,
since the current focus lies on modeling interaction space.

5.2 Modeling Interaction Space with Potential
Fields

As soon as an interaction space is established, it is defined as the
new goal space. Therefore Max directs his sensory attention to this

Figure 7: Kendon’s o-spaces modeled as interaction spaces
(striped regions). Interaction spaces are established by the in-
tersection of the interactants’ overlapping peripersonal spaces.

space. Max’s and the interactants’ peripersonal spaces are mod-
eled as selective repulsive potential fields, as shown in Equation 3.
Their interaction space is modeled as an attractive potential field
Finter, as described in Equation 4, with its center being the center
of a circle, which approximates interaction space. The range of the
Finter covers all interactants’ potential fields. Thus, each force vec-
tor within their peripersonal spaces is distracted in the direction of
the interaction space, as depicted in Figure 8, right. As described
in Section 4.3.3 a motor action to put objects into the new goal
space is selected, i.e., Max would now put perceived objects into
the interaction space, so that every interactant may reach the ob-
jects. Figure 8 (left) shows a vis-a-vis F-formation between Max
and another articulated humanoid in a virtual reality scenario. In
this scenario both partners are standing at a table and cooperate in
an object manipulation task, e.g., building a tower with toy blocks.
Their peripersonal subspaces overlap (see Figure 8, middle) and
establish an interaction space. The calculated resulting potential
fields are displayed in Figure 8, right. The force vectors of the
peripersonal spaces lead in the direction of the interaction space.
Within interaction space, the field strength disappears so that ob-
jects are placed within the space.

5.2.1 Modeling Cooperation and Competition in F-
formations

In the scenario described so far, Max acts in a cooperative way
as soon as an F-formation with an interaction space is established.
The fact that Max’s peripersonal space is modeled as a repulsive
potential field, can be interpreted as his potential to share objects
with others, i.e., to put objects into interaction space, where it is
accessible to all involved interactants. However, Max’s cooper-
ative behavior can be modulated or also be inverted to competi-
tive behavior. This can be achieved by modifying the parameter
ξ in the peripersonal space field Equation 3. Decreasing ξ makes
the field less repulsive, therefore Max might not put every object
into interaction space. Increasing ξ makes the field more repulsive,
which might lead him to be more cooperative than his partners. Fi-
nally, changing the repulsive field into an attraction field may reveal
Max’s competitive behavior by taking all objects from interaction
space to his peripersonal space, where only he can access them.

6. CONCLUSIONS
In this work we presented our approach to model first, the repre-

sentation of the space which immediately surrounds an articulated
agent’s body, second, the representation of the same space when
it is shared with others and third, the articulated agent’s behavior
depending on interaction in the individual and in the shared space.
The approach is therefore applicable for virtual humans as well as
physical robots.

In a first step we realized individual body space in terms of a
multi-sensory representation, involving touch, vision and propri-
oception. This concept, commonly known as peripersonal space,
takes its information from the body structure, known as body schema.
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Figure 8: Left: Max (left) and an articulated humanoid (right) interacting in a virtual environment with visualized peripersonal
subspaces. Middle: Bird-view perspective in the vis-a-vis arrangement with interaction space between the interactants. Right: The
resulting potential field as a superposition of interactants’ selective repulsive fields and one attractive potential field within interaction
space.

Changes in body schema also affect peripersonal space, which we
realized by a recalibration algorithm. In a second step we divided
peripersonal space into subspaces corresponding to each sensory
modality. This approach allows for naturally structuring the be-
havior, i.e., motor actions, and multimodal perception of the virtual
human. In a third step we modeled the behavior within peripersonal
space and interaction space. The method of potential fields proves
to be applicable for modeling not only the peripersonal space of a
virtual human, but also for modeling the space it shares with oth-
ers. This aspect goes in line with the idea of Lloyd [13], who pro-
poses that individual and interpersonal space share the same under-
lying representation. Finally, we showed how our model of inter-
action space for virtual humans supports their cooperative behavior
in shared space and also implies a broader range of social behavior.
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ABSTRACT
While speaking about social interaction, psychology claims as cru-
cial the temporal correlations between interactants’ behaviors: to
give to their partners a feeling of natural interaction, interactants,
be human, robotic or virtual, must be able to react on appropriate
time. Recent approaches consider autonomous agents as dynamical
systems and the interaction as a coupling between these systems.
These approaches solve the issue of time handling and enableto
model synchronization and turn-taking as phenomenon emerging
with the coupling. But when complex computations are added to
their architecture, such as processing of video and audio signals,
delays appear within the interaction loop and disrupt this coupling.
We model here a dyad of agents where processing delays are con-
trolled. These agents, driven by oscillators, synchronizeand take
turns when there is no delay. We describe the methodology en-
abling to evaluate the synchrony and turn-taking emergence. We
test oscillators coupling properties when there is no delay: coupling
occurs if coupling strength is inferior to the parameter controlling
oscillators natural period and if the ratio between oscillators peri-
ods is inferior to 1/2. We quantify the maximal delays between
agents which do not disrupt the interaction: the maximal delay tol-
erated by agents is proportional to the natural period of thecoupled
system and to the strength of the coupling. These results areput
in perspective with the different time constraints of human-human
and human-agent interactions.

Categories and Subject Descriptors
H.1.2 [Models and Principles]: User/Machine Systems
; I.6.4 [Simulation and modeling]: Model Validation and Analysis

General Terms
Theory, Measurement

Keywords
Human-robot/agent interaction, Multi-user/multi-virtual-agent in-
teraction, Peer to peer coordination,Emergent behavior,Modeling
the dynamics of MAS, Agent commitments

1. INTRODUCTION

Cite as: Effect of time delays on agents’ interaction dynamics, Ken Pre-
pin and Catherine Pelachaud,Proc. of 10th Int. Conf. on Autonomous
Agents and Multiagent Systems (AAMAS 2011), Tumer, Yolum, So-
nenberg and Stone (eds.), May, 2–6, 2011, Taipei, Taiwan, pp. 1055-1062.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

Since 1966, when Condon and Ogston’s annotations of interac-
tions have suggested that there are temporal correlations between
the behaviors of two persons engaged in a discussion [9, 8], time
relations between interactants’ behaviors have been investigated in
both behavioral studies and cerebral activity studies [25,27, 28, 40,
22, 37, 45, 30, 31]. These studies tend to show that when people in-
teract together, their ability to synchronize with each other is tightly
linked to the quality of their communication: smooth interaction
is possible only when partners are online, not only active but reac-
tive [28], responding to each other in a continuously changing flow.
Consistently with these results, in the design of autonomous agents,
be robotic or virtual, able to interact with human users or other
agents, one of the major issues is the “handling of time” [18]. The
agents use verbal and non-verbal means to communicate. Theyare
endowed with perceptive capacities allowing them to detectand in-
terpret what their interactant is saying and how. When all the agents
are virtual, interacting in a virtual environment, they canhave di-
rect access to information about their partners: there is noneed
of complex signal processing, and time handling is facilitated (see
fig.1(a) for such a setting). By contrast, when agents have tointer-
act through the real environment, just as they would have to do with
humans, acoustic and visual analysis software is needed to provide
information on behaviors as well as high level information such as
emotional and epistemic states: these complex processes take time
and introduce delays within the interaction loop. As a consequence,
agent-agent interaction (as in fig.1(b)) or agent-human interaction
cannot be handled as in human-human interaction. Processing de-
lays influence the interaction capabilities of agents dyad.Our aim
is to evaluate this influence.

When we refer to the timing of an interaction between agents,
be human, robotic or virtual, “real-time” may account for a wide
range of time scales. “Real-time” can be defined as: “Denoting or
relating to a data-processing system in which a computer receives
constantly changing data,[...] and processes it sufficiently rapidly to
be able to control the source of the data” [7]. For instance, talking
about “real-time” Embodied Conversational Agents (ECA) implies
to give on one hand an estimation of processing, answering and an-
imation speed; and on the other hand an estimation of the speed of
the systems, human or virtual, agents interact with. Withininter-
actions (and given a certain culture), there is a continuum of time
scales which may be focused on, depending on the phenomenon we
are talking about:
- for instance in face to face interactions, gaze crossing and syn-
chronous imitations rely on imperceptible delays (< 40msec) [10];
- concerning human-human turn-taking, over 70% of between-
speaker silences are less than 500msec[46], i.e. the approximate
simple vocal reaction time to variably-timed cues ([21] cited by
[46]);
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(a)

(b)
Figure 1: Two agents setup. (a) The two agents are on the
same computer, exchange of information between them is fast
and coupling occurs (synchrony and turn-taking). (b) The two
agents are on two different computers, information exchanged
has to be processed: there are longer delays and the coupling
does not occur anymore.

- up to 30% of between-speaker silences are less than 200msec
long, i.e. the simple vocal reaction time over maximally favorable
conditions ([17] cited by [46]);
- behaviors modifications in non-verbal interactions are exhaus-
tively coded with 0,4sectime windows [27];
- in human-agent interactions, after 1 second delay humans hardly
detect being imitated by the virtual agent and after 4 seconds they
do not detect it at all [3].

These time scales are spread from 10msec to 4 seconds but
we foresee two main timescales to classify agent design studies:
> 1sectime scales systems and 100msectime scales systems.
- the> 1sectimescale enables virtual agents to handle communi-
cation of the type emit/receive/answer, i.e. the telegraphist model
of Shannon’s theory of communication [43]. For instance, ifthe
interaction is a question/answer scenario with only non-verbal be-
haviors of mean latency such as posture or attitude imitation, a one
second delay will not disrupt the interaction. This timescale allows
processing delay to appear within the interaction loop, between per-
ception and reaction of agents; this is the rough estimationof tim-
ing of many present virtual agents systems, when they interact with
human and have to process both video and audio signals and to
compute both verbal and non-verbal behaviors to display.
- the timescale around hundreds of milliseconds comes from psy-
chological studies of interaction. This is the time scale associated
to changes of gaze direction, facial expression and acoustic promi-
nence; these behaviors are necessary to give to human users the
sense of ECA engagement; a one second delay can completely dis-
rupt this feeling [3]. The model of fast and automatic appraisal,
triggers very quick reactions (< 100msec) [23]. It claims that reac-
tive and very rapid influence of stimuli on behavior is crucial. This
model associates this quick reaction to a larger time scales(nearer
the second) which enables top-down modulation of the behavior.

Recent approaches in psychology [27], neuro-dynamics [10]and
agent design [32, 16, 39, 33] proposes that communication isa
coupling between dynamical systems and stress the issue of time
handling: agents, when coupled together with their interactants,
constitute a new, larger and richer, dynamical system. For instance
turn-taking and synchrony can be modeled as emerging from the

coupling between oscillators [46, 39, 44]. These approaches point
to the fact that, during an interaction, participants are continuously
active, each modifying its own actions in response to the continu-
ously changing actions of its partners. They highlight the necessity
to handle small timescales to build agent capable to interact with
humans, and capable to give them a feeling of shared understand-
ing [38].

In our paper, given a specific time scale, we study the range of
delays in the interaction loop which do not disrupt the interaction.
In particular we study the effect of time delay on coupling between
two agents. We simulate simulate them by two oscillators using a
model similar to [39].

In the remaining of the paper, we first remind the psychological
and neurological background on interaction and coupling, as well
as their existing robotics and virtual implementations as oscillatory
systems. In Section 3 we describe our model of dyad of oscilla-
tors. Then, in Section 4, we test the coupling properties of such
a dyad, i.e. we analyze the emergence of coupling depending on
the difference between natural periods of oscillators and reciprocal
influence between oscillators. In Section 5, we test if delayin the
interaction loop has a crucial effect on the coupling capability of
the dyad. Finally, in Section 6, we discuss these results andtheir
outcomes.

2. DYNAMICAL APPROACH OF INTER-
ACTION

The dynamical approach of interactions is sustained by psy-
chological studies which tend to show that dyadic parameters of
interaction (such as synchrony) are phenomena emerging from the
coupling occurring between interactants. In mother-infant interac-
tions via the “double-video” design (which enables a teleprompter
interaction to be modified online by experimenters), synchrony is
shown to emerge from the mutual engagement of mother and infant
in interaction [25, 27, 28]. In adult-adult interactions mediated by
a technological device which restrains perception to only tactile
stimulation, coupling between partners has been shown to emerge
from the mutual attempt to interact with the other [2]. Other
studies focus on the “Unintentional Interpersonal Coordination”,
in both behavioral studies [40, 22] and cerebral activity studies
[37, 45, 30, 31]. These studies show that synchrony emerges even
when people do not intentionally interact. Synchrony is shown
as emerging from the coupling which takes place between people
when cross-perception is enabled (cross-perception occurs when
two interactants perceive each other simultaneously: eye contact
or touch are cross-perceptions [2]).

These phenomena are echoed by physics and theoretical studies on
oscillators coupling. Huygens discovered in 1665 that the pendu-
lums of two clocks hung together synchronize in anti-phase after a
while [15]. The model explaining the anti-phase synchronization of
the pendulums was proposed three hundred years later [24]: when
the two pendulums oscillate, they make the support moves. These
movements of the support provide little exchanges and loss of en-
ergy between the two oscillators. The furthest from anti-phase the
pendulums are, the larger the movement is and thus the highest the
exchange and loss of energy is. The anti-phase synchronization is
the unique stable attraction basin of this dynamical system. This
explains Huygens’ observations.

The more general issue of coupling between non-periodic
oscillators such as chaotic oscillators has been studied by[41,
42, 14, 19, 4] following the pioneer model ofSynchronization in
Chaotic Systemsfrom Pecora and Carroll [34].
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The stability of these coupling states leading to turn-taking (anti-
phase) and synchrony (constant phase-shift) is a direct consequence
of the reciprocal influence between agents. It has already been im-
plemented for robotics [39] and for virtual agent coupling [33].
- In the robotic experiment, two robots controlled by neuraloscil-
lators are coupled together by their mutual influence: turn-taking
and synchrony emerge [39].
- In the virtual agent experiment, Evolutionary Robotics1 was used
to design a dyad of agents able to favor cross-perception situation;
the obtained result is a dyad of agents with oscillatory behaviors
which share a stable state of both cross perception and synchrony
[33].

Coupling Model Principles.
These two implementations are quite simple: both signals emit-

ted and received by the agents are one dimension signals and very
few computational processes are done on them (by contrast, when
visual perception is involved such as in human-agent interaction,
images of video are bi-dimensional signals which require complex
computational processes). It allows for very fast processing time
with time delay negligible compared to interaction timing.It en-
ables an easy coupling with the emergence of both turn-taking and
synchrony. We reproduced these experiments with a dyad of 3Dhu-
manoid virtual agents. If the two agents are on the same computer
and agents have a copy of the other agent’s behavior (see fig. 1(a))
the signals are exchanged without any treatment: no time delay
is introduced within the interaction loop and coupling occurs. By
contrast, if each agent is on its own computer and relies on acoustic
and visual analysis to get information on the other as in fig. 1(b)
setting, the coupling does not occur anymore. We believe this ef-
fect is due to the complex audio-video processing which introduces
time delay in the interaction loop between agents.

This last setting is equivalent to human-agent systems whenhu-
man’s motion is analyzed and sent to the agent. In our work we
are relying on Watson [26] that provides head motion in interactive
time. The mean time to get data concerning the partner (e.g type of
head movements) is about 1sec.

We test this model and its sensitivity to time delays by imple-
menting a dyad of agents as a NN (Neural Network) in the NN Sim-
ulator Leto/Prometheus (developed in the ETIS lab. by Gaussier et
al. [12, 13]). Leto/Prometheus simulates the dynamics of NNs
by an update of the whole network at each time step; it also en-
ables to simulate coupling between agents comparable to coupling
through the real world [39]. These two oscillators control the be-
haviors of two virtual agent implemented with the system Greta
[35]. This system enables one to generate multi-modal (verbal and
non-verbal) behaviors with accurate timing.

3. OSCILLATOR COUPLING MODEL
In both robotic and virtual agent modeling of turn-taking, two

properties must be satisfied by every agent [39]: each agent has to
alternate between an active state and a receptive state; these states
have to be influenced by the actions of the other agent. When agents
having these two properties are placed in the same environment,
turn-taking emerges [39].

To satisfy these conditions, agents are controlled by two states
oscillators: one state orientates the agent to be active (the agent ini-
tiates actions in imitation games, and speaks in dialogs); the other

1Evolutionary Robotic is a “technique for automatic creation of
autonomous robots [...] inspired by the Darwinian principle of se-
lective reproduction of the fittest” [29] preface

state orientates the agent to be receptive (the agent imitates in im-
itation games, and listens in dialogs). This oscillator is influenced
by the other agent’s behavior: it is pushed toward receptivestate
when the other agent is active. These two properties make a dyad of
agents have one stable state, phase-opposition (in dialog systems,
they speak alternately).

3.1 The oscillator
The oscillator is made of two neurons (Ni), whose activities are
bounded between−1 and 1.N1 is the state of the agent: in our case,
whenN1 = 1 the agent speaks, and whenN1 =−1 the agent listens.
These neurons activate and inhibit each other proportionally to the
parameterα. α controls the natural period of the agent’s oscillator,
i.e. the speed of oscillation between speaking and listening states.
This model fits the set of equation 1 (see also fig.2(a)):{

N1(t +1) = N1(t)−α ·N2(t)
N2(t +1) = N2(t)+α ·N1(t)

(1)

.

.

1
N

2
N

+1

+1

+α−α

(a)

(b)

Figure 2: (a) The oscillator is made of two neurons,N1, and
N2, with a self-connection weighted to1. A link with weight +α
connectsN2 to N1 , and a link with weight −α connectsN1 to
N2. (b) Activation of this oscillator when it is isolated from any
external influence.

We can make the approximationNi(t + 1)−Ni(t) = N′
i (t) if α

is small enough, i.e. ifN1(t) andN2(t) vary almost continuously:
with α < 0.2 they vary between−1 and+1 in more than 10 time
steps (see fig.11 for an illustration of this issue). Making this ap-
proximation, the system of equations 1 becomes:{

N′
1(t) =−α ·N2(t)
N′

2(t) = α ·N1(t)
(2)

By deriving these equations, we obtain the following set of dif-
ferential equations:{

N′′
1 (t) =−α2 ·N1(t)

N′′
2 (t) =−α2 ·N2(t)

(3)

Finally the general solutions of such equations,N′′(t)+α2 ·N(t),
are the oscillatory functions of equation 4:

N(t) = Asin(αt +φ) (4)

whereA is the constant oscillator amplitude andφ its phase: in
our case, when the oscillator is isolated, it starts with a null acti-
vation, A = 1 andφ = 0. The implementation of this oscillator in
the Leto/Prometheus simulator makes the neuronN1 produces the
sinusoidal signal plotted on fig.2(b).

3.2 The coupling
Let us consider a dyad of oscillatorsN andM. To enable mutual in-
fluence between them, the main neuron (N1 andM1) of each oscil-
lator should directly (weakly) inhibit the main neuron of the other,
see fig. 3. Theinhib parameter controls the sensitivity of the agent
to the other agent’s speaking turn: ifinhib is low, speech overlap-
ping is tolerated by the agent, whereas ifinhib is high the agent will
be quiet as soon as the other agent speaks.

For the oscillators,N andM, the set of equations 2 becomes:
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Figure 3: Architecture of the two agents influencing each other.
Each agent is driven by an internal oscillator and influencesthe
other depending on this oscillator. When real effectors (such as
robotic arms) or/and captors (such as camera) are used, noise
is added to signal by the environment. In simulation this noise
has to be simulated to enable the agent to anti-synchronize and
avoid oscillation death.{

N′
1(t) =−α ·N2(t)− inhib·M1(t−1)

N′
2(t) = α ·N1(t)

(5)

and {
M′

1(t) =−α ·M2(t)− inhib·N1(t−1)
M′

2(t) = α ·M1(t)
(6)

Fig. 4 shows an example of coupling when the oscillators inhibit
each other: the two oscillators start in phase,N1(t0) = N2(t0) =−1,
and after a period of mutual perturbation, they stabilize inanti-
phase. It is important to note here that, in simulation, noise must
be added to the signals exchanged between agents [39]: it is to be
contrasted with real situations where noise is naturally present in
the environment, effectors and captors; in simulation, if oscillators
have the exact same period and phase, and if there is no noise,they
stay in the unstable in-phase state and inhibit each other until death.

Figure 4: Activation evolution over time of each oscillatorof
the two systems, forα = β = 0.05, −inhib = −0.01. The two
systems start in the same state: at timet = 0 the activation of
their oscillator is 0. When the oscillators start to activate, they
inhibit each other and one takes the advantage. After a transi-
tion period, the oscillators are stabilized in phase opposition.

The dynamics of the dyad of oscillators is different from thesim-
ple sum of each oscillator dynamic. Even in the fig. 4 where thetwo
oscillators have the same natural period, the period observed after
coupling differs from this natural period: natural periodsis around
125 time steps for both oscillators whereas, the Dyad’s Natural Pe-
riod (DNP) once coupled is around 160 time steps. It depends on
both the natural periods of oscillators,α andβ, and on their recip-
rocal inhibitioninhib (see Section 4.2).

4. COUPLING ANALYSIS
Each dyad of agents is characterized by a set of three parameters:

α, the speaking/listening period of agentN,β the speaking/listening
period of agentM, andinhib, the reciprocal influence between these
agents. Coupling occurs between agents if they manage to reach a
shared stable state, even whenα andβ are different. Here coupling
occurs if agents speak alternately, i.e. if their internal oscillators
synchronize in anti-phase.

4.1 Evaluation methodology

For a given set of parameters (α, β, inhib), to determine if anti-
phase synchronization occurs between agents, we use a procedure
described by Pikovsky, Rosenblum and Kurths in their reference
book “Synchronization” [36]. This procedure consists in compar-
ing the phases of two signals to determine if they are synchronous
or not.

Let us recall that “the phase of narrow-band signal such as the
one produced by our oscillators (sinusoid) can be obtained by
means of the analytic signal concept originally introducedby Ga-
bor [11]” [36]. To implement this, we have to construct the com-
plex processζ(t) from the scalar signalN(t):

ζ(t) = N(t)+ iNH (t) = A(t)eiφ(t) (7)

whereNH(t) is the Hilbert transform ofN(t) [36].
The instantaneous phaseφ(t) and amplitudeA(t) of the signal

are thus uniquely determined from equation 7.

Figure 5: Signal and phase (moduloπ), α = β = 0.05 and
−inhib = −0.01. The almost sinusoidal signal is the original
signal N1(t) (shown in fig.4) and the almost linear (moduloπ)
signal is its associated re-built phase.

After that, when the phasesφN(t) and φM(t) of the signals
are obtained, we consider their difference modulo 2π: if φN(t)−
φM(t)(2π) = 0, signals are in phase; ifφN(t)−φM(t)(2π) = π, sig-
nals are in anti-phase (see fig.6). Horizontal plateaus in this graph
reflect periods of constant phase-shift between signals, i.e. syn-
chronization. Horizontal plateaus near one (1·π) reflect periods of
anti-phase synchronization.

(a)

(b)

Figure 6: (a) Internal activations of two agents (α = β = 0.05
and −inhib = −0.01). (b) Associated phase-shift∆φ1,φ2(t).
When agents synchronize in anti-phase, their phase-shift re-
mains near1·π.

For each 5000 time steps simulation, we define that phase-lock
occurs if the two following properties are satisfied:
- First, the phase-shift∆φN1,M1(t) becomes almost constant at time
tphaseLock(time defined in time steps), smaller than 4000 time steps
(1000 time steps before the end of the simulation), and remains
constant until the end.
- Second, iftphaseLockexists, the DNP (Dyad’s Natural Period) after
tphaseLockis finished (we noteTf inished = 1). It is not the case if
the inhibition between oscillators is too high (see Section4.2, fig.
8,(b)): ∆φN1,M1(t) becomes constant but oscillators do not oscillate
anymore; one remains high whereas the other remains low; DNPis
infinite (then we noteTf inished=−1).

We defined the locking speed asPhaseLockSpeed= (4000−
tphaseLock)/4000×Tf inished. If phase-lock is immediate with fin-
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ished DNP,PhaseLockSpeed= 1; if phase-lock occurs att =
4000, PhaseLockSpeed= 0; and if there is no finished DNP,
PhaseLockSpeed< 0. For instance, with the previous parameters,
α = β = 0.05 andinhib = 0.01, the phase-lock occurs with a speed
near 0.8 and for a phase shift equal toπ (i.e. anti-phase locking).

These automatic calculus ofPhaseLockSpeed, PhaseShi f tand
Period enable us to test the ability of a given dyad of agents (char-
acterized byα,β and inhib) to take turns (synchronize in anti-
phase).

4.2 Test of Parameters
The parameters usually tested in such a coupling between oscil-

lators are they natural periods ratioα/β and their mutual inhibition
−inhib [36]. We briefly test here these properties of the dyad of
oscillators.

Reciprocal influence.
For givenα = β = 0.05, we test the influence of reciprocal in-

hibition on the coupling: if inhibition is too low, no coupling is
possible (or after a very long time if the two oscillators have the
exact same period), and if inhibition is too high, the two oscillators
do not oscillate anymore, one stays high and the other stays low,
the dynamic of the dyad is disrupted (see fig.7).

Figure 7: The plain line represents the phase shift when phase-
lock occurs (a phase shift equal to 1 is for anti-phase,∆φN1,M1 =
π), and the dotted line represents the locking speed. Forinhib>
0.050, a phase lock equal toπ is shown but oscillators do not
oscillate, one remains high and the other remains low (see fig.
8,(b)).

Coupling occurs when phase-lock occurs, phase-shift is equal
to 1π and periods of oscillators are finite. For the oscillator pa-
rametersα = β = 0.05, the highest reciprocal inhibition between
oscillators which enables coupling without killing oscillations is
inhiblimit = 0.05 (see fig. 8, (b) and (c)). Actually,inhiblimit ≃ α,β,
i.e. inhibition should not be higher than the internal weights of os-
cillators.

Ratio between natural periods of oscillators.
Let us test the influence ofα/β variation on the coupling. The

reciprocal inhibition is fixed toinhib = 0.05, the oscillatorN’s pa-
rameter is fixed toα = 0.05 and the oscillatorM’s parameter varies
betweenβ = 0 andβ = 0.3 with a 0.002 step (see fig.8).

For reciprocal inhibitioninhib = 0.05, if α/β differs from 1 too
much, oscillators do not lock in anti-phase: whenα/β decreases
(β increases), the DNP increases until the second oscillator oscil-
lates several times during one oscillation of the first (forβ = 1.3);
conversely, whenα/β increases (β decreases), DNP decreases until
there is not anymore oscillation (forβ = 0.03) (see fig. 8,(a)).

5. TEST OF DELAY EFFECT
In order to test how a delay in the processing of signals affect the

ability of an agent to couple with another, we introduce in our dyad
of agents a delay in the reciprocal inhibition (see fig.9). This de-
lay will account for exactly what happens when we go from agents

interacting altogether in the same virtual environment to agents in-
teracting via the real world with other agents or with humans. Pro-
cessing of audio and video signal introduces delays betweenthe
perception and the availability of the information within the sys-
tem.

A null delay means that the signal is immediately transmitted, a
delayd means that the signal transmitted is the signal which oc-
curredd time steps before (see sets of equations 8 and 9). The
“delay box”, recordsd signals in a FIFO queue.

.

.

1
M

2
M.

1
N

2
N

.

+1

+1

+1

+1

+α +β−α −β

Noise

Noise

−inhib

−inhib

delay

delay

Figure 9: Architecture of the two agents influencing each other.
Each agent is driven by an internal oscillator and influences
the other depending on this oscillator. The signals exchanged
between agents are delayed byd time steps.

With the delayd, the two sets of equations 5 and 6 become:{
N′

1(t) =−α ·N2(t)− inhib·M1(t−1−d)
N′

2(t) = α ·N1(t)
(8)

and {
M′

1(t) =−α ·M2(t)− inhib·N1(t−1−d)
M′

2(t) = α ·M1(t)
(9)

Test of the delay forα = β = 0,05.
To evaluate the effect of the delay, we test the coupling capability

of the dyad for different values ofd. We maked vary from 0 to 100
time steps and calculate for each experiment the speed of anti-phase
locking between the agents as well as the DNP (see fig.10).

Figure 10: α = β = 0.05 and the transmission delayd varies
between0 and 100time steps (inhib = 0.01). The plain line rep-
resents the phase lock when it occurs (a phase lock equal to 1 is
for anti-phase,∆φN1,M1 = π), and the dotted line represents the
locking speed.

Figure 10 shows that, withα = β = 0.05 andinhib = 0.05, as
soon as the delayd is above 18 time steps, the coupling is disrupted:
locking speed is null and the phase shift is around 0(2π). Agents
have the same natural period (α = β = 0.05) and start with the same
phase (∆φini = 0), by consequence their phase shift is naturally near
0 or 2π when no coupling is possible.

To test how this Maximal Tolerated-Delay (MTD) depends on
the three parameters of the dyad, we first test if it is proportional
DNP.

Test of the delay for0.00< α = β < 0.30.
For inhib= 0.03 and 0.01< α = β < 0.3 the DNP of the coupled

system obtained are displayed on fig.11.
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Figure 8: (a) α = 0.05 and β varies between0 and 0.3 (with a 0.002 step). The plain line represents the phase lock when it occurs
(a phase lock equal to 1 is for anti-phase,∆φN1,M1 = π), and the dotted line represents the locking speed. For reciprocal inhibition
inhib = 0.05, if α/β differs from 1 too much, oscillators do not lock in anti-phase anymore: for 0.5 < α/β < 1 there is still a phase
lock but with a phase shift varying from π to π/2; for α/β > 1.25 (β = 0.04) the two oscillators stop oscillating. (b)(c)(d)(e) Activation
of the two oscillators for the different natural periods of second oscillator: (b)β = 0.03; (c) β = 0.05; (d) β = 0.1, (e)β = 0.11.

Figure 11: DNP (Dyad’s Natural Period). Underα = β = 0.03=
inhib no coupling occurs. Aboveα = β = 0.21coupling appears
chaotic.

At this point, we can notice two things:
- Under α = β = 0.03 = inhib no coupling occurs:α and β are
lower than the reciprocal inhibitioninhib; The internal dynamics
of oscillators are disrupted as soon as agents are put together (we
observe the same phenomenon forinhib = 0.05).
- Above α = β = 0.2 coupling appears chaotic:N1(t) andM1(t)
cannot be considered as varying continuously (see Section 3.1);
they switch unpredictably between positive and negative values,
constant phase-opposition is not a stable state of the system.
These phenomenons are independent from the study of the delay
but they will influence our results.

In the same conditions (inhib= 0.03 and 0.01< α = β < 0.3) we
test the effect of delay, 0< d < 50. Figure.12 shows the phase-lock
speed obtained for every couple(α = β,d).

We can notice here that above a certain delay, the Maximal Tol-
erated Delay (MTD), coupling is disrupted. But when the delay is
a multiple of the DNP, coupling is enabled again.

For inhib = 0.03, coupling occurs betweenα = β = 0.03 and
α = β = 0.2. Between these values, the curves of the DNP and
the MTD are almost proportional:MTD = 0.15×DNP, with a
correlation coefficient equal to 0.99.

Doing the same simulations, extraction of phases, and calcula-
tions of phase-locking, for different coupling strengthinhib = 0.01
and inhib = 0.03, the DNP and MTD also appeared proportional.
For inhib = 0.01, MTD = 0.18×DNP with a correlation coeffi-
cient equal to 0.99, and forinhib= 0.05,MTD= 0.12×DNPwith
a correlation coefficient equal to 0.97.

The MTD appeared to be proportional to both the DNP and to
the coupling strength:MTD = (0.195− 1.5× inhib)DNP with a

Figure 12: Phase-lock speed obtained for couples(α = β,d)
with 0.01 < α = β < 0.3 and inhib = 0.03. A null phase lock-
speed account for no stable coupling, and a phase-lock speed
equal to1 accounts for a quick and robust anti-phase coupling.

correlation coefficient equal to 0.99.

6. DISCUSSION AND CONCLUSION
We have described the implementation of a dyad of agents con-

trolled by oscillators and influencing each other: this dyadenables
synchrony and turn-taking to emerge when coupling occurs. We
have then described the methodology used to evaluate coupling be-
tween these agents and tested the parameters of this dyad: the ratio
between the natural periods of agents behaviors; the reciprocal inhi-
bition between agents. Our results show two main facts concerning
oscillators modeled by neurons:
- First, that the internal variables of the oscillators (α for AgentN
andβ for AgentM) fix the maximal external influence the oscillator
tolerates without the death of their oscillations.
- Second, given the step by step update of the NN by the NN Simu-
lator, when the weight of the connection is over 0.20, the activation
of the neuron does not vary continuously anymore and becomes
chaotic.

Considering these results, we tested how a delay in the transmis-
sion of signal between agents impacts the capacity of the agents
to couple. We tested the set{0 < α < 0.3,0 < β < 0.3, inhib ∈
{0.01,0.03,0.05}} for 0 < d < 100.

The first result concerning delay is that it has an effect: a too long
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delay disrupts coupling. As conjectured in the introduction, when
agents interact in the wild world (e.g. Human-Agent interaction,
see fig.13), the complex computation of video signals they have
to perform introduces delays in agents communication whichmay
disrupt their coupling capabilities.

Figure 13: Experimental design for evaluation Human-Agent
interaction [5].

Second, delays appeared as having an all or none effect: coupling
occurred rapidly or did not occur at all.

The third result is that the Maximal Tolerated Delay (MTD, the
maximal delay enabling coupling of the dyad), depends propor-
tionally on both the Dyad’s Natural-Period (DNP, which depends
on α andβ) and the coupling strength (i.e. the reciprocal inhibition
inhib):
- For a given coupling strength, the MTD increases when the DNP
increases: If the coupling concerns long period phenomena such as
posture imitations, the MTD will be longer than if the coupling in-
volves fast phenomena such as smiles or gaze direction imitations.
- For a given DNP, the MTD increases when the coupling strength
decreases: If the DNP is fixed, when the mutual influence between
agents decreases, the effect of the delay decreases too (theMTD is
higher).

These results do not only concern interactions between agents
but they are also relevant for human-agent interactions andhuman-
human interactions. As we have seen in Section2, both psycholog-
ical and neurofunctional models of human-human interactions [25,
27, 28, 37, 45, 40, 22, 30, 31, 2] claim that dynamical coupling
between humans is an essential aspect of their communication: it
enables non-verbal interaction but it can also be seen as a comple-
mentary part of the verbal exchange [38] which leads to feelings
such as rapport and mutual engagement .

Based on the facts just listed, the design of agents dedicated to
interact with humans needs to integrate coupling dimension. As we
know, time constraints have to be satisfied when we speak about in-
teraction. The present paper gives a rough estimation of theMTD
according to the timescales of the considered coupled behavior. For
instance, during dialog between a speaker and a listener, ifthe
mean time between successive backchannels (listener’s acknowl-
edgments [47]) is about 3sec[1], the signals which may enable to
regulate this timescale cannot be delayed more than 18% of this
time scale (see Section 5), i.e. the timing of backchannels must be
accurate at more or less 500msec(i.e. more accurate than the verbal
reaction time to unpredictable signal [46]).

Considering these results obtained for agents interactingwithin
the same virtual environment and with an artificial delay, our future
work involves two directions:
- A theoretical way. The MTD should be quantified by adding delay
in mathematical models, such as the Kuramoto model of coupling
between oscillators [20].
- An experimental way. We propose to test the effect of a controlled
delay on the coupling between our agent and a human interacting
in a cooperative task, for instance the maze task of [6]. Thistask

involves two humans; A character is lost in a maze; One of the
subjects sees the maze and the character; the other has the com-
mands to control the character; Both have to cooperate to finda
way out the maze. This task induces rhythmic patterns of interac-
tion in which delays can be controlled. By replacing one of the two
humans by our virtual agent, the MTD can be estimated regarding
the task timescale. The significance of delay can be addressed: the
delay can be intentionally added in order to transmit information
concerning understanding [38] or in order to disrupt interaction in
case of disagreement.

In conclusion, we have seen in this paper that “handling of time”
is a matter of timescales when dealing with human-agent or agent-
agent interactions. It is crucial to take into account delays (ap-
pearing with computational time) in the coupling capacities of the
agents.
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ABSTRACT 
Computational models of motivation are tools that artificial agents 
can use to autonomously identify, prioritize, and select the goals 
they will pursue. Previous research has focused on developing 
computational models of arousal-based theories of motivation, 
including novelty, curiosity and interest. However, arousal-based 
theories represent only one aspect of motivation. In humans, for 
example, curiosity is tempered by other motivations such as the 
need for health, safety, competence, a sense of belonging, esteem 
from others or influence over others. To create artificial agents 
that can identify and prioritize their goals according to this 
broader range of needs, new kinds of computational models of 
motivation are required. This paper expands our ‘motivation 
toolbox’ with a new computational model of achievement 
motivation for artificial agents. The model uses sigmoid curves to 
model approach of success and avoidance of failure. An 
experiment from human psychology is simulated to test the new 
model in virtual agents. The results are compared to human results 
and existing theoretical and computational models. Results show 
that virtual agents using our model exhibit statistically similar 
goal-selection characteristics to humans with corresponding 
motive profiles. In addition, our model outperforms existing 
models of achievement motivation in this respect.     

Categories and Subject Descriptors 
I.2 [Artificial Intelligence]: I.2.0 [General]: Cognitive 
simulation; I.2.11 [Distributed Artificial Intelligence]: 
Intelligent agents. 

General Terms 
Algorithms, Experimentation, Human Factors. 

Keywords 
Computational models of motivation, achievement motivation, 
cognitive agents, virtual agents, autonomous mental development. 

1. ACHIEVEMENT MOTIVATION  
Achievement motivation drives humans to strive for excellence by 
improving on personal and societal standards of excellence [1]. In 
artificial agents, achievement motivation has potential roles in 

driving the acquisition of skills and competencies in a domain-
independent manner. Some existing work has been done with 
competence-based computational models of motivation [2, 3], but 
this work has focused on modeling competence in terms of 
learning error and identifying situations where there is an optimal 
potential for learning. In contrast, achievement motivation is 
based on estimations of success probabilities and task difficulty. 
This suggests an approach to goal-selection that is independent of 
learning. Other work has developed competence-based models 
specifically concerned with achievement motivation, but 
experimental results have indicated that these models cannot 
accurately reproduce the characteristic achievement-related 
responses seen in humans [4]. This paper takes a different 
approach to developing such a model, with more accurate results.  
The foremost psychological model of achievement motivation is 
Atkinson’s Risk-Taking Model (RTM) [5]. The RTM was 
designed to predict individual preferences for task difficulty. It 
defines achievement motivation in terms of conflicting person-
specific desires to approach success Ms or avoid failure Mf and a 
situation-specific component for probability of success Ps: 

                  Tr = (Ms – Mf) (Ps – Ps
2) (1) 

The RTM has been an influential and successful aid to 
understanding achievement motivation in humans. However, to 
capture the subtleties of human behavior in an artificial system a 
more sensitive model is required. Thus, this paper draws on the 
ideas of probability of success and approach-avoidance 
motivation proposed by Atkinson, but uses sigmoid rather than 
quadratic functions to model the resultant tendency Tr for 
achieving a goal with a given probability of success Ps. Using 
sigmoid representations, approach motivation grows stronger as 
the probability of success increases, until a certain threshold 
probability is reached and approach motivation plateaus. 
Conversely, avoidance motivation is initially zero, and becomes a 
large negative number as probability for success increases. This 
means that failure at a very easy task is punished the most. The 
resultant tendency for achievement motivation is the sum of these 
hypothetical curves as follows:  

Tr = –  
 

(2) 

The model has five parameters M+, M–, ρ+, ρ– and Ps. M+ and M– 
are the turning points of the sigmoids for approach and avoidance 
motivation respectively. ρ+ > 0 is the gradient of approach to 
success and ρ–   > 0 is the gradient of avoidance of failure.  

 
Cite as: A Computational Model of Achievement Motivation for 
Artificial Agents (Extended Abstract), Merrick, K, Proc. of 10th Int. 
Conf. on Autonomous Agents and Multiagent Systems (AAMAS 2011), 
Tumer, Yolum, Sonenberg and Stone (eds.), May, 2–6, 2011, Taipei, 
Taiwan, pp. 1067 -1068. Copyright © 2011, International Foundation for 
Autonomous Agents and Multiagent Systems (www.ifaamas.org). All 
rights reserved. 
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2. THE RING-TOSS EXPERIMENT 
The ring-toss game involves throwing a ring over a set distance to 
land over a spike. In psychology, the ring-toss experiment was 
originally designed to verify theories of achievement motivation 
in humans [6]. Because a player can stand different distances from 
the spike, the game defines a series of goals of different difficulty 
(and thus different probability of success). Psychologists 
hypothesize that individuals with different levels of achievement 
motivation will choose different distances from which to toss their 
ring. Atkinson and Litwin [6] conducted an investigation of the 
effects of achievement motivation in a ring-toss experiment. 
Individuals’ tendency to approach success or avoid failure was 
gauged using the projective test of need achievement and 
Mandler-Sarason test. Individuals were then broken into four 
groups corresponding to four motivation types as follows:  
• H-L high approach motivation and low avoidance motivation, 
• H-H high motivation to approach success and avoid failure, 
• L-L low motivation to approach success and avoid failure, 
• L-H low approach motivation and high avoidance motivation. 
Atkinson and Litwin [6] had forty-five human participants in their 
experiment and each was allowed ten opportunities to toss a ring 
at a peg from a distance of their choice in the range of 0 to 15 feet 
(approx 4.57 meters). Results were collated for each motivation 
type in three range-brackets for ‘easy’, ‘moderate’ and ‘hard’ 
goals. These brackets are shown in the first row of Table 3. When 
multiplied by the four motivation types, this gives a total of 
twelve experimental categories. Atkinson and Litwin’s human 
experimental results are shown in the next four rows of Table 3. 
Ring-toss experiments can also be designed for artificial agents 
that use a computational model of achievement motivation to 
compute a resultant tendency for each available goal, assuming 
that the probability of success of the goal is known. This paper 
compares the results of three such experiments to human results: 
• EXPT 1: Agents using the RTM in Equation 1;  
• EXPT 2: Agents using the Simkins et al. [4] model; 
• EXPT 3: Agents using the new model in Equation 2.  
By creating multiple agents of each model and randomizing their 
parameter values within limited ranges, agents with the four 
motivation types can be created. We used the parameter ranges in 
Tables 1 and 2 for EXPTs 1 and 3 respectively. Further details of 
the experimental setup for EXPT 3 are reported in [7]. Details of 
the experimental setup for EXPT 2 are reported in [4]. 

Table 1. Parameters and their value ranges for EXPT 1.  

Param H-L  H-H  L-L  L-H  
Ms [0.9, 1] [0.9, 1] [0.8, 0.9] [0.8, 0.9] 
Mf [0, 0.1] [0.2, 0.3] [0, 0.1] [0.2, 0.3] 

Table 2. Parameters and their value ranges for EXPT 3.  

Param H-L  H-H  L-L  L-H  
M+  [0.1, 0.2] [0.1, 0.2] [0, 0.1] [0, 0.1] 
M– [0.8, 0.9] [0.9, 1.0] [0.8, 0.9] [0.9, 1.0] 
ρ+ [0, 80] [0, 100] [0, 100] [0, 100] 
ρ– [0, 40] [0, 50] [0, 50] [0, 90] 

Table 3 reports the percentage of each type of agent to assign a 
maximal resultant tendency to goals in each bracket, and shows 
the z-value for all agent-human comparisons at the 95% 
confidence interval. The critical z-value for a two-tailed z-test of 

two proportions at the 95% confidence level is ±1.96. Results for 
EXPT 1 show that agents using the RTM have a maximum 
motivational tendency at Ps = 0.5 regardless of the values of other 
parameters. Thus all these agents choose ‘moderate’ goals. This 
experiment confirms that the RTM is inappropriate for use in 
artificial agents. Results for EXPT 2 summarize those reported by 
Simkins et al. [4] using z-values rather than confidence intervals. 
Using confidence intervals, their agents have statistically different 
performance to humans in eight of the twelve experimental 
categories. However z-values still indicate a statistical difference 
in five of the twelve categories. This result also supports the need 
for a more accurate model of achievement motivation, such as the 
one proposed in this paper. Finally, Table 3 shows that agents 
using the new sigmoid model in EXPT 3 produce statistically 
similar results to human studies in all twelve categories. 
Table 3. Comparison of humans to agents using the RTM, 
Simkins’ model and the new sigmoid model of achievement 
motivation. *indicates a statistically significant difference in 
results between humans and agents. 

 0.00 – 2.00m  
(Easy) 

2.25 – 3.50m 
(Moderate) 

3.75 – 4.50m 
(Hard) 

H-L 11% 82% 7% 
H-H 26% 60% 14% 
L-L 18% 58% 24% H

um
an

 
L-H 32% 48% 20% 

H-L (Z) 0% (–3.890*) 100% (5.071*) 0% (–4.591*) 
H-H (Z) 0% (–5.467*) 100% (7.071*) 0% (–3.880*) 
L-L (Z) 0% (–4.219*) 100% (6.917*) 0% (–4.954*) 

E
X

PT
 1

 
 

L-H (Z) 0% (–7.037*) 100% (9.58*) 0% (–5.375*) 
H-L (Z) 7.7% (–0.914) 75.4% (–1.300) 16.9% (0.418) 
H-H (Z) 14.0% (–2.121*) 69.0% (1.330) 17.0% (0.586) 
L-L (Z) 5.6% (–2.578*) 74.4% (2.326*) 20.0% (–0.648) E

X
PT

2 
 

L-H (Z) 8.5% (–4.714*) 80.0% (5.375*) 11.5% (–1.881) 
H-L (Z) 13.7% (0.850) 76.0% (–1.522) 10.3% (1.184) 
H-H (Z) 22.3% (–0.843) 67.6% (1.540) 10.1% (–1.215) 
L-L (Z) 11.5% (–1.815) 56.7% (–0.238) 31.8% (1.530) 

E
X

PT
 3

 
 

L-H (Z) 33.3% (0.296) 51.6% (0.772) 15.1% (–1.446) 
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ABSTRACT
Distributed constraint optimization problems (DCOPs) are well-
suited for modeling multi-agent coordination problems. However,
most research has focused on developing algorithms for solving
static DCOPs. In this paper, we model dynamic DCOPs as se-
quences of (static) DCOPs with changes from one DCOP to the
next one in the sequence. We introduce the ReuseBounds pro-
cedure, which can be used by any-space ADOPT and any-space
BnB-ADOPT to find cost-minimal solutions for all DCOPs in the
sequence faster than by solving each DCOP individually. This
procedure allows those agents that are guaranteed to remain un-
affected by a change to reuse their lower and upper bounds from
the previous DCOP when solving the next one in the sequence.
Our experimental results show that the speedup gained from this
procedure increases with the amount of memory the agents have
available.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed AI

General Terms
Algorithms; Experimentation

Keywords
ADOPT; BnB-ADOPT; DCOP; Dynamic DCOP

1. INTRODUCTION
Distributed constraint optimization problems (DCOPs)

are problems where agents need to coordinate their value
assignments to minimize the sum of the resulting constraint

∗This material is based upon work supported by NSF (while Sven
Koenig was serving at NSF). It is also based upon work supported
by ARL/ARO under contract/grant number W911NF-08-1-0468,
ONR in form of a MURI under contract/grant number N00014-
09-1-1031 and DOT under contract/grant number DTFH61-11-C-
00010. The views and conclusions contained in this document are
those of the authors and should not be interpreted as representing
the official policies, either expressed or implied, of the sponsoring
organizations, agencies or the U.S. government.
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Proc. of 10th Int. Conf. on Autonomous Agents and Multia-
gent Systems (AAMAS 2011), Tumer, Yolum, Sonenberg and Stone
(eds.), May, 2–6, 2011, Taipei, Taiwan, pp. 1069-1070.
Copyright c© 2011, International Foundation for Autonomous Agents and
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costs. DCOPs are well-suited for modeling multi-agent co-
ordination problems where the interactions are primarily be-
tween subsets of agents. Most research has focused on devel-
oping algorithms for solving static DCOPs, that is, DCOPs
that do not change over time. In this paper, we model dy-
namic DCOPs as sequences of (static) DCOPs with changes
from one DCOP to the next one in the sequence. The objec-
tive is to determine cost-minimal solutions for all DCOPs in
the sequence, which could be done with existing DCOP al-
gorithms by solving each DCOP individually. Such a brute
force approach can be sped up because it repeatedly solves
DCOP subproblems that remain unaffected by the changes.
We therefore introduce the ReuseBounds procedure, which
allows any-space ADOPT and any-space BnB-ADOPT to
reuse information gained from solving the previous DCOP
when solving the next one in the sequence.

2. BACKGROUND
DCOPs: A DCOP is a tuple 〈A,D,F 〉. A = {ai}n0 is
the finite set of agents. D = {di}n0 is the set of finite
domains, where domain di is the set of possible values
for agent ai. F = {fi}m0 is the set of binary constraints,
where each constraint fi : di1 × di2 → R+ ∪∞ specifies its
non-negative constraint cost as a function of the values of
two different agents ai1 and ai2 that share the constraint.
A solution is an agent-value assignment for all agents. Its
cost is the sum of the constraint costs of all constraints.
Solving a DCOP optimally means finding a cost-minimal
solution. DCOPs are commonly visualized as constraint
graphs, whose vertices are the agents and whose edges
are the constraints. Most DCOP algorithms operate on
pseudo-trees, which are spanning trees of fully connected
constraint graphs such that no two vertices in different
subtrees of the spanning tree are connected by edges in the
constraint graph.

DDCOPs: We define a DDCOP to be a sequence of (static)
DCOPs with changes from one DCOP to the next one in
the sequence. Solving a DDCOP optimally means finding a
cost-minimal solution for all DCOPs in the sequence. This
approach is a reactive approach since it does not consider
future changes. The advantage of this approach is that
solving DDCOPs is no harder than solving multiple DCOPs.

DCOP Algorithms: ADOPT [2] and BnB-ADOPT [3]
transform the constraint graph to a pseudo-tree and then
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Any-space ADOPT Any-space BnB-ADOPT
Cache Factor 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
With ReuseBounds (cycles) 86301 21395 9207 5117 3386 2615 1653 1573 1556 1481 1427 1383
Without ReuseBounds (cycles) 86401 22096 9825 5618 3810 2976 1654 1578 1577 1573 1570 1568
Speedup (%) 0.12 3.17 6.29 8.92 11.13 12.13 0.06 0.32 1.33 5.84 9.10 11.80

Table 1: Experimental Results

search for a cost-minimal solution. ADOPT uses best-
first search while BnB-ADOPT uses depth-first branch-and-
bound search. For ADOPT and BnB-ADOPT, each agent
ai maintains at all times one context Xai and lower bounds
LBaiXai (d) and upper bounds UBaiXai (d) for all values d ∈ di
and the context Xai . For any-space ADOPT and any-space
BnB-ADOPT, each agent maintains multiple contexts and
the bounds for these contexts [4]. A context is the assump-
tion of agent ai on the agent-value assignments of all of
its ancestors in the pseudo-tree. The bounds LBaiXai (d) and
UBaiXai (d) are bounds on the optimal cost OPTaiXai (d), which
is the cost of a cost-minimal solution in case agent ai takes
on value d and each of its ancestors takes on its respective
value in Xai . The optimal cost OPTaiXai (d) is defined by

OPTaiXai (d) = δaiXai +
X

c∈C(ai)

OPTcXai∪(ai,d) (1)

OPTaiXai
= min
d∈di

OPTaiXai (d) (2)

where δaiXai is the sum of the costs of all constraints between
agents whose values are defined in context Xai , and C(ai)
is the set of children of agent ai in the pseudo-tree.

3. REUSEBOUNDS PROCEDURE
When solving the next DCOP in the sequence, one con-

structs the pseudo-tree for the next DCOP, uses the Reuse-
Bounds procedure to identify the lower and upper bounds
that were cached by any-space ADOPT or any-space BnB-
ADOPT when solving the previous DCOP and can be reused
for the next DCOP, initializes the other bounds and finally
uses any-space ADOPT or any-space BnB-ADOPT to solve
the next DCOP optimally. The ReuseBounds procedure
identifies affected agents, which are those agents whose opti-
mal costs can be different for the previous and next DCOPs.
They have one or more of the following properties:

• Property 1: Agent ai shares an added constraint,
deleted constraint or constraint with changed constraint
costs with another agent. If the agent shares the con-
straint with a descendant, then it is an affected agent (see
Property 3). If the agent shares the constraint with an
ancestor, then the cost δaiXai (d) for some value d and con-
text Xai can change, which in turn can change its optimal
cost OPTaiXai (d) (see Equation 1).

• Property 2: Agent ai has a different set of children C(ai)
in the previous and next DCOPs, which can change its
optimal cost OPTaiXai (d) (see Equation 1).

• Property 3: Agent ai has a descendant aj that is
an affected agent, which means that the optimal cost
OPT

aj

X
aj (d) for some value d and context Xaj can change,

which in turn can change the optimal cost OPT
aj

X
aj (see

Equation 2) and thus also the optimal cost OPT
ak
Xak (d′)

of its parent ak (see Equation 1), and so on. Therefore,
the optimal costs of all ancestors of agent aj (including
the one of agent ai) can change.

The affected agents cannot reuse their lower and upper
bounds for the next DCOP because the optimal costs can be
different for the previous and next DCOPs and the bounds
on the optimal costs of the previous DCOP might thus no
longer be bounds on the optimal costs of the next DCOP.

4. EXPERIMENTAL RESULTS
We now compare the runtimes of any-space ADOPT and

any-space BnB-ADOPT with and without the ReuseBounds
procedure. We use the distributed DFS algorithm with the
max-degree heuristic [1] to construct the pseudo-trees. We
measure the runtimes in cycles [2], vary the amount of mem-
ory of each agent with the cache factor metric [4] and use
the MaxEffort and MaxPriority caching schemes [4] for any-
space ADOPT and any-space BnB-ADOPT, respectively.
We consider the following changes: (1) change in the costs
of a random constraint, (2) removal of a random constraint,
(3) addition of a random constraint, (4) removal of a ran-
dom agent and (5) addition of a random agent. We averaged
our experimental results over 50 DDCOP instances with the
above five changes in random order and used a randomly
generated graph coloring problem of density 2, domain car-
dinality 5 and constraint costs in the range of 0 to 10,000 as
the initial DCOP for each DDCOP.

Table 1 shows our experimental results. The runtimes
of both DCOP algorithms decrease as the cache factor in-
creases. The reason for this behavior is that they reduce the
amount of duplicated search effort when they cache more
information [4]. The runtimes of both DCOP algorithms
are smaller with the ReuseBounds procedure than without
it, and the speedup increases as the cache factor increases.
The reason for this behavior is that the unaffected agents
can cache and reuse more lower and upper bounds from the
previous DCOPs as the cache factor increases.
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ABSTRACT
A traditional approach to reasoning about the trustworthi-
ness of a transaction is to determine the trustworthiness of
the specific agent involved, based on its past behavior. As
a departure from such traditional trust models, we propose
a transaction centered trust model (MetaTrust) where an
agent uses its previous transactions to assess the trustwor-
thiness of a potential transaction based on associated meta-
information, which is capable of distinguishing successful
transactions from unsuccessful ones. This meta information
is harnessed using a machine learning algorithm (namely,
discriminant analysis) to extract relationships between the
potential transaction and previous transactions.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence ]: Multiagent
systems

General Terms
Algorithms, Security

Keywords
trust, discriminant analysis, meta data, large-scale systems

1. INTRODUCTION
Traditional trust approaches [2, 4], while effective when

the necessary information is available, often rely upon knowl-
edge that may not actually be available locally to the asses-
sor. For instance, they require to find a trust path between
trustor and the target agent, which is not trivial in large
systems, and suffers the “weakest link phenomenon” [1]. We
thus explore a new trust model (MetaTrust), which is ca-
pable of harnessing meta-information which is generally not
considered in existing trust models, and may be available

This work was funded by A-STAR grant 072 134 0055.
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locally. This new model, given its use of different kind of
information, is meant to complement traditional models.

MetaTrust relies on discriminant analysis (DA) [3] to ex-
ploit the agent’s local knowledge. DA is a well known family
of methods for dimensionality reduction and classification.
DA methods take as input a set of events belonging to k
(≥ 2) different classes and characterized by various features,
and find a combination of the features (a classifier) that sep-
arates these k classes of events.

In MetaTrust, a user’s past transactions are described by a
set of meta-information and classified according to their out-
come: successful or unsuccessful (without loss of generality,
we consider linear DA over two classes). Each transaction
information is stored locally by the user. The user then per-
forms a linear DA on this data to obtain a linear classifier
that allows him to estimate whether a potential transaction
is likely to be successful or not.

2. OUR APPROACH
Consider a scenario where a customer ax encounters a po-

tential service provider ay and ax has no prior experience
with ay. We assume that ax can obtain meta information
about this potential transaction Θax,ay . We denote such

meta information of Θax,ay by MΘax,ay
= {m1

Θax,ay
, m2

Θax,ay
,

..., md
Θax,ay

}. So the potential transaction is represented by

vector p = (m1 m2 m3 . . . md).
We assume that ax has recorded n historical transactions

with other agents. To estimate reliability of this potential
transaction, based on transaction outcome, ax classifies its
historical transactions into two disjoint groups, the success-
ful (Gs) and the unsuccessful transaction group (Gu), which
are represented as:

Gs/u =









m1
Θax,a1

(s/u) ... md
Θax,a1

(s/u)

...
...

...
m1

Θax,ans
(s/u) ... md

Θax,ans
(s/u)









(1)

The two transaction groups contain respectively ns and
nu transactions (n = ns + nu).

Agent ax performs linear discriminant analysis to clas-
sify the potential transaction as belonging to successful or
unsuccessful transaction group to decide whether or not to
transact with the corresponding service provider. Let hx be
a x× 1 (column) vector of ones.
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Agent ax first calculates the centroid of each group: cs =
1

ns
· hT

ns
Gs and cu = 1

nu
· hT

nu
Gu.

Similarly, the global centroid is calculated by averaging
each type of meta information across all past transactions:

c =
1

n
· hT

n

[

Gs

Gu

]

(2)

In LDA, the internal variance (within-class scatter ma-
trix) and external variance (between-class scatter matrix)
are used to indicate the degree of class separability, i.e.,
to what extent can the successful transactions be distin-
guished from the unsuccessful transactions. The internal
variance, which is the expected covariance of each group
is obtained by Ss

w = 1
ns

(Gs − hnscs)
T (Gs − hnscs) and

Su
w = 1

nu
(Gu−hnucu)T (Gu−hnucu). So the overall within-

class scatter matrix is calculated as the weighted sum of
each group’s internal variance, where the weight is fraction
of transactions regarding the corresponding group: Sw =
1
n
(nsS

s
w + nuSu

w).
Then ax calculates external variance, which is actually the

covariance of the two groups, each of which is represented
by its mean vector: Sb = 1

n
(ns(cs − c)T (cs − c) + nu(cu −

c)T (cu − c)).
LDA aims to find a projection direction (a transformation)

v that maximizes the inter class variance and minimizes the
intra class variance. Formally, the criterion function J(v) =
vT Sbv

vT Swv
is to be maximized.

The projection direction v is found as the eigenvector asso-
ciated with the largest eigenvalue of S−1

w Sb. We then trans-
form the two groups of transactions using v. Similarly, the
potential transaction p = (m1 m2 m3 . . . md) is also trans-
formed and classified by measuring the distances between
transformed potential transaction and the two groups (i.e.,
centroid), which are calculated as Ds = vT p − vT cs and
Du = vT p − vT cu. If Du > Ds, then transaction p is pre-
dicted as successful, otherwise it is predicted as unsuccessful.

Note that we try to collect as much meta information as
possible, and the MetaTrust model filters out the not-so-
relevant variables for us. That is to say, the meta infor-
mation which is more capable of distinguishing successful
transactions from unsuccessful ones will have more impact
on the final classification result.

3. EVALUATION
We use real dataset collected from an Internet auction

site Allegro to conduct experiments. The Allegro dataset
contains 10,000 sellers, 10,000 buyers, more than 200,000
transactions and over 1.7 million comments. In the experi-
ments, a transaction is considered successful if its feedback is
positive, otherwise, it is considered unsuccessful. We extract
three kinds of meta information from Allegro data: M1: cat-
egory of the item; M2: price of the item and M3: number of
items already sold by the seller when the transaction occurs.
We evaluate performance of MetaTrust by studying its ca-
pability of detecting Internet auction fraud. When a buyer
encounters a potential transaction, which is conducted by
an unknown seller, it will gather meta information regarding
the item (i.e., M1, M2 and M3) and then perform MetaTrust
to estimate the trustworthiness of this transaction with re-
spect to the buyer’s past transactions that belong to the

www.allegro.pl

same category M1
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(b) ♯ of buyers’ past transaction.

Figure 1: Experiments using Allegro dataset.
We first rank the 10,000 buyers according to number of

their past transactions, i.e., the first buyer has the most
past transactions. We select subset Ub of these buyers start-
ing from the first one. Each buyer evaluates 100 randomly
selected transactions (50% are successful and 50% are un-
successful). We vary the size of Ub to investigate effect of
local knowledge volume.

Fig. 1(a) demonstrates how average rates of various false-
ness evolve when Ub varies from 5 to 500. As expected, all
falseness rates increase when Ub grows. This shows the im-
pact of local knowledge on MetaTrust: when Ub is small, it
contains only experienced agents, that all have enough past
transactions to allow MetaTrust to issue accurate predic-
tions. As Ub grows, it contains more and more inexperienced
agents, for which MetaTrust predictions are less accurate.

Fig. 1(b) shows the distribution of numbers of individ-
ual buyers’ past transactions (only first 3000 are shown).
Note the logarithmic scale for y-axis: the number of past
transactions is quickly decreasing. Estimating the minimal
number of transactions that allow MetaTrust to be precise is
challenging, since not all transactions have the same impor-
tance. However, in this set of experiments, we estimate em-
pirically that when numbers of transactions is over 6, the po-
tential transaction can be relatively reliably predicted (i.e.,
the overall falseness rate is smaller than 0.1).

4. CONCLUSION
Unlike many existing trust models [2, 4], which rely on

specific agent’s historical information to predict its future
behavior, MetaTrust only uses trustor’s local knowledge.
Using DA, MetaTrust analyzes characteristics of interac-
tions’ meta information to obtain a classifier that helps esti-
mate whether the potential interaction is likely to get clas-
sified in the successful group or not. Evaluation using real
dataset demonstrates efficacy of MetaTrust in detecting In-
ternet auction fraud.
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ABSTRACT
This paper studies the problem of collective decision-making in
combinatorial domain where the agents’ preferences are represented
by qualitative models with TCP-nets (Tradeoffs-enhanced Condi-
tional Preference Network). The features of TCP-nets enable us
to easily encode human preferences and the relative importance
between the decision variables; however, many group decision-
making methods require numerical measures of degrees of desir-
ability of alternative outcomes. To permit a natural way for prefer-
ence elicitation while providing quantitative comparisons between
outcomes, we present a computationally efficient approach that com-
piles individual TCP-nets into ordinal penalty scoring functions.
After the individual penalty scores are computed, we further define
a collective penalty scoring function to aggregate multiple agents’
preferences.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent Systems

General Terms
Algorithms, Design

Keywords
Group decision-making; TCP-nets; Penalty scoring function

1. INTRODUCTION
In many real world scenarios, we need to represent and reason

about the simultaneous preferences of multiple agents [4]. In this
paper, we investigate the theory of TCP-nets (Tradeoffs-enhanced
Conditional Preference Network) [2], a variant of CP-net (Condi-
tional Preference Network) [1], as a formal model for representing
and reasoning about the agents’ preferences. We present an ap-
proach that compiles an individual TCP-net into an ordinal penalty
scoring function. The proposed approach preserves all strict pref-
erence ordering induced by the original TCP-net and provides a
numerical measure of desirability of alternative outcomes. More-
over, it provides an easy way for preferential comparisons. After
the individual penalty scores of each agent is built, then the indi-
vidual penalty scores are aggregated into a normalized collective
penalty scoring function modelling the preferences of a group of
agents.
Cite as: Efficient Penalty Scoring Functions for Group Decision-making
with TCP-nets (Extended Abstract), Minyi Li, Quoc Bao Vo and Ryszard
Kowalczyk, Proc. of 10th Int. Conf. on Autonomous Agents and Mul-
tiagent Systems (AAMAS 2011), Tumer, Yolum, Sonenberg and Stone
(eds.), May, 2–6, 2011, Taipei, Taiwan, pp. 1073-1074.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

2. TCP-NETS
A TCP-net (Tradeoffs-enhanced Conditional Preference Network)
N [2] is a preference-representation structure that extends the CP-
net [1] by incorporating the relative importance between variables.
The nodes of a TCP-net are the domain variables. There are three
sets of arcs between variables: cp, i and ci. cp denotes a set of
directed cp-arcs (cp stands for conditional preference). A cp-arc
〈
−−→
X,Y 〉 is in N iff the preferences over the values of Y depend on

the actual value of X; we called X is a parent variable of Y . Each
variable Y is then annotated with a conditional preference table
CPT (Y ), which associates a total order �Y |u with each instanti-
ation u of Y ’s parents Pa (Y ), i.e. u ∈ D (Pa (Y )). i is a set of
directed i-arcs (where i stands for importance). An i-arc 〈

−−→
X,Y 〉 is

in N iff X is unconditionally more important than Y , i.e., X . Y .
ci is a set of undirected ci-arcs (where ci stands for conditional im-
portance). A ci-arc (X,Y ) is in N iff we have RI (X,Y |Z) for
some Z ⊆ V− {X,Y } and Z is called the selector set of (X,Y ).
We denote the selector set of a ci-arc γ = (X,Y ) by S (γ) and
the union of the selector set in a TCP-net N by S(N ). Each ci-
arc γ = (X,Y ) is associated with a conditional importance table
CIT (γ) from every instantiation of s ∈ D (S (γ)) to the orders
over the set {X,Y }. A TCP-net in which the sets i and ci (and
therefore, the conditional importance tables) are empty, is also a
CP-net. In this paper, we make the classical assumption that each
agent j’s TCP-netsNj is conditionally acyclic1.

3. INDIVIDUAL PREFERENCE
Our work of individual preference approximation is based on the

work of Domshlak et al. [3], which provides a numerical approxi-
mation for acyclic CP-nets using weighted soft constraints. In this
paper, we go one step further by incorporating the relative impor-
tance information among pairs of variables and introduce an ordi-
nal penalty scoring function as a numerical approximation not only
for acyclic CP-nets, but also for conditionally acyclic TCP-nets. In
broad terms, given a conditionally acyclic TCP-net, we generate a
penalty scoring function representing that TCP-net in the follow-
ing steps. First, we assign an importance weight to each variable
based on the structure of the given TCP-net. Next, a penalty scor-
ing function is defined based on penalty analysis. As to examine
the structure induced by a TCP-net, we recall the following notion
of the dependency graph of a TCP-net [2]:

DEFINITION 1 (DEPENDENCY GRAPH). The dependency graph
N ∗ of a TCP-net N contains all the nodes and arcs of N , and for
every ci-arc γ = (X,Y ) in N and every variable Z ∈ S (γ), N ∗

1We refer to [2] for the formal definition of conditionally acyclic
TCP-nets.
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(a) TCP-net (b) Dependency graph (c) Arc value

Figure 1: An example of TCP-net, its dependency graph and arc values

contains a directed sci-arc 〈
−−→
Z,X〉 (resp. 〈

−−→
Z, Y 〉), if there is no arc

between Z and X (resp. Z and Y ) in N . We denote sci as the set
of sci-arcs inN ∗.

Figure 1(b) shows the dependency graph of the CP-net in Fig-
ure 1(a). For a variable X in N ∗, we call the variables Y s.t.
〈
−−→
X,Y 〉 ∈ cp ∪ sci as the dependants of X . For a variable X ,

let |D (X)| be the domain size of X and thus there are |D (X)|
degrees of penalties. Without loss of generality, we assume the de-
gree of penalties of a variableX range between 0 and |D (X)|−1,
that is, d1 = 0, . . . , d|D(X)| = |D (X)| − 1. For the TCP-nets
in Figure 1(a), since all variables are binary, there are only two de-
grees of penalties, i.e., d1 = 0 and d2 = 1. For a variable X ,
consider a preference ordering over the value ofX given an instan-
tiation ofX’s parents, let the rank of the most preferred value ofX
be 0 and the rank of the least preferred value of X be |D (X)| − 1.
Consequently, given an outcome o, the degree of penalty of a vari-
able X in o is the rank of the value o[X] in the preference or-
dering over X given the parent context u = o[Pa(X)]. We de-
note by do

X (do
X ∈

{
d1, . . . , d|D(X)|

}
) the degree of penalty of

X with respect to o. For instance, consider a variable X such
that D(X) = {x, x′, x′′}. Assume that, under a parent context
u = o[Pa(X)] assigned by an outcome o, x � x′ � x′′. Hence, if
o[X] = x, then do

X = d1 = 0; if o[X] = x′, then do
X = d2 = 1;

if o[X] = x′′, then do
X = d3 = 2.

We then analyse the importance weights of variables in a TCP-
net. We first assign the value to each arc in the dependency graph
of the given TCP-net, then, we analyse the importance weight of a
variable X in a particular outcome o, denoted by wo(X), by con-
sidering (i) the values of the directed cp-, i- and sci-arcs 〈

−−→
X,Y 〉 that

originate at X; and (ii) the values of the ci-arcs γ = (X,Y ) ∈ ci
s.t. X . Y given z = o[S(γ)]. We denote the value of an arc
γ where γ ∈ cp ∪ sci ∪ i by v(γ); and the value of an arc γ =
(X,Y ) ∈ ci under the condition that X . Y (resp. Y . Z) by
vX.Y (γ) (resp. vY .X(γ)). Moreover, as the importance weight
of a variable X is context-dependent, when we assign the value to
an arc γ, we consider the upper bound weight of X that γ points
to. The upper bound weight of a variable X , denoted by wub(X1),
is computed under the assumption that for all ci-arc (X,Y ) ∈ ci,
X is contextually more important than Y . Figure 1(c) shows an
example of assignments to the arc values and upper bound weights
of variables for the given dependency graph in Figure 1(b).

Given a TCP-net N and an outcome o, the penalty of a vari-
able X in o is the degree of penalty of X in o, i.e. do

X , multiplied
by the importance weight of X in o, i.e. wo(X). Then we can
analyse the penalty score of an outcome by considering the sum of
the penalties of variables in that outcome: ∀o ∈ O, pen (o) =∑

X∈V wo (X) · do
X

4. COLLECTIVE PREFERENCE
After the individual penalty scores are computed independently,

these penalty scores are aggregated into a normalized collective
penalty scoring function that best conveys the preferences of the
group of the agents.

DEFINITION 2 (COLLECTIVE PENALTY SCORING FUNCTION).
Given a set of conditionally acyclic TCP-nets N = {N1, . . . ,Nn},
the collective penalty scoring functionP mapping fromO to [0,+∞]
is defined by:

∀o ∈ O, P (o) = ^ {peni (o) | i = 1, . . . , n} (1)

where ^ is a function that satisfies non-decreasingness for each of
its argument and commutativity.

As discussed in [4], the most natural choices for ^ are sum and
max. sum is a utilitarian aggregation operator, stating that the col-
lective penalty score of an outcome is the sum of the penalty scores
of the agents in the group. On the other hand, max states that the
maximum penalty score among all the agents should be considered.
Thus, the max aggregation operator corresponds to the egalitarian
social welfare.

5. FUTURE WORK
. In this paper, we have studied the problem of group decision-

making with TCP-nets (Tradeoffs-enhanced Conditional Preference
Network). Based on the previous work, we have gone one step fur-
ther by incorporating the relative importance relation among pairs
of variables and introduced an individual penalty scoring function
as a numerical approximation not only for acyclic CP-nets, but also
for conditionally acyclic TCP-nets.

Nonetheless, the present work is only applicable for condition-
ally acyclic TCP-nets. The investigation of techniques to deal with
cyclic preferences need to be further explored.
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ABSTRACT
This paper presents a novel approach to intrusion detec-
tion using curious agents to detect anomalies in network
data. Curious agents use computational models of novelty-
seeking behavior and interest, based on human curiosity, to
reason about their experiences in their environment. They
are online, single-pass agents that respond to the similar-
ity, frequency and recentness of their experiences. As such,
they combine a number of important characteristics required
for intrusion detection. This paper presents a generic, curi-
ous reflex agent model for network intrusion detection and
the results of experiments with a number of variants of this
model. Specifically, five different models of curiosity are
compared for their ability to detect first instances of attacks
in the KDD Cup data set. Results show that our curious
agents can achieve high detection rates for intrusions, with
moderate false-positive rates.

Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous

General Terms
Algorithms

Keywords
curious agents, novelty, interest, intrusion detection, anomaly
detection.

1. CURIOUS REFLEX AGENTS FOR NET-
WORK INTRUSION DETECTION

Our curious agent model uses three reasoning processes
to monitor the network: sensation, curiosity and activation.
These processes are discussed in detail in the following sec-
tions.

1.1 Sensation
An agent monitors its environment, in this case a net-

work, using its sensors. In the experiments in this paper,

Cite as: A Curious Agent for Network Anomaly Detection (Extended
Abstract), Kamran Shafi and Kathryn Merrick,Proc. of 10th Int.
Conf. on Autonomous Agents and Multiagent Systems (AA-
MAS 2011), Tumer, Yolum, Sonenberg and Stone (eds.), May, 2–6, 2011,
Taipei, Taiwan, pp. 1075-1076.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

the agent’s sensors read simulated network data (connec-
tion records) from a comma-separated value file. This raw
data is converted into two structures to assist further rea-
soning. The first is an observation vector and the second
an event. An observation vector O(t) = (o1(t), o2(t), · · · oj(t))
represents the network data packet at the time t. An event
E(t) represents the change in observed network data between
time t and time t− 1

1.2 Curiosity
The curiosity process models the behavior of a network

and uses this model to compute a curiosity value C(t) for
each observation or event. The curiosity process has up
to three layers. The first layer is the clustering layer. In
this layer, an unsupervised learning algorithm is used to
cluster observations or events. Each time an observation or
event is presented to the clustering layer a winning cluster-
center K(t) = (k1(t), k2(t), · · · kj(t)) is chosen or created to
best match the observation or event.

The second layer is the habituating layer [1]. The ha-
bituating layer comprises of one neuron for each cluster-
center in the clustering layer. The activity of the winning
cluster-center (and its neighbors in the case of the SOM)
are propagated along the synapse to the habituating layer
as a synaptic value ς(t) = 1. Losing cluster-centers give an
input of ς(t) = 0 to the habituating layer. Synaptic efficacy,
or novelty, N(t), is then calculated as a stepwise solution to
Stanley’s model [3] by approximating N(t) as follows:

τ
dN(t)

dt
= α[N(0) −N(t)]− ς(t)

N(t) = N(t−1) +
dN(t−1)

dt

The habituation function controls the rate of change in nov-
elty values, which permits tuning of the alarm load on the
human security supervisor.

The third layer is the interest layer. In this layer, a single
interest value is computed using the Wundt curve [4] with
the novelty value from the winning habituating neuron as
input. The interest function moderates novelty values over
time and frequency, providing finer control over the detec-
tion versus false-alarm trade-off. Curiosity can thus be con-
sidered as a function of the similarity of an observation to
previous observations (computed using the clustering layer),
its recentness (which impacts its novelty) and the frequency
with which it occurs (which impacts its interest). A compar-

1075



ison of two broad variants of this model is shown in Figure
1. The first models curiosity C(t) as novelty (i.e. C(t) =
N(t)), while the second models curiosity as interest (i.e. C(t)

= I(t)).
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Figure 1: Novelty and interest in response to time
and a changing stimulus observation or event.

1.3 Activation
The activation process reflexively raises an alarm when a

highly curious, and thus potentially anomalous, observation
or event is sensed. The notion of high and low curiosity
implies a curiosity threshold Ψ below which network data is
ignored and above which an alarm is raised.

2. EXPERIMENTS
This section details an experiment with four variations of

the general curious agent model described above. We use the
benchmark KDD Cup data set, as the network environment
to be inhabited by the agents. We analyze the following
variants of curious agents:
SOM-I: A three layer approach reasoning about observa-
tions using a SOM clustering layer, a habituating layer to
compute novelty and an interest layer. Curiosity is equal to
interest using this model.
SOM-N: A two layer approach reasoning about observa-
tions using a SOM clustering layer and a habituating layer
to compute novelty. There is no interest layer in this model.
Curiosity is equal to novelty.
KMEANS-N: A two layer approach reasoning about obser-
vations using a K-means clustering layer and a habituating
layer to compute novelty.
SART-N: A two layer approach reasoning about observa-
tions using a SART clustering layer and a habituating layer
to compute novelty.

2.1 Measurement Approach
In this paper we use a weighted measure to identify true-

positives. In particular, we are interested in only the first
i (for the experiments in this paper, we used i = 1) in-
stances of any attack sequence, where an attack sequence
may consist of one or more back-to-back connection records
belonging to a particular attack type which are disjointed
by normal or other types of attack connections. It implies
that in a production network an alarm is raised only i times
for the network administrator. It is assumed that, for an
IDS operating in real-time, the network administrator would
take some action to prevent further instances in the attack
sequence from occurring at all.

Table 1: Weighted true-positive detection rates (%)
for attack categories and unweighted false positive
rates for normal data at t=500,000. Only the agents
reasoning about observations are shown.

Category SOM-I SOM-N KMEANS-N SART-N
Probe 44.44 88.89 95.56 97.78
DOS 26 74 76 88
U2R 43.48 91.3 95.65 95.65
R2L 47.62 54.76 69.05 80.95
Normal 53.41 31.85 15.09 36.29

Table 2: Weighted true-positive detection rates (%)
for attack categories and unweighted false positive
rates for normal data at t=800,000. Only the agents
reasoning about observations are shown.

Category SOM-I SOM-N KMEANS-N SART-N
Probe 55.13 48.86 74.14 89.54
DOS 38.85 42.57 37.16 40.2
U2R 61.71 62.29 69.71 88.57
R2L 48.3 38.92 41.84 65.61
Normal 57.45 37.5 22.39 47.64

2.2 Results and Discussion
Tables 1 and 2 summarize the category-wise results for the

four agents at t = 500, 000 (training data set only) and t =
800, 000 (training and test data sets). We can conclude that
the KMEANS-novelty agent has the best trade-off between
true-positive and false-positive rate when the nature of the
data being sensed is unchanging.

Almost all of the agents tested in this paper achieved high
detection rates on the two rare classes (U2R and R2L) in the
KDD Cup data sets. This is in contrast to most published
results using traditional machine learning algorithms. For
example, the winner the KDD Cup achieved a test accuracy
of just 13.16% and 8.40%, on U2R and R2L attacks. Like-
wise, the runner up achieved a test accuracy of 11.84% and
7.32% on U2R and R2L attacks. Our approaches achieved
up to 95% accuracy for detecting first instances of these at-
tack types. This is very encouraging given that the agents
are single pass and completely unsupervised.

In summary, the results presented in this paper do show
promise for curious agent based anomaly detection approaches
to real-time intrusion detection. However, further testing
is required to better understand their performance on real
traffic data.
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ABSTRACT 

Some agent-based models use digital analogs of insect phero-

mones for coordination. Such models are intermediate between 

classical agent-based models and equation-based “mean field” 

models. Their position in this range can be adjusted by pheromone 

parameters (notably, the propagation factor).  

Categories and Subject Descriptors 

I.2.11 [Computing Methodologies]: Distributed Artificial Intelli-

gence – multiagent systems.  

General Terms 

Algorithms, Design, Experimentation, Theory 

Keywords 

Modeling, simulation, pheromones, stigmergy, agent interaction 

1. INTRODUCTION 
Agent-based models (ABMs) and mean-field models (MFMs) 

have complementary strengths and weaknesses. One approach to 

ABMs imitates insect pheromones to facilitate coordination. This 

paper claims that pheromone-based coordination is intermediate 

between classical ABMs and mean-field models. We confirm this 

hypothesis with a simple model of population dynamics [4].  

2. AGENTS AND MEAN FIELDS 
Agent-based models (ABMs) focus on individual entities, while 

equation-based models (EBMs) focus on variables [3]. EBMs 

favor global variables, permitting parsimonious closed-form equa-

tions. ABMs can use variables accessible to the individual agent, 

allowing a local viewpoint.  

As in statistical physics, a model (EBM or ABM) that replaces 

individual interactions with system-level averages is a mean-field 

model (MFM). MFMs accept an unrealistic assumption of inde-

pendence among key variables for improved tractability. In both 

physics and multi-agent systems, MFMs have limited accuracy [4, 

5], but often give more concise insight than discrete models, and 

researchers often compare both forms of model [1, 2]. 

The pheromone field in a stigmergic ABM is generated by depo-

sits by individual agents, and is proportional to the probability of 

encountering an agent at a given location. When an agent makes 

decisions based on the field, rather than on explicit interaction 

with other agents, it is reasoning about a weighted average influ-

ence of the other agents—weighted because the field is generated 

by those agents and is concentrated near their locations. 

This weighting improves accuracy. Consider five robots in a 

20x20 grid. One robot’s naïve mean-field estimate of the probabil-

ity of encountering another robot in any given cell is 4/400 = 0.01. 

Alternatively, each robot could communicate directly with the 

others and determine exactly which cells contain other robots. The 

pheromone approach is intermediate. Each agent contributes to 

the field locally. The field is an average over agents, localized 

over limited regions. It is, not a mean-field, but a “lumpy-field.” 

3. AN EXPERIMENT 
A toroidal arena holds two species of agents [4]. Species I is im-

mortal, uniformly distributed with average density nI, and moves 

randomly with diffusion coefficient DI. Species M is mortal, with 

initial uniform density nM. Mortals move randomly with coeffi-

cient DM, die at a constant rate µ, and divide with rate λ when they 

encounter an immortal. Continuity and symmetry predict that 

immortals will continue to be homogeneously distributed, nI(x) = 

nI. The time evolution of nM follows  

(1) 
��� 
�� � ��	
�� � ��� � ���� 

For initially uniform spatial distributions of both species, this 

equation has the time exponential solution, 

(2) ���� � ��0��������� 
If λnI < µ, mortals become extinct.  

An ABM without pheromones shows very different behavior. 

Even for positive values of µ – λnI (e.g., 0.3), the mortal popula-

tion can explode. The difference is due to a mean-field assump-

tion in nI. As sampled by mortals, immortals are highly non-

homogeneous. Mortals are born next to an immortal. A newly-

born mortal sees a local density of immortals far greater than nI. 

Some immortals form the core of breeding clusters that generate 

mortals faster than they can die off. 

Whether or not a run with λnI < µ explodes depends on stochas-

ticity and location in parameter space. The system parameters λ, µ, 

DI, and DM guide stochastic choices by each agent. E.g., a mortal 

meeting an immortal decides whether to reproduce by uniformly 

sampling [0, 1] and gives birth only if the result is less than or 

equal to λ. Different random seeds yield different outcomes. In 

addition, different parameters (population size, birth and death 

rate, and mortal diffusion rate) affect the persistence of breeding 

clusters. We observe the effects of these parameters by repeated 

runs, executing execute a given configuration until mortals either 

die out or exceed 1000. We repeat each configuration 25 times 

with different random seeds, and record the percentage of trials in 

which the mortal population goes to zero.  

Cite as: Agents, Pheromones, and Mean-Field Models (Extended Ab-
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We also add pheromones, with propagation in space 

and evaporation in time. In all models, the probability 

that a mortal gives birth is the product of birth rate λ 

and the probability p(parent) that an immortal parent is 

present. The models differ in how they estimate 

p(parent). The MFM estimates p(parent) = nI. In the 

ABM without pheromones, for each immortal in a cell, 

(3) �������� � �1 �  �!!"���# �$ �� %�##
0 "�&��'�$�

( 
Pheromones use a “lumpy-field” with a single compu-

tation and better accuracy than an MFM. Each immor-

tal deposits one unit of pheromone at its location in 

each time step. The total deposit at each step equals the 

immortal population. Each mortal samples the field φ at 

its location, uses it to estimate p(parent), and computes 

the probability of birth. If φ > 1, the mortal behaves as 

though it encountered )*+ immortals, plus one more 

with probability * � )*+. This computation is much 

more efficient than interacting individually with each immortal as 

in (3). With a single deposit, evaporation = propagation = 0, and 

stationary immortals, we recover the discrete 

model. By setting the deposit rate to 1 per im-

mortal and evaporation to 0.5, the total phero-

mone over the arena is constant, and equal to 

the immortal population. If immortals do not 

move and propagation = 0, this configuration 

also mimics the discrete model. When immor-

tals move, or propagation > 0, the field extends 

beyond the immortal’s cell. This spreading 

allows invalid births: a mortal may think it is in 

the presence of an immortal when in fact it is 

not, the price one pays for a simpler computation.  

We model propagation with NetLogo’s diffuse function, which 

takes an argument ρ ∈ [0,1]. Each cycle the environment subtracts 

ρ*φ from each cell, and distributes it evenly among the cell’s 

eight neighbors, updating all cells at once.  

As ρ increases, a pheromone model should behave less like a dis-

crete model and more like an MFM. However, because the field is 

stronger near immortals, the error will be less. Figure 1 show this 

behavior. As ρ increases, probability of survival approaches 0 

except when µ = 0, as in the mean-field case. 

Each scenario (mean-field and pheromone with various diffusion 

rates) yields survival rates as a function of birth and death rates 

that differ from an ABM without pheromones. We weight these 

differences by the differences from the mean-field case, and nor-

malize by the sum of these weights. On this scale, the MFM 

scores 1, and the discrete agent system scores 0. Figure 2 shows 

the variation in this score as a function of propagation. As antic-

ipated, the error grows with propagation rate, and asymptotes 

before reaching the mean-field level. Unexpectedly, error increas-

es when ρ = 0, compared with ρ = 0.01. ρ = 0 corresponds to the 

discrete model only if the depositing agent is stationary. Our im-

mortals move, leaving a deposit that can mislead mortals. Both 

propagation and evaporation reduce this obsolete information.  

4. CONCLUSION 
MFMs avoid the cost of computing individual interactions by 

replacing them with averages. Conventional ABMs compute each 

interaction, achieving higher accuracy than a MFM, but the com-

putational burden precludes thorough sampling of the space of 

possible behaviors. 

Pheromones reduce the computational cost of modeling the space 

of possible interactions, while retaining the interactions of an 

ABM. The price they pay for this simplification 

is an approximation. Because the agent frame-

work retains the discrete structure of the prob-

lem, the resulting error is often much less than 

in a complete mean-field treatment, and can be 

tuned by adjusting the degree of propagation of 

the pheromones. 

Recognizing the mediating position of phero-

mone models between conventional agents and 

equation-based MFMs allows modelers to use 

digital pheromone technology more appropriately. 
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Figure 1: Probability of survival with pheromone propagation of (from top 

left, clockwise) 0.01, 0.05, 0.1, 0.4 

 

Figure 2: Error vs. diffusion 
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1. OVERVIEW
Markov Decision Processes (MDPs) are a powerful frame-

work for modeling sequential decision making for intelligent
agents acting in stochastic environments. One of the impor-
tant challenges facing such agents in practical applications
is finding a suitable way to represent the state space, so that
a good way of behaving can be learned efficiently. In this
paper, we focus on learning a good policy when function ap-
proximation must be used to represent the value function.
In this case, states are mapped into feature vectors, and a
set of parameters is learned, which allows us to approximate
the value of any given state. Theoretically, the quality of
the approximation that can be obtained depends on the set
of features. In practice, the feature set affects not only the
quality of the solution obtained, but also the speed of learn-
ing.

We focus on learning feature vectors in fully specified
MDPs by a set of states S, a set of actions A, a transi-
tion model P : S × A × S → [0, 1], and a reward func-
tion R : S × A → [0, 1]. Also, γ is a discount factor and
γ ∈ (0, 1). A policy π : S × A → [0, 1] specifies a way
of behaving for the agent, and we would like to evaluate
the long term behavior it generates. We do this using the
value function, which is defined (using matrix notation) as
V =

∑∞
i=0(γπP )i(πR) = π(R + γPV π). The last equal-

ity is known as the Bellman equation, and is at the heart
of most incremental sampling algorithms to find V . Our
goal is to linearly approximate intermediate computations

Cite as: Basis Function Discovery using Spectral Clustering and Bisim-
ulation Metrics (Extended Abstract), Gheorghe Comanici, Doina Precup,
Proc. of 10th Int. Conf. on Autonomous Agents and Multia-
gent Systems (AAMAS 2011), Tumer, Yolum, Sonenberg and Stone
(eds.), May, 2–6, 2011, Taipei, Taiwan, pp. 1079-1080.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

of V ≈ Φθ, where Φ maps every state to feature vectors of
dimension much smaller than |S|, and attempt to minimize
||V − Φθ||2.

Two types of methods have been proposed in recent years
to tackle this problem. The first category of methods aims
to construct basis functions that reduce the error in value
function estimation[3, 5]. In this case, features are reward-
oriented, and are formed with the goal of reducing value
function estimation errors. The second approach, exempli-
fied by the work of Mahadevan and Maggioni [4] (and their
colleagues) relies on using data to construct a state connec-
tivity graph. Spectral clustering methods are then used to
construct state features. The resulting features capture in-
teresting transition properties of the environment (e.g. dif-
ferent spatial resolution) and are reward-independent. That
is, the features generated are eigenvectors of the Normal-

ized Laplacian [1]: L = D
− 1

2
W1(DW1 −W )D

− 1
2

W1, where Dx is
a diagonal matrix with entries x, and W ∈ M(|S|, |S|) is
a symmetric matrix representing diffusion models of transi-
tions in the underlying MDP using exploratory policies.

Our goal is to show how one can incorporate rewards in
feature discovery, while still using a spectral clustering ap-
proach. We use bisimulation metrics [2], as opposed to tran-
sition information, in combination with spectral clustering.
Bisimulation Metrics are used to quantify the similarity
between states in an MDP. Intuitively, states are close if
their immediate rewards are close, and they transition with
similar probabilities to close states. These metrics can be
iteratively computed, and the number of iterations deter-
mines the accuracy of the metric. The main result of [2],
and which we extend for function approximation, has usage
in clustering neighboring states:
THEOREM 1: Given a clustering map C, if Vagg is the
value function of the aggregate MDP, then
||CV ∗

agg−V ∗||∞ ≤ 1
(1−γ)2

|| diag(M∗CD−1
1T C

CT )||∞, where

M∗ is the exact bisimulation metric on the original MDP.
The above states that the approximation error is bounded

above by the maximum bisimulation error between a state
and the states included in the same cluster.

Eigenfunctions that incorporate reward informa-
tion are desired mainly because spectral methods provide
an important tool in reducing the size of representation:
real positive eigenvalues corresponding to each eigenfunc-
tion. If one would have a fixed policy π, under mild condi-
tions πP = ΦπDλ(Φπ)T for some orthogonal Φπ and eigen-
values λ of πP . Then V π = ΦπDαD−1

(1−γλ)1, where πR =

1079



Φπα. Normalized Laplacian methods use an exploratory
policy π̂, compute an efficient alternative of Φπ̂ based on W ,
then use as representation the eigenvectors in Φπ̂ with high-
order 1/(1− γλ). As noticed, Dα, the representation of the
reward using the proposed features, is completely ignored,
and bisimulation metrics are going to provide alternatives
to Φπ̂Dα, by combining reward and transition information
to generate measures of similarity.

Extending bisimulation bounds for general feature
maps: The main extension that allows one to use bisimula-
tion as a heuristic for feature generation is that feature sets
that are faithful to the bisimulation metric provide better
bounds on the approximation error.

Given a feature extractor with the property Q1 = 1,
we compute the optimal value function V ∗

φ of the induced

MDP with on the feature set: PΦ = D−1
ΦT 1

ΦT PΦ and RΦ =

D−1
ΦT 1

ΦT R. This can than be used to obtain the largest rep-
resentable value function as ΦV ∗

φ . The following theorem
generalizes previous results on clustering:

THEOREM 2: Given an MDP, let Φ be a set of feature
vectors with the property Φ1 = 1. Then the following holds:

||ΦV ∗
Φ − V ∗||∞ ≤ || diag(M∗ΦD−1

1T Φ
ΦT )||∞/(1− γ)2

2. EMPIRICAL RESULTS
One is free to use any kind of feature selections, but if

these impose a relationship faithful to the bisimulation met-
ric, then one has theoretical guarantees that the error in
approximation is bounded. To illustrate this, we modify the
spectral decomposition methods presented in [4] to use the
bisimulation metric. In this end, we use a similarity matrix
WK , which is the inverse exponential of M∗, normalized in
[0, 1]. We compare it to previous methods based solely on
state-topology (i.e. WT (s, s′) = 1 if and only if one can
transition s→ s′ or s′ → s).

We first compute the eigenvectors of D
− 1

2
W1(DW1−W )D

− 1
2

W1,
where W is either of WK or WT . We select the first k eigen-
vectors of F , based on the corresponding eigenvalues. The
exact value of V π is then computed as (I − γπP )−1πR, and
then compared to ΦV Φ. The later is simply V π’s projection
on an orthonormal basis of Φ, which in turn is an application
of the Gram-Schmidt procedure.

7x7 and 9x11 grid worlds (Figure 1) are controlled by 4
actions representing the four movement directions in a grid.
Upon using any action, the corresponding movement is per-
formed with probability 0.9, and the state does not change
with probability 0.1. If the corresponding action results in
collision with wall, the state does not change. Rewards of
10 are obtained upon entering goal states (labelled by dots).

Empirical Results are shown in Figure 2 as comparisons
between the best approximations possible using variable num-
ber of features. For a number of 300 randomly generated
policies, the presented method was used to compute the
best approximation to the value function using both bisim-
ulation and the accessibility matrix for state similarity (as
previously presented in Mahadevan and Maggioni [4]). The
graphs represent average L2-error in approximation. The
last two graphs were generated by running the same algo-
rithm at different numerical precision of the bisimulation
metric.

Figure 1: 7x7 and 9x11 Grid Worlds

Figure 2: Empirical Results

3. CONCLUSION AND FUTUREWORK
We presented an approach to automatic feature construc-

tion in MDPs based on using bisimulation metrics and spec-
tral clustering. The main aspect of this work is that we ob-
tain features that are reward-sensitive, which proves quite
important in practice, according to our experiments. Even
when the precision of the metric is reduced, to make com-
putation faster, the features we obtain still allow for a very
good approximation. The use of bisimulation allows us to
obtain solid theoretical guarantees on the approximation er-
ror. These are obtained by extending previous results on
clustering using bisimulation to more general function ap-
proximation settings. However, the cost of computing or
even approximate bisimulation metrics may be prohibitive
for some domains. The results presented here are meant
as a proof-of-concept to illustrate the utility of bisimulation
metrics for feature construction. We are currently exploring
more efficient reward-based feature construction methods.
Acknowledgements : This work was founded in part by
FQRNT and ONR. We also want to thank the anonymous
reviewers for their useful comments.
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ABSTRACT
Information diffusion and influence maximization are impor-
tant and extensively studied problems in social networks.
Various models and algorithms have been proposed in the
literature in the context of the influence maximization prob-
lem. A crucial assumption in all these studies is that the
influence probabilities are known to the social planner. This
assumption is unrealistic since the influence probabilities
are usually private information of the individual agents and
strategic agents may not reveal them truthfully. Moreover,
the influence probabilities could vary significantly with the
type of the information flowing in the network and the time
at which the information is propagating in the network. In
this paper, we use a mechanism design approach to elicit
influence probabilities truthfully from the agents. Our main
contribution is to design a scoring rule based mechanism in
the context of the influencer-influencee model. In particular,
we show the incentive compatibility of the mechanisms and
propose a reverse weighted scoring rule based mechanism as
an appropriate mechanism to use.

Categories and Subject Descriptors
H.4 [Algorithms and Theory]: Social Networks, Scoring
Rules, Mechanism Design

General Terms
Algorithms

Keywords
Social Networks, Information Diffusion, Influence Maximiza-
tion, Mechanism Design, Incentive Compatibility, Scoring
Rules, Viral Marketing

1. RELEVANT WORK
Kempe, Kleinberg, and Tardos in [5] considered the prob-

lem of influence maximization proposed by Domingos and
Richardson in [3]. In [5] they proved that this problem is
NP-hard even for simple models of information diffusion.

Cite as: Incentive compatible influence maximization in social networks
and application to viral marketing (Extended Abstract), Mayur Mohite and
Y. Narahari, Proc. of 10th Int. Conf. on Autonomous Agents
and Multiagent Systems (AAMAS 2011), Tumer, Yolum, Sonen-
berg and Stone (eds.), May, 2–6, 2011, Taipei, Taiwan, pp. 1081-1082.
Copyright c⃝ 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

There are a number of algorithms proposed in the context
of influence maximization in the recent years [1].

In the work by Goyal, Bonchi, and Lakshmanan in [4], the
approach is to use a machine learning for building the mod-
els to predict the influence probabilities in social networks.
They validate the models they build on a real world data
set.

A mechanism design based framework to extract the in-
formation from the agents has been proposed for query in-
centive networks [2].

2. INFLUENCER - INFLUENCEE MODEL
In a real world social network, given a social connection

between two individuals, both the individuals will have in-
formation about different aspects and properties of the con-
nection. We now present the influencer-influencee model
which tries to model this scenario.

2.1 The Model
• Given a directed edge (i, j) in the social network, the

social planner will ask:

– agent i (the influencer) to report her influence
probability θij on j and

– agent j (the influencee) to report agent i′s influ-
ence on her.

• Consider an agent i. Let out(i) = {j|(i, j) ∈ E} and
in(i) = {j|(j, i) ∈ E}. Thus agent i acts as influencer
to nodes in the set out(i) and acts as the influencee for
the nodes in set
in(i). In this model an assumption is that agent i
knows the influence probabilities on the edges that are
incident on i and that are emanating from i. Thus
agent only knows about the influence probabilities in
its neighborhood and nothing beyond that.

• Also no agent knows what influence probability is re-
ported by the agents in its neighborhood. The only
way an agent can predict the reported probability by
its neighbor is by her own assessment of it. Thus we
assume that for any given pair of nodes i and j hav-
ing edge (i, j) between them, the conditional probabil-
ity distribution function P (θj

ij |θi
ij) which has all the

probability mass concentrated at θj
ij = θi

ij .

• Here we discretize the continuous interval [0,1] into 1
1+ϵ

equally spaced numbers and agents will have to report
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the influence probability by quoting one of the 1
1+ϵ

numbers. More concretely, given set T = {1, 2, . . . , t}
we define z ∈ {0, ϵ, 2ϵ, ..., 1}t such that

∑t
i=1 zi = 1.

For the case of our problem, T = {active, inactive},
thus agents will only have to report one number θij ∈
{0, ϵ, 2ϵ, ..., 1}.

Based on this model we will now design a scoring rule based
payment schemes.

2.2 A Scoring Rule Based Mechanism
In this mechanism, the payment to an agent i depends

on the truthfulness of the distribution she reveals on edges
incident on i as well as on the edges emanating from i.

First we state a lemma without proof. The proof appears
in the full version of the paper [6]

lemma 1. If w, z ∈ {0, ϵ, 2ϵ, ..., 1}t, 0 < ϵ ≤ 1 such that∑t
i=1 wi = 1 and

∑t
i=1 zi = 1 and zi = wi ± ϵ for at least

one integer 1 ≤ i ≤ t, then

• For quadratic scoring rule

V (z|w) ≤ V (w|w)− 2ϵ2

We can derive similar result for the spherical and weighted
scoring rule. We develop the mechanism assuming the quadratic
scoring rule. A similar development will follow for other
proper scoring rules. In the proposed mechanism, the pay-
ment received by an agent i is given by(

vi(A, θ) +
d2

i

2ϵ2

)( ∑
j∈in(i)

V i
ji(θ̂

j
ji|θ̂i

ji) +
∑

j∈out(i)

V i
ij(θ̂

j
ij |θ̂i

ij)

)

where di is the degree of agent i, V i
ij() is the expected score

that agent i gets for reporting the distribution θ̂i
ij on the

edge (i, j). We are now in a position to state the main result
of this paper. The theorem specifically mentions quadratic
scoring rule for the sake of convenience but will hold for any
proper scoring rule except the logarithmic scoring rule. Here
we only state the result, the full proof appears in [6]

Theorem 1. Given the influencer-influencee model, re-
porting true probability distributions is a Nash equilibrium
in a scoring rule based mechanism with quadratic scoring
rule.

2.3 The Reverse Weighted Scoring Rule
Standard proper scoring rules such as quadratic, logarith-

mic, spherical, and weighted scoring rules have a serious lim-
itation in the current context. If the influence probability on
an edge is zero, all these scoring rules will give an expected
score of 1. Thus, if the social network is the empty graph
in which all the edges are inactive, these standard payment
schemes will give maximum possible expected score. We
now propose the following reverse weighted scoring rule to
overcome the above limitation:

Si(z) = 2zi(t− i)−
t∑

j=1

z2
j (t− j)

It can also be shown that the the reverse weighted scoring
rule also satisfies the following desirable properties:

1. The expected score is proportional to the influence
probability.

2. If θij = 0 then the expected score for the edge (i, j) to
both the agents u and v is zero. That is, V i

ij(θ
j
ij |θi

ij) =

V j
ij(θ

i
ij |θj

ij) = 0 if θij = 0.

Property 1 is desirable because the social planner would
want to reward the agent which revealed the social con-
nection through which the product can be sold with high
probability. Property 2 ensures that an agent does not get
anything for revealing a social connection through which the
product cannot be sold.

3. SUMMARY AND FUTURE WORK
In this paper, we have proposed mechanisms for eliciting

influence probabilities truthfully in a social network. Influ-
ence maximization in general and viral marketing in par-
ticular are the immediate applications. The work opens up
several interesting questions:

• In this model we assumed that the influence probabil-
ity is known exactly to the agents. We can relax this
assumption and assume that agents know the belief
probability rather than exact influence probability.

• In the influencer-influencee model, the payments de-
pend on ϵ which decides the accuracy of the probability
distribution. The higher the accuracy is required, the
higher is the payment to be made to the user. An inter-
esting direction of future research would be to design
incentive compatible mechanisms that are independent
of this factor.

4. REFERENCES
[1] W. Chen, Y. Wang, and S. Yang. Efficient influence

maximization in social networks. Proceedings of the
15th ACM SIGKDD Conference on Knowledge
Discovery and Data mining, KDD, pages 199–208, 2003.

[2] D. Dixit and Y. Narahari. Quality concious and truthful
query incentive networks. 5th Workshop on Internet
and Network Economics, WINE, pages 386–397, 2009.

[3] P. Domingos and M. Richardson. Mining the network
value of customers. Proceedings of the 7th ACM
SIGKDD Conference on Knowledge Discovery and
Data mining, KDD, pages 47–56, 2001.

[4] A. Goyal, F. Bonchi, and L. Lakshmanan. Learning
influence probabilities in social networks. Proceedings of
The Third ACM International Conference on Web
Search and Data Mining, WSDM, pages 241–250, 2010.

[5] D. Kempe, J. Kleinberg, and E. Tardos. Maximizing
spread of influence through a social network.
Proceedings of the 9th ACM SIGKDD Conference on
Knowledge Discovery and Data mining, KDD, pages
137–146, 2003.

[6] M. Mohite and Y. Narahari. Incentive compatible
influence maximization in social networks and
application to viral marketing. CoRR, abs/1102.0918,
2011.

1082



On Optimal Agendas for Package Deal Negotiation

(Extended Abstract)

S. Shaheen Fatima
Department of

Computer Science
Loughborough University

Loughborough LE11 3TU, UK.
s.s.fatima@lboro.ac.uk

Michael Wooldridge
Department of

Computer Science
University of Liverpool

Liverpool L69 3BX, UK.
mjw@csc.liv.ac.uk

Nicholas R. Jennings
School of Electronics and

Computer Science
University of Southampton

Southampton SO17 1BJ, UK.
nrj@ecs.soton.ac.uk

ABSTRACT
This paper analyzes bilateral multi-issue negotiation where the is-
sues are indivisible, there are time constraints in the form of dead-
lines and discount factors. The issues are negotiated using the pack-
age deal procedure. The set of issues to be negotiated is called the
negotiation agenda. The agenda is crucial since the outcome of ne-
gotiation depends on the agenda. This paper therefore looks at the
decision making involved in choosing a negotiation agenda. The
scenario we look at is as follows. There are m > 2 issues avail-
able for negotiation. But from these, an agent must choose g < m
issues and negotiate on them. Thus the problem for an agent is
to choose an agenda (i.e, a subset of g issues). Clearly, from all
possible agendas (i.e., all possible combinations of g issues), an
agent must choose the one that maximizes its expected utility and
is therefore its optimal agenda. To this end, this paper presents
polynomial time methods for choosing an agent’s optimal agenda.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent Systems;
K.4.4 [Computers and Society]: Electronic Commerce

General Terms
Algorithms, Economics, Theory

Keywords
Negotiation, Game-theory, Agendas

1. INTRODUCTION
The package deal procedure (PDP) is one of the key procedures for
negotiating multiple issues [3]. The main advantage of this proce-
dure is that it allows the negotiators to make tradeoffs across issues
and thereby reach Pareto optimal agreements. Now, in many con-
texts, the agents need to make a key decision before they use this
procedure. They must decide what issues to include for negotiation.
The set of issues included for negotiation is called the negotiation
agenda [1, 2]. The agenda is important because the negotiation
outcome critically depends on it.

In more detail, different agendas give different utilities to the
agents. Hence a utility maximizing agent will want to know what
Cite as: On Optimal Agendas for Package Deal Negotiation (Extended
Abstract), S.S. Fatima, M. Wooldridge, and N.R. Jennings, Proc. of 10th
Int. Conf. on Autonomous Agents and Multiagent Systems (AAMAS
2011), Yolum, Tumer, Stone and Sonenberg (eds.), May, 2–6, 2011, Taipei,
Taiwan, pp. 1083-1084.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

agenda maximizes its individual utility and is therefore its optimal
agenda. In order to find an agent’s optimal agenda, it is necessary
to know the equilibrium utilities from the possible agendas. For m
issues, there are C(m, g) possible agendas of size g, one (or more)
of which is the optimal one. A naive approach to find an optimal
agenda would be to exhaustively search the entire space ofC(m, g)
possible agendas. This approach may not be computationally fea-
sible because of its combinatorial time complexity. However, we
prove that such exhaustive search is, in fact, not always necessary.
We identify those scenarios where an optimal agenda can be com-
puted in polynomial time and provide methods for computing it.

2. THE NEGOTIATION SETTING
Two agents (a and b) negotiate over a set I = {1, 2, . . . ,m} of m
issues. Each issue is a ‘pie’ of size 1. Since the pie cannot be split,
the agents want to determine who will get which pie. Let n ∈ N+

be the deadline and 0 < δ ≤ 1 the discount factor for both agents.
The issues are negotiated using the PDP. This procedure is an alter-
nating offers protocol [4] where an offer specifies an allocation for
all the issues. Also, an agent is allowed to either accept a complete
offer (i.e., the allocations for all the issues) or reject a complete
offer. If we let xa denote a’s shares for the m issues, then its cu-
mulative utility at time t ≤ n is defined as follows:

Ua(I, xa, t) = δt−1
mX
i=1

wai x
a
i

where wai denote the weight for issue i and is a positive real num-
ber. For b, Ub(I, xb, t) is analogous. An agent’s utility for t > n is
zero. Agent a has different weights for different issues while b has
the same weight for all of them.

Here, the agents are uncertain about the discount factor. This
uncertainty is represented as follows. There are β possible values
for the discount factor. These are denoted δi for 1 ≤ i ≤ β. The
discount factor δi occurs with probability γi. The two agents have
common knowledge of β, γi, and δi for 1 ≤ i ≤ β. Given this
uncertainty, let δ̄ be defined as:

δ̄t =

βX
j=1

γjδ
t
j (1)

Then agent a’s expected utility at time t from an offer xa is:

EUa(I, xa, t) =

βX
j=1

„
γjδ

t−1
j

mX
i=1

wai x
a
i

«

= δ̄t−1
mX
i=1

wai x
a
i (2)
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For agent b, EUb(I, xb, t) is analogous.

DEFINITION 1. Negotiation game: For the complete informa-
tion setting, a negotiation game G is defined as a six tuple

G = 〈I, n,m, δ, wa, wb〉.
For the incomplete information setting, it is defined as a six tuple

G = 〈I, n,m, δ̄, wa, wb〉.
Given this, the equilibrium strategies for t denoted SA-I(t) (SB-I(t))
for a (b) are as follows.

THEOREM 1. For a given negotiation game G, the following
strategies form a Bayes’ Nash equilibrium. For t = n they are:

SA-I(n) =


OFFER [1, 0] if a’s turn to offer
ACCEPT if b’s turn to offer

SB-I(n) =


OFFER [0, 1] if b’s turn to offer
ACCEPT if a’s turn to offer

For t < n, the equilibrium strategies are defined as follows:

SA-I(t) =

8<:
OFFER TA-I if a’s turn to offer
If EUa(I, xa, t) ≥ EQat+1 if a receives (xa, xb)
ACCEPT Else REJECT

SB-I(t) =

8<:
OFFER TB-I if b’s turn to offer
If EUb(I, xb, t) ≥ EQbt+1 if b receives (xa, xb)
ACCEPT Else REJECT

where EQat (EQbt ) denotes a’s (b’s) expected equilibrium utility
for time t. An agreement takes place at t = 1.

2.1 The Negotiation Agenda
The terms agenda and optimal agenda are defined as follows:

DEFINITION 2. Agenda: For a given negotiation game (G or
G), an agenda Ag of size g ≤ m is a set of g issues, i.e., Ag ⊆ I
where |Ag| = g.

Let AGg denote the set of all possible agendas of size g.

DEFINITION 3. Optimal agenda: Given a gameG = 〈I, n,m, δ̄,
wa, wb〉 and an integer g < m, an agenda (AAg) of size g is agent
a’s optimal agenda if

AAg = arg max
X∈AGg

EUa(X,xa, 1)

where xa denotes a’s equilibrium allocation (for agenda X and
t = 1). For the complete information setting, EUa is replaced
with Ua. Agent b’s optimal agenda ABg is defined analogously.

For the set I containingm issues, Theorem 1 showed how to find
equilibrium outcomes. Given this equilibrium, we show how to find
each agent’s optimal agenda: AAg and ABg for 1 < g < m. The
issues in all sets and agendas we will refer to in the subsequent
sections will be in ascending order of a’s weights.

3. OPTIMAL AGENDAS
Theorem 2 shows how to find a’s optimal agenda and Theorem 3
that for b.

THEOREM 2. For a given negotiation game G and a g < m,
agent a’s optimal agenda of size g is a set of g issues associated
with the g highest weights for a, i.e.,

AAg = {m− g + 1, . . . ,m}

b is first mover a is first mover

A
ge

nd
a

Ua Ub a
’s

O
pt

A
ge

nd
a

?

b’
s

O
pt

A
ge

nd
a

?

Ua Ub a
’s

O
pt

A
ge

nd
a

?

b’
s

O
pt

A
ge

nd
a

?

{1, 2, 3} 45 10 No No 25 20 No Yes
{1, 2, 4} 40 20 No Yes 40 20 Yes Yes
{1, 3, 4} 40 20 No Yes 40 20 Yes Yes
{2, 3, 4} 65 10 Yes No 40 20 Yes Yes

Table 1: The agents’ utilities for Example 1 (for t = 1) for all
possible agendas of size g = 3.

Example 1 illustrates the use of Theorem 2.

EXAMPLE 1. Let m = 4, I = {1, 2, 3, 4}, g = 3, δ =
0.5, n = 2, wa = {10, 20, 25, 40}, and wb = {10, 10, 10, 10}.
There are four possible agendas of size g = 3: {1, 2, 3}, {1, 2, 4},
{1, 3, 4}, and {2, 3, 4}. For each of them, the agents’ equilib-
rium utilities for t = 1 (i.e., Ua and Ub) are as given in Ta-
ble 1. Agent a’s utility Ua is highest for the agenda {2, 3, 4}, so
AA3 = {2, 3, 4} is a’s optimal agenda. This is true when b is the
first mover and also when a is.

THEOREM 3. For a given negotiation gameG and a g < m, let
AG

g
denote the set of agendas (each of size g) such that {I1, . . . ,

Ig−i, Iz, Im−i+2, . . . , Im} ∈ AGg for g− i+1 ≤ z ≤ m− i+1,
and 1 ≤ i ≤ g. ThenAG

g
contains at most (m−g+1)g elements

and ABg ∈ AGg .

The advantage of Theorem 3 is that it reduces the size of search
space fromC(m, g) to (m−g+1)g. This is because, for exhaustive
search, the search space is AGg which contains C(m, g) agendas
where

C(m, g) =
m!

(m− g)!g!
(3)

So one must search these C(m, g) agendas to find an optimal one.
In contrast, Theorem 3 reduces the search space to (m− g + 1)g.

4. CONCLUSIONS AND FUTURE WORK
This paper analyzed bilateral multi-issue negotiation where the is-
sues are indivisible, there are time constraints in the form of dead-
lines and discount factors, and the agents have different preferences
over the issues. The issues are negotiated using the package deal
procedure. Polynomial time methods for finding an agent’s optimal
agenda were presented.
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ABSTRACT
We present an abstract framework that allows agents to form coali-
tions with agents that they believe to be trustworthy. In contrast to
many other models, we take the notion of distrust to be our key so-
cial concept. We use a graph theoretic model to capture the distrust
relations within a society, and use this model to formulate several
notions of mutually trusting coalitions. We then investigate prin-
cipled techniques for how the information present in our distrust
model can be aggregated to produce individual measures of how
trustworthy an agent is considered to be by a society.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent Systems;
I.2.4 [Knowledge representation formalisms and methods]

General Terms
Theory

Keywords
models of trust, society models

1. INTRODUCTION
The goal of coalition formation is typically to form robust, cohesive
groups that can cooperate to the mutual benefit of all the coalition
members. With a relatively small number of exceptions, existing
models of coalition formation do not generally consider trust [1,
5]. In more general models [6, 4], individual agents use informa-
tion about reputation and trust to rank agents according to their
level of trustworthiness. Therefore, if an agent decides to form a
coalition, it can select those agents he reckons to be trustworthy.
Or, alternatively, if an agent is asked to join a coalition, he can as-
sess his trust in the requesting agent and decide whether or not to
run the risk of joining a coalition with him.

However, we argue that these models lack a global view. They
only consider the trust binding the agent starting the coalition and
the agents receiving the request to join the coalition. In this pa-
per, we address this limitation. We propose an abstract framework
through which autonomous, self-interested agents can form coali-
tions based on information relating to trust. In fact, we use distrust
as the key social concept in our work. We focus on how distrust
Cite as: An abstract framework for reasoning about trust (Extended Ab-
stract), E. Erriquez, W. van der Hoek and M. Wooldridge, Proc. of 10th
Int. Conf. on Autonomous Agents and Multiagent Systems (AAMAS
2011), Tumer, Yolum, Sonenberg and Stone (eds.), May, 2–6, 2011, Taipei,
Taiwan, pp. 1085-1086.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

can be used as a mechanism for modelling and reasoning about
the reliability of others, and, more importantly, about how to form
coalitions that satisfy some stability criteria. We present several no-
tions of mutually trusting coalitions and define different measures
to aggregate the information presented in a distrust model.

2. A FRAMEWORK BASED ON DISTRUST
Our approach is inspired by the abstract argumentation frameworks
of Dung [2]. Essentially, Dung was interested in trying to provide a
framework that would make it possible to make sense of a domain
of discourse on which there were potentially conflicting views. He
considered the various conflicting views to be represented in argu-
ments, with an attack relation between arguments defining which
arguments were considered to be inconsistent with each other. In
our work, we use similar graph like models, but rather than ar-
guments our graph is made up of agents, and the binary relation
(which is used in determining which coalitions are acceptable), is a
distrust relation.

A distrust relation between agent i and agent j is intended as
agent i having none or little trust in agent j . More precisely, when
saying that agent i distrusts agent j we mean that, in the context at
hand, agent i has insufficient confidence in agent j to share mem-
bership with j in one and the same coalition.

The follow definitions characterize our formal model.

DEFINITION 1. An Abstract Trust Framework (ATF), S , is a
pair: S = 〈Ag ,;〉 where: Ag is a finite, non-empty set of agents;
and ; ⊆ Ag ×Ag is a binary distrust relation on Ag .

When i ; j we say that agent i distrusts agent j . We assume ;

to be irreflexive, i.e., no agent i distrusts itself. Whenever i does
not distrust j , we write i 6; j . So, we assume ∀i ∈ Ag , i 6; i .
Call an agent i fully trustworthy if for all j ∈ Ag , we have j 6; i .
Also, i is trustworthy if for some j 6= i , j 6; i holds. Conversely,
call i fully trusting if for no j , i ; j . And i is trusting if for some
j 6= i , i 6; j .

In what follows, when we refer to a “coalition” it should be un-
derstood that we mean nothing other than a subset C of Ag . When
forming a coalition, there are several ways to measure how much
distrust there is among them, or how trustable the coalition is with
respect to the overall set of agent Ag .

DEFINITION 2. Given an ATF S = 〈Ag ,;〉, a coalition C ⊆
Ag is distrust-free if no member of C distrusts any other member
of C . Note that the empty coalition and singleton coalitions {i}
are distrust-free: we call them trivial coalitions.

Distrust freeness can be thought of as the most basic requirement
for a trusted coalition of agents. It means that a set of agents has
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Figure 1: An ATF for four agents

no internal distrust relationships between them. Since we assume
; to be irreflexive, we know that for any i ∈ Ag , the coalition {i}
is distrust-free, as is the empty coalition. A distrust-free coalition
for S1 in Figure 1 is, for example, {a, c, d}. Consider ATF S5 from
Figure 1. The coalition C1 = {c, d} is distrust-free, but still, they
are not angelic: one of their members is being distrusted by some
agent in Ag , and they do not have any justification to ignore that.
With this in mind, we define the following concepts.

DEFINITION 3. Let ATF S = 〈Ag ,;〉 be given. An agent i ∈
Ag is called trustable with respect to a coalition C ⊆ Ag iff ∀y ∈
Ag((y ; i) ⇒ ∃x ∈ C (x ; y)). A coalition C ⊆ Ag is a
trusted extension of S iff C is distrust-free and every agent i ∈ C
is trustable with respect to C . A coalition C ⊆ Ag is a maximal
trusted extension of S if C is a trusted extension, and no superset
of C is one.

The concept of a trusted extension represents a basic and impor-
tant notion for agents who want to rationally decide who to form
a coalition with, basing their decisions on trust. In particular: a
trusted extension is composed of agents that have a rational basis
to trust each other.

It is possible that a particular ATF has more than one maximal
trusted extension. One could assume that all the agents in the max-
imal trusted extensions are equally trustworthy. One way to address
this is to consider how many times a particular agent occurs in the
maximal trusted extensions. If one agent occurs in more than one
maximal trusted extension, then we can take this as an evidence it
is somehow more “trustworthy” than another agent occuring in just
one.

With this in mind, we define the following concepts.

DEFINITION 4. Let ATF S = 〈Ag ,;〉 be given. An agent i ∈
Ag is Strongly Trusted if it is a member of every maximal trusted
extension. An agent i ∈ Ag is Weakly Trusted if it is a member of
at least one maximal trusted extension.

The notion of strongly and weakly trusted can help agents decide
in those situation where there are large maximal trusted extensions
but not all the agents are required for forming a stable coalition.

3. AGGREGATE TRUST MEASURES
Abstract trust frameworks provide a social model of (dis)trust. An
obvious question, however, is how the information presented in ab-
stract trust frameworks can be aggregated to provide a single mea-
sure of how trustworthy (or otherwise) an individual within the so-
ciety is. We present two aggregate measures of trust, which are
given relative to an abstract trust framework S = 〈Ag ,;〉 and
an agent i ∈ Ag . Both of these trust values attempt to provide a
principled way of measuring the overall trustworthiness of agent i ,
taking into account the information presented in S :

• Expected trustworthiness:

This value is the ratio of the number of maximal trusted ex-
tensions of which i is a member to the overall number of

maximal trusted extensions in the system S .To put it another
way, this value is the probability that agent i would appear in
a maximal trusted extension, if we picked such an extension
uniformly at random from the set of all maximal trusted ex-
tensions. Formally, letting mte(S) denote the set of maximal
trusted extensions in S = 〈Ag ,;〉, the expected trustwor-
thiness of agent i ∈ Ag is denoted µi(S), defined as:

µi(S) =
|{C ∈ mte(S) | i ∈ C}|

|mte(S)| .

• Coalition expected trustworthiness:
This value attempts to measure the probability that an agent
i ∈ Ag would be trusted by an arbitrary coalition, picked
from the overall set of possible coalitions in the system. To
define this value, we need a little more notation. Where R ⊆
X ×X is a binary relation on some set X and C ⊆ X , then
we denote by restr(R,C ) the relation obtained from R by
restricting it to C :

restr(R,C ) = {(s, s ′) ∈ R | {s, s ′} ⊆ C}.
Then, where S = 〈Ag ,;〉 is an abstract trust framework,
and C ⊆ Ag , we denote by S ↓ C the abstract trust frame-
work obtained by restricting the distrust relation ; to C :

S ↓ C = 〈C , restr(;,C )〉.
Given this, we can define the coalition expected trustworthi-
ness, εi(S), of an agent i in given an abstract trust frame-
work S = 〈Ag ,;〉 to be:

εi(S) =
1

2|Ag|−1

∑
C⊆Ag\{i}

µi(S ↓ C ∪ {i}).

Thus, εi(S) measures the expected value of µi for a coali-
tion C ∪ {i} where C ⊆ Ag \ {i} is picked uniformly at
random from the set of all such possible coalitions. There
are 2|Ag|−1 coalitions not containing i , hence the first term
in the definition.

These two values are related to solution concepts such as the Banzhaf
index, developed in the theory of cooperative games and voting
power, and indeed they are inspired by these measures [3].
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ABSTRACT
Decentralized POMDPs provide a rigorous framework for
multi-agent decision-theoretic planning. However, their high
complexity has limited scalability. In this work, we present
a promising new class of algorithms based on probabilis-
tic inference for infinite-horizon ND-POMDPs—a restricted
Dec-POMDP model. We first transform the policy opti-
mization problem to that of likelihood maximization in a
mixture of dynamic Bayes nets (DBNs). We then develop
the Expectation-Maximization (EM) algorithm for maximiz-
ing the likelihood in this representation. The EM algorithm
for ND-POMDPs lends itself naturally to a simple message-
passing paradigm guided by the agent interaction graph. It
is thus highly scalable w.r.t. the number of agents, can be
easily parallelized, and produces good quality solutions.

Categories and Subject Descriptors
I.2 [Artificial Intelligence]: Multiagent systems

General Terms
Algorithms, Theory

Keywords
Agent Reasoning: Planning (single and multiagent)

1. INTRODUCTION
Decentralized partially observable MDPs (Dec-POMDPs)

have emerged in recent years as an important framework
for sequential multi-agent planning under uncertainty [2].
Their expressive power allows them to capture situations
when agents must act based on different partial information
about the environment and about each other to maximize
a global objective function. Many problems such as multi-
robot coordination [1], broadcast channel protocols [2] and
target tracking by a team of sensor agents [7] can be modeled
as a Dec-POMDP. However, their NEXP-Complexity even
for two agents has limited their scalability.

To counter such scalability issues, an emerging paradigm
is to consider restricted forms of interaction among agents

Cite as: Message-Passing Algorithms for Large Structured Decentral-
ized POMDPs (Extended Abstract), Akshat Kumar and Shlomo Zilberstein,
Proc. of 10th Int. Conf. on Autonomous Agents and Multia-
gent Systems (AAMAS 2011), Tumer, Yolum, Sonenberg and Stone
(eds.), May, 2–6, 2011, Taipei, Taiwan, pp. 1087-1088.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

that arise frequently in practice [1, 7]. In particular, we tar-
get the Network-Distributed POMDP (ND-POMDP) model
that is inspired by the realistic problem of coordinating tar-
get tracking sensors [6, 7]. The key assumptions in this
model are that of conditional transition independence and
conditional observation independence along with factored
immediate rewards. We aim to solve infinite-horizon ND-
POMDPs using stochastic, finite-state controllers to repre-
sent policies. To the best of our knowledge, our work is the
first approach to tackle infinite-horizon ND-POMDPs, and
the first to solve such problems with 20 agents. We present
a promising new class of algorithms, which combines decen-
tralized planning with probabilistic inference. Our work is
based on recently developed techniques for planning under
uncertainty using probabilistic inference [8, 5].

The expectation-maximization algorithm we develop for
ND-POMDPs lends itself naturally to a simple message pass-
ing implementation based on the agent interaction graph.
In each iteration of EM, an agent only needs to exchange
messages with its immediate neighbors. The complexity of
computing and propagating such messages is linear in the
number of links in the agent interaction graph. Thus EM
is highly scalable w.r.t. the number of agents allowing us to
solve a 20-agent problem. Furthermore, using the DBN rep-
resentation, we efficiently exploit the highly factored state
and action spaces of the ND-POMDP model, allowing us to
solve large problems which are highly intractable when us-
ing a flat representation. To test the scalability of the EM,
we also design new benchmarks that are much larger than
the existing ND-POMDP instances. Empirically, EM pro-
vides good solution quality when compared against random
controllers and a loose upper bound.

2. THE ND-POMDP MODEL
The ND-POMDP model is motivated by target tracking

applications such as the one illustrated in Fig. 1. This ex-
ample includes a sensor network with 5 camera sensors (or
agents). For details, we refer to [3]. In our work, sensors
also have an internal state, which indicates battery level.
Each action consumed some power. Sensors could recharge
at some cost and save battery power by being idle.

2.1 Policy evaluation in ND-POMDPs
We present two new results regarding policy evaluation

in infinite-horizon ND-POMDPs. The stationary policy of
each agent is represented using a fixed size, stochastic finite-
state controller (FSC). An FSC for agent i is described by a
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Figure 1: Targets T1 and T2 follow dotted trajectories.

tuple 〈Q, π, λ, ν〉. Q denotes a set of controller nodes q. π :
Q×Si → ∆Ai denotes the stochastic action selection policy,
i.e., πaiqsi = P (ai|q, si). λ : Q × Yi → ∆Q represents the
stochastic node transition model, i.e., λq′qyi =P (q′|q, yi). ν :
Q→ ∆Q denotes the initial distribution over the controller
nodes, i.e., νq = P (q).

Theorem 1. The value of starting the joint controller in
the configuration q in the joint-state s is factored and addi-
tive along the links l, that is, V (q, s) =

P
l

P
al
πalqlsl ·

Rl(su, sl, al) + γ
X

s′
l
,s′u,yl

pupl
X
q′
l

λq′
l
qlyl

Vl(q
′
l, s

′
l, s

′
u)

ff
We can further use the fact that the external state-space

Su is factored; in the sensor network example each factor
corresponds to a location of a target.

Theorem 2. Let the external state-space Su be factored
as St1 × . . .× Stm with each state-factor having its own in-
dependent transition function. Let the immediate reward Rl
and the transition and observation probabilities of all the
agents on a link l involve at most the state factors Stl ⊆ Su,
then the policy value along a link l satisfies:

Vl(ql, sl, su) = Vl(ql, sl, stl) s.t. su ∈ Su , stl ∈ Stl

3. EM ALGORITHM FOR ND-POMDPS
Algorithm 1 shows the message-passing implementation

of EM. Messages are exchanged locally among immediate
neighbors in the interaction graph. The function fij([aqs]j)
is defined for each edge (i, j) of the interaction graph and
both the agents i and j of this edge. The argument of this
function, [aqs]j , represents a specific action a, controller
node q and internal state s of the agent j. The function
is given by the following probabilistic inference in the DBN
mixture corresponding to the edge (i, j):

f(a, q, s) =

∞X
T=0

P (T )

TX
t=0

Pt(r̂=1, a, q, s|L, T ; θ). (1)

where r̂ is the auxiliary reward variable as introduced in [5].
This inference can be implemented using a message-passing
paradigm as in [8, 5], which makes EM highly scalable with
the number of agents. EM also offers a great potential for
parallelization. All the messages in EM for each link can
be computed in parallel leading to a significant speedup
when using massively parallel computing platforms, such as
Google’s MapReduce. This further highlights the scalability
of EM for large multiagent planning benchmarks.

We experimented on several sensor network benchmarks
from [7, 3]. In addition, we also used a 20-agent benchmark

Algorithm 1: Message-Passing for ND-POMDPs

Initialize parameters π[aqs]i
randomly for each agent i1

for iter = 1 until MaxIter do2

for Agent i = 1 until n do3

for each agent j ∈ Ne(i) do4

Compute fij([aqs]j) for each [aqs]j5

Send message µi→j = fij to agent j6

end7

end8

for Agent i = 1 until n do9

Receive all messages µj→i from j ∈ Ne(i)10

Set π?aqs = 1
Cqs

P
j∈Ne(i) µj→i([aqs])11

end12

Set π[aqs]i
← π?

[aqs]i
for each agent i13

end14

from [4]. For all these problem, EM converged quickly, of-
ten within 200 iterations. When compared against random
controllers, EM provided significantly better solution qual-
ity. Against a loosely computed upper bound, EM provide
a solution within 45% of the bound.

4. CONCLUSION
We developed a new approach for solving infinite-horizon

ND-POMDPs using probabilistic inference in a mixture of
dynamic Bayes nets. We then derived the EM algorithm for
iteratively improving the policy. The resulting algorithm can
be easily implemented using local message passing among
the agents. Each message can be computed efficiently and
involves only the parameters of agents connected to a single
interaction link, making this message passing scheme par-
ticularly scalable w.r.t. the number of agents and links in
the interaction graph. Another practical advantage of EM
is that it naturally lends itself to parallelization; our exper-
iments on a multi-core machine showed linear speedup.
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ABSTRACT
We describe research on principles of context-sensitive re-
minding that show promise for serving in systems that work
to jog peoples’ memories about information that they may
forget. The methods center on the construction and use of
a set of distinct probabilistic models that predict (1) items
that may be forgotten, (2) the expected relevance of the
items in a situation, and (3) the cost of interruption asso-
ciated with alerting about a reminder. We describe the use
of this set of models in the Jogger prototype that employs
predictions and decision-theoretic optimization to compute
the value of reminders about meetings.

Categories and Subject Descriptors
I.2.1 [Artificial Intelligence]: Applications and Expert
Systems; I.2.11 [Artificial Intelligence]: Distributed Ar-
tificial Intelligence—Intelligent agents

General Terms
Design, Human Factors

Keywords
Reminder systems, user modeling, decision-theoretic remind-
ing

1. INTRODUCTION
In the course of daily life, people often forget information

that would be valuable to them if they had remembered
it at the right time. We present a study of methods for
context-sensitive reminding that hold promise for effective
personal reminder systems. The approach employs a set of
probabilistic models learned from labeled data that predict
a set of outcomes required for effective reminding. These
outcomes include (1) the probability that information will
not be remembered, (2) the relevance of the forgotten in-
formation in a current or forthcoming setting, and (3) the
cost of transmitting the reminder to a user within a current
context. We shall review the set of models and describe how
we combine them into a working prototype named Jogger.

Cite as: Jogger: Models for Context-Sensitive Reminding (Extended
Abstract), Ece Kamar and Eric Horvitz, Proc. of 10th Int. Conf. on
Autonomous Agents and Multiagent Systems – Innovative
Applications Track (AAMAS 2011), Tumer, Yolum, Sonenberg and
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Jogger follows a decision-theoretic approach to distinguish
reminders that are beneficial for a user’s performance from
the ones that are not. We highlight key ideas in the context
of reminders about meetings.

Several reminder systems have been proposed in previous
work [3, 4, 2, 8]. None of these systems employ a princi-
pled methodology for identifying the value, relevance, and
timing of a reminder–key ingredients for generating effec-
tive reminders. Jogger follows the line of research on using
decision-theoretic approaches to manage notifications [6].

A more detailed presentation of the ideas investigated in
this work, including an evaluation of the Jogger prototype
on real-world calendar data, and the extensions of the pro-
totype that reasons about reminder timing and real-time
traffic and location information can be found in [7].

2. EXPECTED VALUE OF A REMINDER
Reminders are useful in helping users to recall tasks that

need to be accomplished or providing users with other en-
abling information (e.g., names of people met before in a
social setting). An ideal reminder system should consider
both the potential benefit of a reminder and the cost of in-
terruption associated with transmitting the reminder. This
section discusses how we compute the cost and benefits of a
reminder based on predictions about a user’s context.

The utility of a reminder for task m depends on the cog-
nitive state of a user: has the user forgotten all or some
information that might be included in a reminder? Jogger
considers three mental states with respect to recall of infor-
mation useful for completing tasks under consideration: (1)
Fm represents the state in which a user has forgotten all
about m, (2) Dm represents the state in which the user has
forgotten or is unsure about a subset of details regarding the
task, such as its location, start time (or deadline), and other
participants, and (3) Rm represents the state in which the
user remembers that task m exists and also remembers all of
the details regarding the task. Given evidence E that com-
prises observations about a user’s state, p(Fm|E), p(Dm|E),
p(Rm|E) are the probabilities of the user being in states Fm,
Dm, Rm respectively. Fm, Dm and Rm are mutually exclu-
sive and collectively exhaustive.

The benefit of a reminder depends on the cognitive state
of a user. As an example, if a user completely forgets about
a meeting, she will not be able to participate nor contribute
to a task. If a user forgets some details about a forthcoming
meeting (e.g., the location of a meeting), the utility of the
outcome may decrease because of tardy arrival. UmF (E) and
UmD (E) represent user’s utilities for receiving a reminder for
m in states Fm and Dm respectively.
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Figure 1: Components of Jogger.

The benefit of a reminder about task m to a user de-
pends on whether m is relevant to the user’s plans. p(Am|E)
is the likelihood that the user would engage in task m if
she remembers about m. In the meeting reminder context,
p(Am|E) represents the probability of attending meeting m
given E, evidence about the meeting. COI(m,E) represents
the cost of interrupting the user by delivering a reminder
about m, given evidence E about the user’s state. We com-
pute the expected value of reminding (EVR) as given below:

EV R(m) =p(Am|E) (p(Fm|E) UmF (E) + p(Dm|E) UmD (E))

− COI(m,E)

Next, we formalize UmF (E) and UmD (E) for the context of
meeting reminders. We make the assumption that if a user
is in state Fm, the user fails to attend meeting m; if the
user is in state Dm, she misses the first t minutes of the
meeting because of problems with recalling the details about
the meeting; and if the user is in stateRm, the user is on time
for the start of a meeting. Jogger system has the priority
predictor for inferring for any meetingm the probability that
m has high priority p(mH |E), medium priority p(mM |E)
and low priority p(mL|E). We ask the user to evaluate the
value of time for three possible cases; the minute cost for
being late, cHl for high, cMl for medium, cLl for low priority
meetings; the total cost for not attending to a meetings, cHna
for a high, cMna for a medium, cLna for a low priority meeting,
and the minute cost for being early, c.

UmF (E) =(p(mH |E) cHna) + (p(mM |E) cMna) + (p(mL|E) cLna)

UmD (E) = t((p(mH |E) cHl ) + (p(mM |E) cMl ) + (p(mL|E) cLl ))

A schematic view of the Jogger prototype is displayed in
Figure 1. Jogger gathers relevant information about a user’s
context by accessing the user’s calendar, by monitoring com-
puter activity, and detecting video and audio signals. The
information collected from the data collection component
is used for inferences needed to compute the net expected
value of reminders. For each reminder opportunity, the sys-
tem infers the expected value of reminding the user given
the inferred cost of interruption, and reminds the user only
if the associated value is positive.

3. PREDICTIVE MODELS
Jogger has access to appointments drawn from Microsoft

Exchange, along with a constellation of atomic and derived
meeting properties that serve as evidential features about
the meetings. A set of appointments drawn from several
months of an online calendar are composed into a case li-
brary of training set of meeting instances. We asked par-

ticipants to tag meetings with several labels via a tagging
tool. Two labels encode a user’s assessment about attending
a meeting and priority of a meeting. A third label represents
whether users would forget about the meeting or about im-
portant meeting details. The system generates a training set
by combining each meeting instance tagged by a user with a
set of attributes acquired from the user’s personal Outlook
profile. These attributes include the day and time of the
meeting, its location and organizer, the response status of
the user, and whether the meeting is recurrent.

We perform Bayesian structure learning to build proba-
bilistic models that can be used to predict whether a user has
forgotten that a meeting exists, whether a user has forgot-
ten about some details of a meeting, and the relevance and
the importance of a meeting [1]. Similar models for predict-
ing meeting importance and relevance have been previously
used in the Coordinate system [6].

Jogger uses a two-layer approach to estimate the cost of
interrupting a user: activity-based predictions of the cost
of interruption inferred by BusyBody [5] and the meeting-
based interruptability prediction model of the Coordinate
system [6]. By doing so, we can infer the cost of interrupting
a user when the user performs office activities, and when the
user is in a meeting based on the importance of the meeting.

4. FUTURE WORK
We are exploring several extensions of Jogger, which in-

clude (1) deploying the prototype in the open world, (2)
improving the predictive models via active learning to fo-
cus evidence gathering, and (3) applying the principles of
context-sensitive reminding to complex task domains. We
believe that the development of personalized reminder sys-
tems that come to understand the nuances of users’ mem-
ories and needs for memory jogging may one day provide
great value to people in the course of daily life.
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ABSTRACT 
This paper presents an offline collision-free path planning 
algorithm for multiple mobile robots using a 2D spatial-time map. 
In this decoupled approach, a centralized planner uses a Spatio-
Temporal A* algorithm to find the lowest time cost path for each 
robot in a sequentially order based on its assigned priority. 
Improvements in viable path solutions using wait time insertion 
and adaptive priority reassignment strategies are discussed.  

Categories and Subject Descriptors 
I.2.9 [Artificial Intelligence]: Robotics – Workcell 
and planning. 

General Terms 
Algorithms, Experimentation. 

Keywords 
Path planning, multiple robots. 

1. INTRODUCTION 
This paper focuses on solving the problem of path planning in 
multiple robots. During past years, many methods have been 
proposed to solve the path planning problem of multiple robots. 
They can be generally divided into coupled or decoupled. In a 
coupled approach [1], all robots plan their path simultaneously 
using a centralized planner to avoid colliding into one another. 
The advantage of a coupled approach is that its solution is 
complete. However, the dimension of this approach is the sum of 
degree of freedom of all robots. This means its computational 
time increases exponentially with the robot count.  

An alternative approach is a decoupled approach [2] that reduces 
the dimension of path planning by making each robot plan its path 
individually. Associated with the decoupled approach are the 
issues related to prioritized planning and path coordination. In 
prioritized planning, each robot is given a priority. The robot with 
the highest priority plans its path first and its resulting path 
influences the way the next highest priority robot would plan its 
path and so on. In path coordination, each robot searches its path 
independently and then adopts some strategy such as speed 

modification or stop-and-wait delays to avoid collisions. 
However, this approach does not guarantee viable solutions even 
they exist.   

In this paper, we introduce a variant of the A* algorithm called 
the Spatio-Temporal (S-T) A* algorithm for path planning of 
multiple mobile robots. We have adopted a decoupled approach, 
where a centralized planner uses the proposed S-T A* algorithm 
to find the lowest cost path for each robot in a sequentially order 
based on its assigned priority. Computational time is reduced by 
searching the path solution in a 2D spatial time map compared to 
the exhaustive search in a 3D spatial time map [3]. 

2. SPATIO-TEMPORAL A* 
The A* algorithm is a popular path planning algorithm whose 
solution is complete in a static environment. A dynamic 
environment could be considered a static one by adding an 
additional time dimension into the search map. However, long 
computational time and huge memory resource requirements in 
large search spaces reduce its usefulness. The proposed S-T A* 
algorithm solves this problem by searching in a 2D spatial map.   

In our decoupled approach, searching order is an important factor 
that affects the optimality of paths for multiple robots. Our goal is 
to find a viable solution that will allow all n robots to reach their 
respective target positions without incurring any collision and to 
achieve a time-based objective function given by 

T = argmin(max(ti)) = max(Ti)      where i=1,2….n (1) 

Here ti represents the cooperative time cost of robot Ri, Ti is the 
individual time cost for robot Ri to reach its destination if there is 
no other robots. In order to make T as close to max(Ti) as possible, 
we adopted a fixed priority that is ordered by the individual time 
cost Ti. Each robot searches its path sequentially using S-T A* 
algorithm under fixed priority assignment (S-T-FP A*). As a 
result of the collision in a crowd environment, a viable solution 
for all robots using the S-T A* algorithm with fixed priority 
assignment is difficult to obtain. Two strategies were adopted to 
improve the performance of our algorithm. The first is a flexible 
wait time insertion strategy. Our goal is to wait as close to the 
node where collision has been detected. We insert wait time at the 
closest possible antecedent node near the collision node. In this 
way, wait time insertion is not limited to only the starting node [4] 
but any node in the current path that has already been planned. 
Preference is given to the node closest to where collision would 
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have happened if the robot did not stop. Under the fixed priority 
assignment, we call this S-T A* algorithm with wait time strategy 
the (S-T-W-FP A*) algorithm for short.  

The second strategy is a novel adaptive priority re-assignment 
strategy. In this strategy, given an initial fixed priority assignment 
above, if the current path searching robot Ri fails to find a viable 
path to its destination, its priority is raised by one level and is 
allowed to re-plan its path again. It continues to escalate its 
priority until it finds a viable path. Combining these two 
strategies, centralized planner searches the path solutions for all 
robots using an algorithm named S-T A* with wait time and 
adaptive priority(S-T-W-AP A*) algorithm. When the number of 
robots is large, using the adaptive priority strategy can be very 
time consuming. In addition, since this strategy generates new 
priority order, a failed priority assignment may be revisited over 
and over again. We address this by setting an upper bound on the 
number of new priority assignments and failed priority 
assignments are noted in order to avoid new priority assignments 
that will result in failure. 

Since a higher priority robot R1 will not take into account the path 
planned by a lower priority robot R2, a collision may happen when 
R2 reaches its destination and remain at rest while R1 has to pass 
through R2‘s destination point. To address this, a lower priority 
robot will not terminate its search if it has reached its destination 
until all higher priority robots have got to their destinations. After 
the lower priority robot Rn reaches its destination, it will check 
collision at its destination continuously until all higher priority 
robots R1 to Rn-1 has reached their respective destinations. If there 
is collision, Rn will wait at appropriate node or find an alternative 
path before reaching its destination. 

3. EXPERIMENT RESULT 
The simulation results presented were obtained using an Intel(R) 
core™ 2 quad (2.83 GHz) with 3.25 GB of memory. The 
simulation program is written in the Java language on the Eclipse 
development environment. We first compared the ability of each 
of the three variants of the S-T A* algorithm to find viable paths 
for all n robots (i.e. success rate) as the number of robots n is 
increased.  The wait time insertion strategy can increase the 
number of available nodes in the path search map which is not 
occupied by other robots while search is being preformed. In 
Figure 1, the better success rate of the S-T-W-FP A* algorithm 
compared to the S-T-FP A* algorithm shows that the increase in 
available nodes in the map does improve success rates.  However, 
the S-T-W-FP A* algorithm still performs poorly in a crowded 
environment. A rigid fixed priority scheme means that when a 
lower priority robot’s path becomes blocked by higher priority 
ones, no recourse is available but to declare this to be an 
unsuccessful run. However, when adaptive priority reordering is 
use in the S-T-W-AP A* algorithm (see Figure 1), significant 
improvement in success rate is obtained.  

Figure 2 show the percentages of runs from all simulation that 
satisfy the time-based objective function T defined in (1). Under 
fixed priority assignment, the S-T-W-FP A* algorithm met the 
objective function better than the S-T-FP A* algorithm. The wait 
time strategy not only increased success rate but also the number 
of simulation runs that satisfies objective function T. 
Unfortunately, the fixed priority strategy falters as the number of 
robots increased. Under these circumstances, the novel adaptive 
priority strategy in the S-T-W-FAP A* algorithm is much better in 

producing higher percentage of runs that can meet the objective 
function T, besides producing more successful runs. 

 
Figure 1. Success rate of S-T-FP A*, S-T-W-FP A*, and S-T-
W-AP A* algorithm. 

 
Figure 2. The percentage of runs from all simulation runs that 
satisfy the objective function T, for all three algorithms. 
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ABSTRACT
The aim of this research is to explore the influence of static
visual cues on the perception of a character’s personality
traits: extraversion, agreeableness and emotional stability.
To measure how users perceived personality, we conducted
a web-based study with 133 subjects who rated 54 images of
a virtual character with varying head orientations and gaze.

Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous

General Terms
Experimentation

Keywords
Personality perception, facial cues, virtual characters

1. INTRODUCTION
The motivation for this work can be stated as: “is it pos-

sible to recognize someone’s personality on his or her face?”.
Our premise is that personality can affect facial actions di-
rectly and independently of the mood [1], or the emotions.
Therefore, we performed a study to explore how the person-
ality traits of extraversion, agreeableness, and emotional sta-
bility [3] can be perceived when using two visual cues: head
orientation and eye gaze. In the following, we present the
experiment’s methodology and results. We expect that: (1)
the perception of each trait is influenced by the head orienta-
tion (e.g., there is a difference between facing upper-right or
downwards-middle); (2) dependent on the personality trait,
direction plays a role in how these traits are perceived (e.g.,
we expect a difference in how Extraversion is perceived in
contrast to Agreeableness when the character is facing up-
wards); (3) variations of eye gaze further influence how the
personality traits are perceived.
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2. EXPERIMENTAL STUDY
For this study we used a naturalistic head-only virtual

character appearing as an elderly butler, named Alfred [2].
As for the stimuli we combined vertical (up, center, down)

and horizontal (up, center, down) orientations for head and
gaze, obtaining 9 targets for each cue, and a total of 81
images of both head orientation and gaze. However, a two-
tailed independent t-test to the overall values for Extraver-
sion, Agreeableness and Emotional Stability, dependent on
the side the character is facing, led us to the conclusion that
the direction of sideward head positions would not cause
much of a difference. Thus we merged left and right oriented
images into one“side”category. The associated eye gaze tar-
gets were mirrored to keep the proper relation between head
and eye movements. In the end, we worked with a reduced
set of 54 images (6 head directions × 9 eye gaze) of Alfred,
where each image was judged at least 10 times. Combina-
tions of orientations were written: <vertical>–<horizontal>,
e.g. “upper-center”.

For the experiment 133 subjects (47 female and 86 male)
participated through an online questionnaire. The mean
age was 26.6 (SD = 8.8). The questions were provided
in English, German or Spanish, depending on the subject’s
mother tongue. The experimental stimuli consisted of 15
images per user presented one at a time, in random order.
For each stimulus the participant had to answer to six items
of the Ten-Item Personality Inventory (TIPI) [4] presented
in a 7-item Likert Scale, where 1 corresponded to “Disagree
Strongly” and 7 to “Agree Strongly”.

3. RESULTS
Over all ratings, Alfred was perceived neither as extraverted

nor as introverted (M = 3.7, SD = 1.2). Further, he
was perceived as neutral regarding agreeableness (M = 3.8,
SD = 1.4). However, the subjects observed Alfred as slightly
emotional stable (M = 4.3, SD = 1.4).

In the case of Extraversion , the one-way ANOVA showed
a significant effect, F (5, 663) = 15.4, p < .001, ω2 = .10,
while Tukey post hoc tests revealed several significant dif-
ferences. Alfred with his head facing upper-side (M = 4.3,
SD = 1.2) and upper-center (M = 3.9, SD = 1.2) was
perceived significantly more extraverted than when pointing
center-side, center-center, downwards-side and to downwards-
center. The lowest values were obtained with the head facing
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downwards-center (M = 3.5, SD = 1.2, p < .001) (see Fig.
1). As we applied a two-tailed post hoc test, the signifi-
cant results are also valid vice versa. Concerning eye gaze,
we could not find any significant differences among the six
head orientations combined with the nine gaze directions.

Figure 1: The head orientation downwards-center
with the lowest rating (left) and upper-side with the
highest (right) for Extraversion.

For the trait Agreeableness, there was a significant effect
on its perception on levels of the different head orientations,
F (5, 663) = 14.4, p < .001, ω2 = .09, while Tukey post
hoc tests revealed several significant differences. The upper-
side (M = 3.3, SD = 1.3) and upper-center (M = 3.1,
SD = 1.3) head orientations were perceived as less agree-
able than a head directed to the center-side, center-center,
downwards-side and downwards-center. The highest values
for Agreeableness were obtained when Alfred’s head was
pointing downwards-center (M = 4.3, SD = 1.2, p < .001)
(see Fig. 2). Also for this trait, we could not find any
significant differences for the varying eye gaze directions de-
pendent on the six head orientations.

Figure 2: The head orientation upper-center with
the lowest rating (left) and downwards-center with
the highest (right) for Agreeableness.

In Emotional Stability the ANOVA test showed a signif-
icant effect, F (5, 663) = 3.6, p < .01, ω2 = .02, while Tukey
post hoc tests revealed only one significant difference. The
character directing its head to the center-side (M = 4.7,
SD = 1.2) was perceived as significantly more Emotional
Stable than when directing it upper-center (M = 4.0, SD =
1.3, p < .001) or downwards-center (M = 4.2, SD = 1.5,
p < .1) (see Fig. 3). Again, eye gaze did not affect this
trait’s perception.

4. DISCUSSION AND CONCLUSION
The results of this exploratory experiment provided us

with data that could be used to improve the modelling of

Figure 3: The head orientation upper-center with
the lowest rating (left) and center-side with the high-
est (right) for Emotional Stability.

personality in virtual agents, and therefore, the communi-
cation between real users and these agents. An important
aspect was the study of visual cues for certain personality
traits that have been not studied before, as emotional sta-
bility and agreeableness.

With the experiment we concluded that, for the Alfred
character the “upper-side” head orientation is related to ex-
traversion, “downwards-center” head orientation to agree-
ableness, and “center-side” head orientation to emotional
stability. We also found that the side to where the char-
acter is facing (left or right) and eye gaze do not influence
the perception of personality traits.

We could also observe that people take into consideration
other characteristics to infer personality. In this sense, and
because of the nature of the study, it is necessary to perform
more experiments related to these visual cues as well as other
cues (physical characteristics of the face, gender, or facial
expressions) in order to obtain a generalizable model.

The next step will be to create short animations using the
data extracted in in this work, and verify whether characters
with animated gaze and head behavior will elicit the same
perceptions in the user.
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ABSTRACT
Conflicts exist in multi-agent systems for a number of reasons:
agents have different interests and desires; agents hold different
beliefs; agents make different assumptions. To resolve conflicts,
agents need to better convey information to each other and facilitate
fair negotiations yielding jointly agreeable outcomes. We present
a two-agent, dialogical conflict resolution scheme developed with
the Assumption-Based Argumentation (ABA) framework.

Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous

General Terms
Algorithms
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Argumentation, Collective Decision Making

1. INTRODUCTION
In this paper, we study conflict resolution in multi-agent sys-

tems [3]. We use ABA [2] to represent agents’ beliefs and desires.
ABA is a general-purpose argumentation framework where argu-
ments are built from rules and supported by assumptions, and at-
tacks against arguments are directed at the assumptions supporting
the arguments, and are provided by arguments for contraries of as-
sumptions. Sentences in rules, assumptions and contraries form the
underlying language. A claim is admissible iff it is supported by an
argument that is in a set of arguments which does not attack itself
and counter-attacks all attacks against the set.

In our approach, conflicts are given by different desires, seen
as realizations of the same goal. To resolve conflicts between two
agents is to have dialogues. Through dialogues, agents eliminate
misunderstandings by acquiring information from each other. (Se-
quences of) Successful dialogues allow to identify shared desires
and resolve conflicts.

2. MOTIVATING EXAMPLE
Two agents, Jenny (J) and Amy (A), are planning a film night

together. They want to agree on the movie to watch. Lord of the

Cite as: Conflict resolution with argumentation dialogues (Extended Ab-
stract), Xiuyi Fan, Francesca Toni, Proc. of 10th Int. Conf. on Au-
tonomous Agents and Multiagent Systems (AAMAS 2011), Tumer,
Yolum, Sonenberg and Stone (eds.), May, 2–6, 2011, Taipei, Taiwan, pp.
1095-1096.
Copyright c© 2011, International Foundation for Autonomous Agents and
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Rings (LoR) and Terminator (Ter) are both screening. J wants to
pick a fun movie. She finds action movies fun. J believes Ter is
an action movie. She does not know much about LoR. J wants
to watch Ter. A also wants to watch a fun movie. However, A
thinks fantasy movies are fun. A has watched the trailer of LoR and
believes it is both an action and a fantasy movie. A concludes she
wants to watch LoR. After exchanging information, J agrees.

This example can be modelled in terms of two dialogue pro-
cesses, each consisting of two phases. The first dialogue process
is about Ter. Here, Phase I amounts to the following:

J: Let’s see if Ter is a good movie to watch.
A: OK.
J: I’ll watch Ter if it is fun and there is no objection to it.
A: OK.
J: Ter would be fun if it is an action movie.
A: OK.
J: Yes, Ter is an action movie.
A: OK.
J: I propose we watch Ter then.
A: We can watch it unless it has been watched before.
J: OK, it has not.
A: OK.
Since Ter satisfies J, we move to Phase II in which Ter’s accept-

ability with respect to A is examined. Now, A starts the dialogue
and the two agents proceed similarly to the previous dialogue, ex-
cept this time A believes fantasy movies are fun and Ter is not a
fantasy movie. Hence the dialogue fails.

Since Ter is rejected by A, the two agents move to the next real-
ization, LoR. Using a similar two-phase dialogue process, they find
that LoR satisfies them both and thus is a conflict resolution.

3. METHODOLOGY
We define agents as equipped with ABA frameworks whose rules

are of one of two types: concession rules and non-concession rules.
Non-concession rules (RNC ) describe agents’ desires, which are
strictly firm. Concession rules (RC ) describe factual information
about the agents’ environment, agents’ beliefs and agents’ desires
which can be conceded. Both types of rules may be defeasible
or not. However, non-concession rules may be defeasible solely
based on an agent’s own will. A conflict resolution satisfies all non-
concession desires of agents, under the condition that both agents
are aware of the other agent’s relevant beliefs.

The ABA frameworks of J and A are in Table 11. The argument
in Figure 1 (Left) can be built from the ABA framework of J. The
claim of this argument is wM(Ter). The support of this argument
1wM, sM, aM, and fM stand for watchMovie, selectMovie, action-
Movie and fantasyMovie, respectively. X and Y are (universally
quantified) variables.
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RNC : wM(X)← fun(X), sM(X) (J, A)
fun(X)← aM(X) (J)
fun(X)← fM(X) (A)

RC : aM(Ter) (J, A)
fM(LoR) (A)

Assumptions: sM(X) (J, A)
Contraries: C(sM(X)) = {¬ sM(X), sM(Y)| Y 6= X } (J, A)

Table 1: ABA frameworks for J and A in the example.

is the assumption sM(Ter), and corresponds to selecting the movie
Ter. Attacks against this argument are arguments for a contrary
of this assumption, namely for an element of C(sM(Ter)) (no such
argument is found in the example). In this example agents have
different rules but the same assumptions and contraries. In general,
agents may hold different rules, assumptions, and contraries, but
will always share the same underlying language L.

We define a conflict between two agents a1 and a2 (equipped
with ABA frameworks AF1 and AF2 respectively) with respect to
a goal, G, as a pair of realizations (Gδ1,Gδ2) such that Gδ1 and
Gδ2 are admissible claims with respect to AF1 and AF2, respec-
tively. In our example, the goal is wM(X), where X is an (im-
plicitly) existentially quantified variable, and the realizations are
wM(Ter) (for a1=J), and wM(LoR) (for a2=A). In general, the goal
G is of the form p(X), where X is a vector of (implicitly) existen-
tially quantified variables, and a realization is of the form Gδ such
that δ = {X/t}, for a vector of terms t, and Gδ = p(t) is in L.

We define a conflict resolution as a realization, Gδ, such that Gδ
is an admissible claim with respect to AF ′1 and AF ′2, where AF ′x
is AFx with all concession rules from AFy , for x, y = 1, 2 and
x 6= y. In our example, wM(LoR) is a conflict resolution.

We define a dialogue, Daj
ai (s), between agents ai and aj (where

i, j = 1, 2, i 6= j) for a claim s as a finite sequence of utterances
of the form 〈ax, ay, T ID,C, ID〉 (where x, y = 1, 2, x 6= y), in
which ax is the maker and ay the receiver of the utterance, ID is its
identifier, TID is the identifier of the target utterance, and C is the
content, namely one of (1) a claim, (2) a rule, (3) an assumption,
(4) a contrary, (5) π, which represents a pass. In Daj

ai (s), ai makes
the first utterance and s ∈ L. For two utterances uk and ul in a
dialogue, if the ID in uk is the TID in ul, then ul is related to
uk such that one of two cases holds: (1) the content Ck of uk is
the parent of the content Cl of ul in an argument; or (2) Ck is an
assumption and Cl introduces a contrary of this. A dialogue ends
by both agents uttering π consecutively. The informal dialogue in
our earlier example can be formalised as in Table 2.

Dialogues are defined in terms of legal-move functions, to de-
termine which utterances agents are allowed to make, and outcome
functions, to determine whether dialogues satisfy certain proper-

wM(Ter) wM(Ter) : P[1]

fun(Ter)

OO

sM(Ter)

hhRRRRR
fun(Ter), sM(Ter) : P[3]

OO

aM(Ter)

OO

aM(Ter), sM(Ter) : P[5]

OO

τ

OO

sM(Ter) : P[7]

OO

sM(Ter)m : P[9]

OO

¬sM(Ter) : O[10]

OO

Figure 1: Argument, by J, for watching Ter (Left).
Dialectical tree for the dialogue in our example (Right).

〈J,A, 0, clm(wM(Ter)), 1〉
〈A, J, 0, π, 2〉
〈J,A, 1, rl(wM(Ter)← fun(Ter), sM(Ter)), 3〉
〈A, J, 0, π, 4〉
〈J,A, 5, rl(fun(Ter)← aM(Ter)), 5〉
〈A, J, 0, π, 6〉
〈J,A, 7, rl(aM(Ter)), 7〉
〈A, J, 0, π, 8〉
〈J,A, 3, asm(sM(Ter)), 9〉
〈A, J, 5, ctr(sM(Ter),¬sM(Ter)), 10〉
〈J,A, 0, π, 11〉
〈A, J, 0, π, 12〉

Table 2: Dialogue in our example.

ties. These functions are defined in such a way that the dialectical
tree underlying a successful dialogue corresponds to a concrete dis-
pute tree, as given in [1], with respect to the ABA framework drawn
from the dialogue. This consists of the rules, assumptions and con-
traries uttered in the dialogue. The dialogue in Table 2 is success-
ful. The dialectical tree for this dialogue is in Figure 1(Right). The
ABA framework drawn from this dialogue consists of

Rules: wM(X)← fun(X), sM(X)
fun(X)← aM(X)
aM(Ter)

Assumptions: sM(X)
Contraries: C(sM(X)) = {¬ sM(X)}
The correspondence between dialectical trees and concrete dis-

pute trees gives, directly from corollary 6.1 in [1], that the claim of
a successful dialogue is admissible with respect to the ABA frame-
work drawn from the dialogue.

We define a conflict resolution dialogue between ai and aj for
a realization Gδ as a dialogue Dai

aj (Gδ). Here, the agent starting
the dialogue, ai, is the nominator, whereas the other agent is the
challenger. Through the dialogue, the nominator is allowed to utter
any rules from its ABA framework, whereas the challenger is only
allowed to utter its concession rules.

We define a successful sequence between ai and aj with respect
to a goal G as a sequence 〈d1 = Dai

aj (Gδ1), d2 = D
aj
ai (Gδ1), . . . ,

d2n−1 = Dai
aj (Gδn), d2n = D

aj
ai (Gδn)〉, for n ≥ 2, such that both

d2n−1 and d2n are successful and for all for all k < n either d2k−1

or d2k is not successful. Then the following result holds:

THEOREM 3.1. Given a conflict (Gδ1,Gδ2) between a1 and a2

with respect to some goal G, a conflict resolution Gδ exists if there
is a successful sequence between a1 and a2 with respect to G.

The successful sequence in our example consists of four conflict
resolution dialogues, d1 = DJ

A(wM(Ter)), d2 =DA
J (wM(Ter)),

d3 = DJ
A(wM(LoR)), d4 = DA

J (wM(LoR)). All except d2 are
successful. d1 is in Table 2. The other dialogues are omitted for
lack of space.
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ABSTRACT
Bayesian games have been traditionally employed to de-
scribe and analyze situations in which players have private
information or are uncertain about the game being played.
However, computing Bayes-Nash equilibria can be costly,
and becomes even more so if the common prior assump-
tion (CPA) has to be abandoned, which is sometimes neces-
sary for a faithful representation of real-world systems. We
propose using the theory of reasoning patterns in Bayesian
games to circumvent some of these difficulties. The the-
ory has been used successfully in common knowledge (non-
Bayesian) games, both to reduce the computational cost of
finding an equilibrium and to aid human decision-makers in
complex decisions. In this paper, we first show that rea-
soning patterns exist for every decision of every Bayesian
game, in which the acting agent has a reason to deliberate.
This implies that reasoning patterns are a complete charac-
terization of the types of reasons an agent might have for
making a decision. Second, we illustrate practical applica-
tions of reasoning patterns in Bayesian games, which allow
us to answer questions that would otherwise not be easy in
traditional analyses, or would be extremely costly. We thus
show that the reasoning patterns can be a useful framework
in analyzing complex social interactions.

Categories and Subject Descriptors
I.2 [Artificial Intelligence]: Miscellaneous

General Terms
Economics, Human Factors

Keywords
reasoning patterns, Bayesian games, game theory, Bayes-
Nash equilibrium, heuristics

1. INTRODUCTION
The real world is a complex place, plagued with uncer-

tainty. Designing agents to reason, make decisions and in-
teract with other agents in such an environment is therefore
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a challenging problem. The number of states that the agent
needs to consider is prohibitively large even in“small”games
like poker; moreover, the agent often needs to interact with
others who have radically different beliefs about the situa-
tion unfolding. Common in real-world situations are private
information, inaccurate beliefs about other agents or their
strategies, or bounded rationality. In those cases, heuristics
or limited reasoning might be employed to reach decisions
faster. Furthermore, agents need to be adaptive and perform
well even if the situation changes unpredictably, hence they
cannot be employed with pre-computed optimal solutions.

Traditional game-theoretic approaches of modeling these
systems are often unsatisfactory. If players disagree about
the game being played, the situation is usually represented
as a Bayesian game, in which the common prior assump-
tion (CPA) is invoked, a requirement that the joint vector
of types, describing the private information and beliefs of
all the agents, is drawn according to a probability distribu-
tion that is common knowledge. The CPA usually serves to
simplify the game’s representation and can be justified in
some situations. However, the CPA is not always an appro-
priate modeling choice, especially in diverse populations of
agents with different backgrounds in which agreement on a
prior through repeated exposure is not warranted (see [10]).
In a Bayesian game, agents are usually expected to adopt
strategies comprising a Bayes-Nash equilibrium of the game.

This approach overlooks several issues. First, equilibrium
solutions are hard to compute. Second, a game usually has
a multitude (or even an infinity) of equilibria, and there is
no principled way to select one of them. Third, in Bayesian
games without a common prior there are technical difficul-
ties (e.g., infinite belief hierarchies) that make optimal solu-
tions very expensive to compute. Also, equilibrium strate-
gies might not be followed by human players, as experiments
have demonstrated [8]. And finally, equilibria are mathemat-
ical solutions of an optimization problem, and hence leave
the actual decision-maker “out of the loop.”

Related Work
Our work aims at extending the ability for analyzing strate-
gic situations beyond traditional game-theoretic analyses.
In [7] authors explore “cognitive hierarchies,” a theory that
suggests people engage in limited reasoning when analyz-
ing a situation. Their method can be used to circumvent
computational issues with equilibrium calculation, although
it usually assumes a distribution of the various hierarchy
depths (steps of reasoning) people are expected to engage in.
Team reasoning (see [12], [13]) seeks to replace individuals as
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the simplest reasoning unit with groups. The reasoning pat-
terns, similarly, relate agents whose decisions influence one
another. Finally, the field of epistemic game theory seeks to
understand the relationship between rationality, players’ be-
lief in rationality, limited reasoning or knowledge, and game-
theoretic outcomes. The reasoning patterns aim at modeling
reasoning at a coarser level than game-theoretic analyses, re-
laxing the assumptions made by traditional game theory, yet
circumventing the complexity or the paradoxes (e.g., see [6])
that rigorous epistemic game theory has revealed.

2. THE REASONING PATTERNS
The original paper [11] defines four reasoning patterns,

which are sets of features that capture the possible effects of
an action on the acting agent’s utility. A proof is provided
that these patterns are “complete,” in the sense that, if a de-
cision of an agent cannot be associated with one of these four
reasoning patterns, then the agent’s choice of action bears
no effect on her utility. This was used to simplify games
for the purpose of computing Nash equilibria in [2]. Rea-
soning patterns (RPs) are shown to correspond to graphical
properties of the Multi-Agent Influence Diagram (MAID)
[9] representation of the game, hence making their detection
compuationally easy [1]. Experimentally, when humans are
shown advice generated by looking at the reasoning patterns
in a complex game, they make better decisions [3]. In this
paper we are extending the theory of reasoning patterns to
Bayesian games, with or without a common prior. More-
over, we show that these extended reasoning patterns can
be used to capture interesting social interactions, and help
answer questions that might otherwise be less obvious or
very costly.

To develop the theory of reasoning patterns for Bayesian
games, we rely on the graphical representation developed in
[4], in which a game is represented as a set of blocks. Each
block contains a model of the world and a set of beliefs,
while directed edges represent dependencies among blocks
according to these beliefs. Depending on whether the CPA
holds or not, the graph of blocks may be fully or sparsely
connected. The reasoning patterns developed for Bayesian
games can are explained in detail in the full version of the
paper [5].

3. USING REASONING PATTERNS TO AN-
ALYZE SOCIAL INTERACTIONS

We illustrate the usefulness of reasoning patterns in the
analysis of Bayesian games by means of an example, pre-
sented in the full version of this paper. In short, we ex-
amine the case an intelligence agency consisting of some
agents. These agents collect information in the world, then
summarize and interpret it, passing it on to their superiors,
who then aggregate all the information and make decisions.
However, some of the agents might be “confederates.” Such
agents are trying to subvert the operation of the agency. The
agency is aware of the possibility of confederates among its
members, and in particular that there are either zero or ex-
actly two confederates in the agency. Suppose that we are
now interested in answering the following question, set forth
by agent i, who is not a confederate: “Which pairs of agents
should be more feared to be confederates?” and“Which pairs
of agents are more likely to be the confederates, given that
misreported information has been observed in node, say, G?”

In a traditional analysis, we would have to compute all the
Bayes-Nash equilibria of the game are and then answer these
questions by trying to compare the expected behavior of the
players under the various equilibria with their observed be-
havior. On the contrary, reasoning patterns allow us to claim
that the agents that have reasoning patterns such as manip-
ulation, signaling and revealing-denying (see full version for
a definition of these patterns) are more susceptible to be-
ing confederates than other agents. Moreover, the reasoning
patterns do not just tell us that there might be an effect.
They tell us “what the effect is,” e.g., which variable might
contain fabricated information. Notice that the reasoning
patterns analysis does not require knowledge of the exact
utility function, or all the probabilistic dependencies. But
if such knowledge is available, we may further quantify the
reasoning patterns, and calculate, for instance, the expected
utility of misrepresenting a variable by a particular confeder-
ate. Moreover, reasoning patterns would enable us to limit
this search within the variables that the alleged confeder-
ate would have a reason to maliciously influence through his
reasoning patterns.
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ABSTRACT
Wind power is becoming a significant source of electricity
in many countries. However, the inherent uncertainty of
wind generators does not allow them to participate in the
forward electricity markets. In this paper, we foster a tighter
integration of wind power into electricity markets by using
a multi-agent coalition formation approach to form virtual
power plants of wind generators and electric vehicles. We
identify the four different phases in the life-cycle of a VPP,
each characterised by its own challenges that need to be
addressed.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Intelligent agents, multiagent systems

General Terms
Algorithms, Experimentation

Keywords
Energy and emissions, Coalition formation, Organisations

1. INTRODUCTION
Installed wind power capacity has been constantly growing
in the last decade. However, due to the inherent uncer-
tainty of wind power generation, this kind of energy is usu-
ally accommodated in day-ahead markets without imbalance
penalties. Wind generators are not allowed to place bids in
the electricity market, as they are taken into the system as
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and when their power is available. This means wind gener-
ators are not able to gain the advantage of participating in
an open market to maximise their revenue.

To achieve better integration of wind power into electric-
ity markets, we propose using the concept of virtual power
plant [4]. A virtual power plant (VPP) is here viewed as a
cluster of wind farms and electric vehicles collectively act-
ing as a single virtual entity. Though any means of stor-
age would satisfy our requirements of a VPP, in this work
we consider electric vehicles because they present a readily
available resource that is expected to grow considerably in
the near future. Since any conventional privately-owned ve-
hicle is usually parked for 96% of the time [2], and given that
for an electric vehicle “parked” eventually means “plugged”,
the electric vehicle pool represents a set of batteries whose
capacity can be made available for electricity storage.

The idea of using electric vehicles to stabilise the grid
and support renewable energy is a quite recent concept that
has been envisioned, under the name vehicle-to-grid (V2G),
by [2]. In their work, the authors demonstrate that the eco-
nomic motivation for V2G power is compelling, making V2G
another driver for the penetration of these cleaner vehicles
in our society.

Although the benefits of V2G and VPP have been exten-
sively assessed, the application of agent-based techniques as
the means of realising these concepts is still in its infancy.
However, given that VPPs involve several distinct players
with their own capabilities and preferences, multi-agent sys-
tem techniques provide a convenient method to develop such
systems.

Approaching from an agent perspective, we contend that
wind generators and electric vehicles could profitably form
a coalition of agents that acts as a single entity in the mar-
ket. The main benefit of this approach is that the avail-
able storage will help reduce the variability and uncertainty
of wind power, as well as increase its revenue potential,
thereby facilitating the integration of this kind of energy
into the existing electricity market. Furthermore, joining
such a virtual power plant should also be profitable for elec-
tric vehicle owners as they will earn money for the energy
storage service they offer. This could then help compensate
for the investment in this type of vehicle which is usually
more expensive than a conventional one, thereby promoting
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Figure 1: Life-cycle of a VPP.

the adaptation of these more environmentally-friendly ve-
hicles. Now, given that these wind generators and electric
vehicles will be owned by separate actors with their own in-
dividual interests (seeking to maximise their own revenues),
the problem of forming VPPs reduces to a coalition forma-
tion problem between self-interested agents of different types
(either production or storage) with varying capabilities (the
amount of production/storage).

2. VIRTUAL POWER PLANTS
In our context a virtual power plant is composed of some

wind generators that produce electricity and some electric
vehicles that store it and supply to the grid later. Simply
stated, the main purpose for the creation of a VPP is to be
able to participate in the electricity market and maximise
profits by delivering wind energy reliably. Now, since the
actors that would come together to form a VPP are het-
erogeneous and self-interested, an agent-based approach is
a natural way of addressing this problem. Being owned by
different players, each of the wind generators and electric ve-
hicles are represented as self-interested autonomous agents,
that coalesce to form a virtual organisation (as a VPP) to
participate in the market.

We look at the VPP being formed to participate in the
day-ahead electricity market for the next day. Therefore, de-
signing such a VPP will involve modelling both the members
(wind generators and electric vehicles) and the workings of
the VPP like scheduling storage and bidding in the market.
In this section, we identify the four different phases in the
life-cycle of a VPP, each characterised by its own challenges
that need to be addressed (see Fig 1):

1) Formation
On day n, wind generators join with electric vehicles to
form a VPP, that is, a coalition of agents that cooperate
to accomplish a volatile goal [3]. The coalition formation
process will require modelling agents to represent the indi-
vidual wind generators and electric vehicles participating in
the coalition. These agent-based models will then enable
the definition of the value of the coalition. Given this no-
tional coalition value, distributed and dynamic algorithms
are needed to efficiently create and maintain coalitions [3]
as the conditions change day-to-day and there is no obvi-
ous centralised coordinator. Moreover, the issue of trust on
potential coalition members will also be fundamental to the
creation of effective coalitions as the members need to be-
lieve in the others’ truthfulness and capabilities [1]. Finally,
the formation phase needs mechanisms for the discovery of
potential coalition members and the election of the VPP
representative agent or VPP leader.

2) Bidding
Once the VPP has been formed, the VPP leader is in charge
of bidding in the day-ahead market, which takes place on the
day n, in order to deliver the electrical energy on day n+ 1.
The VPP leader must submit a ‘supply curve’ that defines
the price that the VPP is willing to demand for a specific
quantity of delivered electricity. The bidding strategy must
take into consideration several aspects of the VPP includ-
ing the the electricity production forecasts of the member
wind generators and the expected available storage provided
by the member electric vehicles. Applying an operational
model based on linear programming, electricity generation
and storage can be optimally scheduled.

3) Delivery
At the time of market closure on day n, the VPP will have
committed to deliver a certain quantity of electricity on day
n+ 1 adhering a certain schedule. On day n+ 1, to actually
deliver the electricity as per the contract, the VPP must be
efficiently operated at run-time, scheduling electricity gener-
ation and storage as per the plan, maintaining the structure
of the VPP and coping with any unpredictable events (say,
if several electric vehicles are unexpectedly unplugged).

4) Dissolution
At the end of day n + 1, the VPP, having accomplished
its purpose, would dissolve or at least cease its activities
for the day. In either case, this involves distribution of the
revenues among the VPP members, according to a clear,
pre-determined, and possibly fair, payment scheme.
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ABSTRACT
We consider the role of negotiation in deciding decommitment penal-
ties. In our model, agents simultaneously negotiate over both the
contract price and decommitment penalty in the contracting game
and then decide whether to decommit from contracts in the decom-
mitment game. Experimental results show that setting penalties
through negotiation achieved higher social welfare than other ex-
ogenous penalty setting mechanisms.
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1. INTRODUCTION
In leveled-commitment contracting, both contract parties strate-

gically choose their level of commitment based on the contract
price and decommitment penalty which are determined prior to the
start of the decommiting game. The efficiency of leveled-commitment
contracting depends on how the contract price and decommitment
penalty are set. In Sandholm et al.’s model of leveled-commitment
contracts [4, 3], both the contract prices and decommitment penal-
ties are assumed to be known to the contract parties before the de-
commiting game. This paper discusses how to set the contract price
and decommitment penalty through negotiation. In our model, a-
gents negotiate over both the contract and the amount of decom-
mitment penalty in the contracting game and then decide whether
to decommit from contracts in the decommitment game. Experi-
mental results show that when decommitment penalties are decid-
ed through negotiation, agents achieved higher social welfare than
other approaches of setting decommitment penalties, which corre-
sponds to the observations in another study [1].

2. NEGOTIATING OVER PENALTY
We consider a contracting setting with agents: contractor b who

pays to get a task done, and contractee s who gets paid for handling
the task. In our model, b and s negotiate over contract price and de-
commitment penalty before additional offers (outside offers) from
other agents become available. Then they strategically choose to

Cite as: Negotiation Over Decommitment Penalty (Extended Abstract),
Bo An and Victor Lesser, Proc. of 10th Int. Conf. on Autonomous A-
gents and Multiagent Systems (AAMAS 2011), Tumer, Yolum, Sonen-
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decommit or not when their outside offers are available. The con-
tractor’s best (lowest) outside offer v is characterized by a proba-
bility density function f(v). The contractee’s best (highest) outside
offer w is characterized by a probability density function g(w).

An agent’s options are either to make a contract or to wait for fu-
ture option. The two agents could make a full commitment contract
at some price. Alternatively, they can make a leveled-commitment
contract which is specified by a contract price, ρ, and a decom-
mitment penalty q. If one agent decommits from the agreemen-
t, it needs to pay the penalty q to the other agent. The leveled-
commitment contracting consists of two stages. In the contracting
game, the agents make agreements on both a contract price and a
decommiting penalty. Formally, agent a ∈ {b, s} makes an offer
[ρ, q] where ρ is contract price and q is decommitment penalty. The
other agent â can choose to 1) accept or 2) reject. If â accepts
the offer , the bargaining outcome is [ρ, q]. Otherwise, the bar-
gaining fails. In the decommiting game, the contractee decides on
whether to decommit first and contractor moves next.

Based on this analysis about agents’ strategic behavior by Sand-
holm et al, we can compute agents’ optimal contracts. The contract
c∗b(f, g) (c∗s(f, g)) which maximizes the contractor’s (contractee’s)
expected utility is the contractor’s (contractee’s) optimal contract.

We experimentally compared the efficiency of negotiating over
penalty in the two-player game [4, 3] with fixed penalties {0, 10,
20, 40} and penalties is a percentage ({0.1, 0.3, 0.5}) of a con-
tract price. We found that the negotiating over penalty achieved
higher social welfare than other penalty setting approaches. Fig. 1
shows the performance of different mechanisms as well as the max-
imum social welfare when f(v) and g(w) are uniform distribu-
tions. f(v) is defined by [vmin, vmax] and g(w) is defined by
[wmin, wmax] where 1) 0 < vmin, vmax, wmin, wmax ≤ 100
and 2) vmax ≥ wmin. We can see that negotiating over penalty
achieved much higher utility than other exogenous penalty setting
mechanisms. Even when the offering agent always chooses the
price and penalty to maximize its utility, the social welfare is close
to the maximum social welfare.
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Figure 1: Efficiency comparison in two-player game.
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(c) Random match
Figure 2: Number of contractors and cost ratio (contractor/contractee ratio: 1)

2:18 4:16 6:14 8:12 10:10  12:8  14:6  16:6
1

2

3

4

5

6

7

8

9

10

11

Number of contractors/contractees

C
os

t r
at

io

 

 

Bargaining
Fixed−0
Fixed−10
Fixed−20
Fixed−40
Price rate−0.1
Price rate−0.3

(a) Myopic agents

2:18 4:16 6:14 8:12 10:10  12:8  14:6  16:6
1

2

3

4

5

6

7

8

9

10

11

Number of contractors/contractees

C
os

t r
at

io

 

 

Bargaining
Fixed−0
Fixed−10
Fixed−20
Fixed−40
Price rate−0.1
Price rate−0.3

(b) Lookahead agents

2:18 4:16 6:14 8:12 10:10  12:8  14:6  16:6
1

2

3

4

5

6

7

8

9

10

11

Number of contractors/contractees

C
os

t r
at

io

 

 

Bargaining
Fixed−0
Fixed−10
Fixed−20
Fixed−40
Price rate−0.1
Price rate−0.3

(c) Random match
Figure 3: contractor/contractee ratio and cost ratio

3. EFFICIENCY IN MULTI-PLAYER GAMES
Now we consider more realistic bargaining scenarios where there

are multiple agents which have incomplete information about oth-
ers. Each contractor has one task to finish and has a cost associated
with the task. Each contractee has no task initially and also has a
cost to handle a task. A contractor can either complete its task by
itself or contract out its task to a contractee. As in [2], we use a se-
quential protocol in which only one contractor and one contractee
negotiate in each round and the contractor makes the proposal.

For each type of agents, we developed two kinds of agents: my-
opic and partially lookahead. A myopic contractee accepts an offer
if and only if it can gain some immediate payoff by accepting the
offer. A myopic contractor b gradually increases its offering price
when it fails to make a contract. b decides the penalty consid-
ering the offering price: the lower price, the higher the penalty. A
lookahead bargaining strategy based on 1) the competition between
contractors and contractees, and 2) agents’ multiple opportunities
to make a contract. b will search all possible values of ρ and q to
find out the best offer.

Table 1: Average cost ratios
Strategy All Myopic All Lookahead Random match

Bargaining 2.161 3.109 2.775

Fixed penalty-0 3.837 3.844 3.778

Fixed penalty-10 2.618 3.573 3.252

Fixed penalty-20 2.529 3.573 3.262

Fixed penalty-40 2.653 3.627 3.357

Price rate-0.1 3.355 3.573 3.518

Price rate-0.3 2.541 3.547 3.174
After each experiment, we measure the ratio of the social welfare

of the solution obtained through negotiation to the optimal social
welfare. The average cost ratio for all instances is calculated for
each setting. The lower cost ratio, the better.

Observation 1: Table 1 summarizes the average cost ratios in
all settings when the contractor/contractee ratio is within the range
[1/3, 3]. We found that on average, negotiating over penalty achieved

lower cost ratio as compared with exogenous methods for setting
penalties, no matter which strategies were used by agents. Further-
more, when the decommitment penalty is 0, the cost ratio is higher
than any other exogenous methods for setting penalties.

The cost ratio when all agents use a myopic strategy is lower than
the cost ratio when agents use a lookahead strategy or randomly de-
termine choose a lookahead strategy or a myopic strategy (random
match). Furthermore, agents with random strategies achieved lower
cost ratio than agents with lookahead strategies.

Observation 2: Fig. 2 shows the cost ratio with different num-
ber of contractors when the number of contractors are equal to the
number of contractees. In all the settings, negotiating over penalty
achieved lower cost ratio as compared with exogenous methods for
setting penalties. It’s observed that the cost ratio increases with the
increase of number of agents.

Observation 3: It can be observed from Fig. 3 that with differ-
ent contractor/contractee ratios, negotiating over penalty achieved
lower cost ratio as compared with exogenous methods for setting
penalties. The cost ratio decreases with the increase of contrac-
tor/contractee ratio when the contractor/contractee ratio is low. How-
ever, the cost ratio increases with the increase of contractor/contractee
ratio when the contractor/contractee ratio is higher than 1.
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ABSTRACT
In the problem of multiagent patrol, a team of agents is re-
quired to repeatedly visit a target area in order to monitor
possible changes in state. The growing popularity of this
problem comes mainly from its immediate applicability to
a wide variety of domains. In this paper we concentrate on
frequency-based patrol, in which the agents’ goal is to op-
timize a frequency criterion, namely, minimizing the time
between visits to a set of interest points. In situations with
varying environmental conditions, the influence of changes
in the conditions on the cost of travel may be immense. For
example, in marine environments, the travel time of ships
depends on parameters such as wind, water currents, and
waves. Such environments raise the need to consider a new
multiagent patrol strategy which divides the given area into
regions in which more than one agent is active, for improv-
ing frequency. We prove that in general graphs this problem
is intractable, therefore we focus on simplified (yet realistic)
cyclic graphs with possible inner edges. Although the prob-
lem remains generally intractable in such graphs, we provide
a heuristic algorithm that is shown to significantly improve
point-visit frequency compared to other patrol strategies.

Categories and Subject Descriptors
I.2.9 [Robotics]: Autonomous vehicles

General Terms
Algorithms, Experimentation

Keywords
Robot Teams, Multi-Robot Systems, Robot Coordination,
Robot planning, Agent Cooperation

1. INTRODUCTION
In the problem of multiagent patrol, a team of agents is

required to repeatedly visit a set of points in order to mon-
itor possible changes in state. The growing popularity of
this problem (e.g. [3, 4, 1]) comes mainly from its immedi-
ate applicability to a wide variety of domains. The points
Cite as: Ship Patrol: Multiagent Patrol under Complex Environmen-
tal Conditions (Extended Abstract), Noa Agmon, Daniel Urieli and Peter
Stone, Proc. of 10th Int. Conf. on Autonomous Agents and
Multiagent Systems – Innovative Applications Track (AA-
MAS 2011), Tumer, Yolum, Sonenberg and Stone (eds.), May, 2–6, 2011,
Taipei, Taiwan, pp. 1103-1104.
Copyright c⃝ 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

may either be in a discrete environment, a continuous 1-
dimensional environment (along a line), or a continuous 2-
dimensional environment (inside an area).1

In this paper we focus on the continuous 2-dimensional
frequency-based multiagent patrol problem, with discrete
points of interest, in complex environmental conditions. In
this problem, we are given a graph G = (V, E), and we
need to define patrol paths for a team of k agents that will
minimize the maximal time some vertex of the graph is left
unvisited. The complexity of the environment is expressed
via the cost of travel between each pair of vertices of the
graph. Consider, for example, the problem of ship patrol,
i.e., patrol by agents (ships) in marine environments.

Current strategies for multiagent patrol offer, roughly, two
alternatives for agents’ patrol paths. The first strategy, de-
noted herein as SingleCycle, is to create one simple cyclic
path that travels through the entire area (graph), and to
let all agents patrol along this cyclic path while maintaining
uniform distance between them (e.g. [4, 3]). The second
strategy, denoted herein by UniPartition, is to partition the
area into k distinct subareas, where each agent patrols inside
one area (e.g. [3]). Finding an optimal solution in both cases
might be intractable, thus existing solutions concentrate on
either simplified scenarios or offer heuristic solutions.

We suggest a third, more general strategy, denoted by
MultiPartition, in which the graph is divided into m sub-
graphs, m ≤ k, such that a subteam of agents jointly pa-
trol in each subgraph. We define the problem of finding k
(possibly overlapping) paths for the agents such that the
maximal time between any two visits at a vertex is mini-
mized, and show that the problem is NP-Hard. We there-
fore investigate the problem on a special family of graphs,
which are cyclic graphs with non intersecting shortcuts (di-
agonals), called outerplanar graphs [2]. Unfortunately, the
time complexity of the general problem of finding an opti-
mal MultiPartition strategy even in such graphs appears to
be intractable as well.

We therefore suggest a heuristic algorithm for finding a
partition of the graph into disjoint cycles in the outerpla-
nar marine environment, and a partition of the k agents
among those cycles. The evaluation of the algorithm in
our custom-developed ship simulator, UTSeaSim, that was
designed to realistically model ship movement constraints
in marine environments, shows that the heuristic algorithm
performs better compared to existing strategies.

1Of course higher dimensions are also possible.
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2. BACKGROUND AND MOTIVATION
The problem of multiagent patrol has become a canonical

problem in multiagent (and specifically multi-robot) systems
in the past several years. As such, we have decided to inves-
tigate this problem in the realistic ship simulation we have
designed in our lab, UTSeaSim.

The general problem defined in graph environments re-
quires a team of k agents to repeatedly visit all N nodes of
the given graph while minimizing the longest time a node
has remained unvisited by some robot. Generally, the solu-
tions that exist in the literature for defining optimal patrol
paths for a team of robots, can be roughly divided into two
types: SingleCycle and UniPartition strategies, which con-
sider the entire cyclic path, or divide thearea into k regions,
each covered by one agent (respectively).

When looking at the example described in Figure 1 for
three ships, we can see that there exists another strategy:
Letting one ship patrol in one cycle (here points p3, p4, p5, p6),
and the other two ships can jointly patrol in one cycle (points
p1, p2, p7, p8, p9, p10). We denote this strategy MultiPartition,
i.e., a partition into areas in which more than one agent
can patrol in each area. In this example, the worst idle-
ness when the sea conditions were calm (no winds or cur-
rents) was 651, 786 and 614 for the SingleCycle, UniPartition
and MultiPartition strategies (respectively). When we in-
troduced currents to the system, the advantage of using
the MultiPartition strategy became more evident: the worst
idleness results were 795, 792 and 613 seconds using the
SingleCycle, UniPartition and MultiPartition strategies (re-
spectively).

This example, along with other similar phenomena we
have viewed in our simulator, motivated us to redefine the
problem of multiagent patrol in a more general form, the
MultiPartition strategy, and investigate possible solution to
the problem in circular environments, but with additional
shortcuts between the points of interest.

Figure 1: An example of a scenario handled by the simu-

lator. The circles represent the points of interest (nodes

of the graph), and the drop shapes are the ships. The

large grey shapes are obstacles, and the drawn arrows

indicate the direction of the water current.

3. PROBLEM DEFINITION AND COMPLEX-
ITY

Definition: Multiagent Graph Patrol (MGP)
Given a graph G = (V, E, C) where |V | = N , and ∀(vi, vj) ∈
E, cij ∈ C is the associated cost of the edge, an integer
k < N denoting the number of agents and a desired max-
imal worst idleness criteria f , is there a division of V into
m ≤ k cyclic paths V1, V2, . . . , Vm (not necessarily simple),

each assigned with ki agents such that all ki agents visit all
vertices in Vi and

∑m
i=1 km = k, such that the worst idleness

wf(G) is at most f?

Theorem 1. The MGP problem is NP complete for gen-
eral k.

The multiagent patrol problem in outerplanar graphs
Motivated by the problem of multi-robot perimeter patrol
(e.g. [1]), we examine the MCGP problem in circular en-
vironments. However, we would like to add more realistic
considerations to the environment, namely adding possible
shortcuts between vertices that pass inside the circle. To
avoid possible intersections by agents that travel along the
edges, we require the inner edges not to intersect one an-
other. The resulting graph is planar, and moreover, it is a
biconnected outerplanar graph [2], i.e., it is a planar graph
that is cyclic, and there are no nodes that are inside the cycle
(all nodes in the graph are on the same outer face). In the
family of outerplanar graphs, several hard problems become
very easy to solve. For example finding a Hamiltonian cycle
is done in linear time, as the only possible simple cycle that
visits all nodes in the graph is the external cycle. Therefore
also finding the optimal SingleCycle strategy is done in linear
time, as the solution is unique.

Unfortunately, solving the MGP problem in such graphs
is intractable is well. We therefore offer a heuristic algo-
rithm, HeuristicDivide, for solving the problem. Algorithm
HeuristicDivide works as follows. First, it examines all pos-
sible division of the given cycle into two or three cycles. If
there exists one or more division that decreases the worst
idleness (increases the frequency of visits), it chooses the
best one. For each cycle of the best division, it runs the
same procedure recursively.

We evaluated algorithm HeuristicDivide in our simulator,
UTSeaSim, in two scenarios. In both we have shown that
the algorithm performs better than existing SingleCycle and
UniPartition strategies (the latter was computable only in
small environments).

4. FUTURE WORK
Several points are left as future work. First, we would like

to consider the problem of multiagent patrol in prioritized
environments, i.e., where vertices of the graph should be
visited with different frequencies. Second, we would like
to add more learning methods for determining the cost of
travel, especially in prioritized environments. We would also
like to examine the possibility of generalizing our heuristic
solution to general graphs.
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1. RESEARCH SUMMARY
Recently, an evolutionary model of Lenient Q-learning (LQ)has

been proposed, providing theoretical guarantees of convergence to
the global optimum in cooperative multi-agent learning. However,
experiments reveal discrepancies between the predicted dynam-
ics of the evolutionary model and the actual learning behavior of
the Lenient Q-learning algorithm, which undermines its theoreti-
cal foundation. Moreover it turns out that the predicted behavior
of the model is more desirable than the observed behavior of the
algorithm. We propose the variant Lenient Frequency Adjusted Q-
learning (LFAQ) which inherits the theoretical guaranteesand re-
solves this issue.

The advantages of LFAQ are demonstrated by comparing the
evolutionary dynamics of lenient vs non-lenient FrequencyAd-
justed Q-learning. In addition, we analyze the behavior, conver-
gence properties and performance of these two learning algorithms
empirically. The algorithms are evaluated in the Battle of the Sexes
(BoS) and the Stag Hunt (SH), while compensating for intrinsic
learning speed differences. Significant deviations arise from the in-
troduction of leniency, leading to profound performance gains in
coordination games against both lenient and non-lenient learners.

1.1 Games and Learning
Reinforcement learning (RL) tries to maximize the numerical

reward signal received from the environment as feedback on per-
formed actions. This paper considers single-state RL. Eachtime
step the agent performs an actioni upon which it receives a reward
ri ∈ [0, 1]. Based on this reward the agent updates its policy which
is defined as a probability distributionx over its actions, wherexi

denotes the probability of selecting actioni. The environment will
be given by the following games, where the first player chooses
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row i, and the second player chooses columnj, and their payoff
is given by the first and second entry of the matrix position(i, j)
respectively.
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Battle of the Sexes Stag Hunt

A classical benchmark reinforcement learning algorithm issingle-
state Q-learning [6], which uses the action-value update

Qi(t + 1)← Qi(t) + α[ri(t + 1) + γ max
j

Qj(t)−Qi(t)]

to refine its reward estimationQ for the taken actioni at each time
stept; α controls the learning step size, andγ discounts future re-
wards. After each update ofQ, the new policy is derived using the
Boltzmann exploration mechanism that converts the action-value
functionQ to the probability distributionx:

xi =
eQi/τ

∑

j eQj/τ

It has been shown that leniency, i.e., forgiving initial mis-
coordination, can greatly improve the accuracy of an agent’s reward
estimation in the beginning of the learning process [4]. It thereby
overcomes the problem that initial mis-coordination mightlead to
suboptimal solutions in the long run. Leniency towards others can
be achieved by having the agent collectκ rewards for a single ac-
tion before updating the value of this action based on the highest of
thoseκ rewards [4].

The evolutionary model of LQ that delivers the theoretical guar-
antees is based on the evolutionary model of Q-learning, which was
derived under the assumption that all actions are updated equally
often [5]. However, the action-values in Q-learning are updated
asynchronously: the value of an action is only updated when it is se-
lected. Furthermore, the evolutionary model predicts morerational
behavior than the Q-learning algorithm actually exhibits,and there-
fore [3] introduce the variation Frequency Adjusted Q-learning
(FAQ) that simulates synchronous updates by weighting the action-
value update inversely proportional to the action-selection proba-
bility:

Qi(t + 1)← Qi(t) +
1

xi
α

[

r(t + 1) + γ max
j

Qj(t)−Qi(t)

]

This paper proposes the Lenient Frequency Adjusted Q-learning
(LFAQ) algorithm that combines the improvements of FAQ and Le-
nient Q-learning. The action-value update rule of LFAQ is equal to
that of FAQ; the difference is that the lenient version collectsκ re-
wards before updating its Q-values based on the highest of those
rewards. An elaborate explanation of this algorithm can be found
in [2].
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2. EXPERIMENTS AND RESULTS
This section provides a validation of the proposed LFAQ algo-

rithm, as well as an empirical comparison to non-lenient FAQ. A
more elaborate evaluation of the performance of lenient vs.non-
lenient learning algorithms can be found in [1].

Figure 1 presents an overview of the behavior of Lenient Q-
learning and Lenient FAQ-learning in the Stag Hunt. The action-
selection probability of both players’ first action is plotted. The
figure shows different initialization settings for the Q-values: pes-
simistic (left), neutral (center) and optimistic (right).The arrows
represent the directional field plot of the lenient evolutionary
model; the lines follow learning traces of the algorithm. These re-
sults show that the behavior of LQ deviates considerably from the
evolutionary model, and depends on the initialization. LFAQ on the
other hand is robust to different initialization values, and follows
the evolutionary model precisely.
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Figure 1: Validating LFAQ-learning.

Figure 2 shows the policy trajectories of FAQ, LFAQ, and a com-
bination of both in Battle of the Sexes and the Stag Hunt. In BoS,
LFAQ provides a clear advantage against non-lenient FAQ, indi-
cated by a larger basin of attraction for its preferred equilibrium
at (0, 0). In SH, LFAQ outperforms FAQ also in self-play, with a
larger basin of attraction for the global optimum at(1, 1).

Finally, Figure 3 shows the average reward over time for FAQ
(solid), LFAQ (dotted), FAQ mixed (dashed), and LFAQ mixed
(dash-dot). Again, LFAQ has the advantage by achieving either a
higher or similar average reward than FAQ.

3. CONCLUSION
The proposed LFAQ algorithm combines insights from FAQ [3]

and LQ [4] and inherits the theoretical advantages of both. Empiri-
cal comparisons confirm that the LFAQ algorithm is consistent with
the evolutionary model derived by [4], whereas the LQ algorithm
may deviate considerably. Furthermore, the behavior of LFAQ is
independent of the initialization of the Q-values. In general, LFAQ
performs at least as well as non-lenient learning in coordination
games. As such, leniency is the preferable and safe choice incoop-
erative multi-agent learning.
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ABSTRACT
A defining characteristic of intelligent software agents is their abil-
ity to flexibly and reliably pursue goals, and many modern agent
platforms provide some form of goal construct. However, these
platforms are surprisingly naive in their handling of interactions
between goals. Whilst previous work has provided mechanisms to
identify and react appropriately to various sorts of interactions, it
has not provided a framework for reasoning about goal interactions
that is generic, extensible, formally described, and that covers a
range of interaction types.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial Intelligence—
Intelligent agents, languages and structures; I.2.5 [Artificial In-
telligence]: Programming Languages and Software; F.3.3 [Logics
and Meaning of Programs]: Studies of Program Constructs; D.3.3
[Programming Languages]: Language Constructs and Features

General Terms
Theory, Languages

Keywords
Agent Programming, Goals, Formal Semantics

1. INTRODUCTION
One of the defining characteristics of intelligent software agents

is their ability to flexibly and reliably pursue goals, and many mod-
ern agent platforms provide some form of goal construct. However,
these platforms are surprisingly naive in their handling of interac-
tions between goals. Platforms such as Jason, JACK, 2APL and
many others don’t make any attempt to detect interactions between
goals. There has been work on providing means for an agent to
detect various forms of interaction between its goals, such as re-
source contention [3], and interactions involving logical conditions
(e.g. [2]). However, this strand of work has not integrated the

∗This work was partly done while the author was employed by
RMIT University.
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various forms of reasoning into a single framework: each form of
interaction is treated separately1.

This paper reports on a framework for extending BDI platforms
with the ability to reason about interactions between goals. The
framework improves on previous work by being generic, i.e. can
be customised to provide the reasoning that is needed for the ap-
plication at hand; presented formally, and hence precisely, avoid-
ing the ambiguity of natural language; and that integrates different
reasoning types into one framework. Due to length constraints, this
presentation will be informal and example-driven. Formal details
are available upon request.

Our running example is a (very!) simple Mars rover that per-
forms a range of experiments at different locations. The first plan
below for performing an experiment of type X at location L firstly
moves to the appropriate location L, then collects a sample (samp)
using the appropriate measuring apparatus.

trigger context condition plan body
exp(L,X) : ¬locn(L) ← goto(L) ; samp(X)
exp(L,X) : locn(L) ← samp(X)

We assume for simplicity of exposition that goto(L), and samp(X)
are primitive actions, but they could also be defined as events that
trigger further plans. The action goto(L) has precondition¬locn(L)
and add set {locn(L)} and delete set {locn(x)}where x is the cur-
rent location.

The sorts of interactions that we want to be able to reason about
include resource and condition interactions.

Goals may have resource requirements, including both reusable
resources such as communication channels, and consumable re-
sources such as fuel or money. Given a number of goals it is pos-
sible that their combined resource requirements exceed the avail-
able resources. In this case the agent should realise this, and only
commit to pursuing some of its goals or, for reusable resources,
schedule the goals so as to use the resources appropriately (if pos-
sible). Furthermore, should there be a change in either the available
resources or the estimated resource requirements of its goals, the
agent should be able to respond by reconsidering its commitments.
For example, if a Mars rover updates its estimate of the fuel re-
quired to visit a site of interest (it may have found a shorter route),
then the rover should consider whether any of its suspended goals
may be reactivated.

Goals affect the state of the agent and of its environment, and
may also at various points require certain properties of the agent
and/or its environment. An agent should be aware of interactions
between goals such as after moving to a location in order to perform

1Recent work [1] does integrate a range of interaction reasoning
mechanisms, but does so indirectly, by translation to Petri nets,
which has issues such as traceability.
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some experiment, avoid moving elsewhere until the experiment has
been completed; or if two goals involve being at the same location,
schedule them so as to avoid travelling to the location twice.

2. REASONING ABOUT INTERACTIONS
We provide reasoning about interactions between goals by:

1. Extending the language to allow goal requirements (resources,
conditions to be maintained etc.) to be specified (Section 2.1).

2. Providing a mechanism to aggregate and propagate these
requirements (Section 2.2).

3. Defining new conditions that can be used to respond to de-
tected goal interactions (Section 2.3).

2.1 Specifying Requirements
We extend the language with a construct τ(π,R) which indicates

that the plan π is tagged (“τ”) with requirements R, where R is a
pair of two sets, 〈L,U〉, representing a lower and upper bound (we
abbreviate 〈X,X〉 to X). Each set contains resource requirements
such as in(c) where c is a condition that must be true during the
whole of execution (including at the start); or re(e, t, n) where e
is either r or c, denoting a reusable or consumable resource, t is
a type (e.g. fuel), and n is the required amount of the resource.
Since in some cases the requirements of a goal or plan can only be
determined in context, we provide a mechanism for dynamic tag-
ging: τ(π, f, c) where f is a function that uses the agent’s beliefs
to compute the requirements, and c is a re-computation condition.

In the Mars rover example we have the following requirements.
Firstly, goto(L) computes its requirements based on the distance
between the destination and current location: τ(goto(L), f(L), c)
where f(L) looks up the current location locn in the belief base,
and then computes the distance between it andL. Secondly, samp(X)
requires that the rover remains at the desired location, hence its
requirement is {in(locn(L))}. We thus provide requirements by
specifying the following plan body (for the first plan):
τ(goto(L), f(L), c); τ(samp(X), {in(locn(L))})

2.2 Propagating Requirements
We define a function Σ that takes a plan body and tags it with re-

quirements by propagating and aggregating the given requirements.
Returning to the Mars rover, let π = τ(goto(L), f, c); τ(samp(X),
{in(locn(L))}) then the following requirements are computed2 (if
we assume that f returns 20 for the fuel requirement of reaching L
from the starting location):

Σ(π) = T (π2;π3, {re(c, fuel , 20),

ins(locn(L)), ins(¬locn(L))})
π2 = T (goto(L), {re(c, fuel , 20), pr(¬locn(L))}, f, c)
π3 = T (samp(X), {in(locn(L))})

2.3 Responding to Interactions
The language of conditions is extended with new conditions: rok

(“resources are ok”), interfere , and culprit . The new condition
rok(G) means that there are enough resources for all of the goals
in G. The new condition interfere(g) is true if g is about to do
something that interferes with another goal. Informally, this is the

2T (π,R) denotes that R is the aggregated requirements of π. We
use ins(c) to indicate that condition c is required at some unspec-
ified period during execution, and pr(c) denotes that c is a pre-
condition, i.e. required to be true at the start of execution.

case if one of the actions that g may do next has an effect that is in-
consistent with another (active) goal’s in-condition. The condition
culprit(g) is true iff the goal g is responsible for a lack of sufficient
resources, i.e. if removing g from G makes things better.

The language of responses is extended with new responses: !π
and PICKME. The former simply executes π (we can define syn-
chronous and asynchronous variants of this). The latter specifies
that this goal should be given priority when selecting which goal
to execute and can be used to prioritise other experiments to be
performed at the current location on Mars (details omitted).

We are now in a position to define a new goal type which uses
the conditions and responses defined, along with the underlying
infrastructure for specifying and propagating requirements, in or-
der to deal with interactions as part of the agent’s goal reasoning
process. We extend goals into interaction-aware goals by sim-
ply adding to their set of condition-response pairs the following
condition-response pairs3:

I = {〈culprit , SUSPENDED〉, 〈notculprit ,ACTIVE〉,
〈interfere, SUSPENDED〉, 〈¬interfere,ACTIVE〉}

We now consider how the different forms of reasoning discussed
at the outset can be supported by interaction-aware goals.

Scenario 1: A lack of resources causes a goal to be suspended,
and, when resources are sufficient, resumed. Since the goals are
interaction-aware, suspension and resumption will occur as a result
of the conditions-responses in I. Since updates are performed one
at a time, this will only suspend as many goals as are needed to
resolve the resource issue. If further resources are obtained, then
the suspended goals will be re-activated by 〈notculprit ,ACTIVE〉.

Scenario 2: Once the Mars rover has moved to a location to
perform an experiment, the requirement of the plan (see π3 in Sec-
tion 2.2) is in(locn(L)), and therefore it avoids moving again until
the sampling at L has completed. Should another goal g′ get to the
point of being about to goto(L′), then this next action interferes
with the in-condition, and g′ will then be suspended, preventing
the execution of goto(L′). Once the first goal has concluded the
experiment, then it no longer has locn(L) as an in-condition, and
at this point g′ will be re-activated (〈¬interfere, ACTIVE〉).
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ABSTRACT
Institutions offer the promise of a means to govern open systems, in
particular, open multi-agent systems. Research in logics and their
derived tools now support the specification, verification and enact-
ment of institutions (or organizations, depending on the terminol-
ogy of the tool). Most effort to date has tended to focus on the static
properties of institutions, such as whether a particular state of af-
fairs is reachable or not from a given set of initial conditions. Such
models are useful in forcing the designer to state their intentions
precisely, and for testing (static) properties. We call this off-line
reasoning. We identify two problems in the direct utilization of
off-line models in the governance of live systems: (i) static model
artefacts that are typically aspects of agent behaviour in the dy-
namic model (ii) over-specification of constraints on actions, lead-
ing to undue limitation of agent autonomy. Agents need to be able
to query an institution for (dynamic) properties. We call this on-
line reasoning. In this paper we present a methodology to extract
the on-line specification from an off-line one and use it to support
BDI agents to realize a norm-governed multi-agent system.

Categories and Subject Descriptors
I.6 [Simulation and Modeling]: Applications; I.2.11 [Distributed
Artificial Intelligence]: Intelligent Agents

General Terms
Theory,Verification,Algorithms

Keywords
institutions, simulation, belief-desire-intention, agents

Introduction The motivation for this work derives from the con-
struction of a simulation to evaluate a possible future development
for mobile phone networks, in which mobiles dynamically con-
struct ad-hoc wireless grids with the objective of achieving (i) faster
download times by splitting content into parts, downloading a sub-
set using 3G and acquiring the rest from nearby phones using wifi
(ii) reducing power consumption by trading off high-cost 3G com-
munication for low-cost wifi communication [3]. In planning the
simulation, rather than using the conventional marionette approach
of agent-based simulation, we chose to explore the idea of using
a social institution to guide and inform agent actions. Given the
Cite as: On-line reasoning for institutionally-situated BDI agents,
T. Balke, M. De Vos, J. Padget and D. Traskas, Proc. of 10th Int. Conf. on
Autonomous Agents and Multiagent Systems (AAMAS 2011), Tumer,
Yolum, Sonenberg and Stone (eds.), May, 2–6, 2011, Taipei, Taiwan, pp.
1109-1110.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

event-based nature of the simulation, we adopted the formal ap-
proach to institutional modelling described in [2]. Using its do-
main specific modelling language InstAL , and its a complementary
computational model, realized through Answer Set Programming
(ASP), agents are provided with information about the institutional
state. At the same time, we also needed a suitable agent architec-
ture, with a programming model that would fit the requirements for
both being able to process institutional events and taking a goal-
driven approach to the tasks to be fulfilled in the simulation. We
chose the BDI architecture as implemented in Jason [1].

We address the institutional modelling task in two phases: (i) Off-
line: where we built an institutional model of the wireless grid
concept to evaluate whether it makes sense to pursue the idea at
all. This model hard-codes simplifications of the environment in
which the agents interact. (ii) On-line: created by stripping the off-
line model of everything except normative information and domain
facts. It provides the BDI agents in the simulation with a kind of
oracle, that can respond to queries both about the current state and
the normative consequences of actions.

The experience gained during the development of this simulation
has lead to the main contribution of this paper: a methodology for
developing off- and on-line institutional models—that is, models
that play a key part in developing and running either an application
or, as in our case, a simulation, in expressing the rules of gover-
nance for an open system. In that respect, the simulation and its
results are tangential to the present focus, which is normative de-
sign and making such models accessible to agents.

Norm Governed Systems We have two motivations in choosing
a norm-governed approach: (i) flexibility: by changing the institu-
tional model, it is possible to influence agent behaviour, without
modifying individuals—assuming a suitable goal-driven agent im-
plementation (ii) realism: in this scenario, as in those foreseen for
multi-agent systems, we cannot either predict or control with total
certainty the behaviour of agents, but it is hoped that social insti-
tutions can provide functions similar to those found in the physical
world, thus it is important to be able to test the potential impact of
institutional control on suitably adapted agents.

Off- vs. On-line Most research to date on institutional modelling
and reasoning focusses on the static properties of institutions. A
model is used, for example, to determine whether a particular state
of affairs is reachable or not from a given set of initial conditions.
As such it can be used to design and verify properties of protocols
and the effectiveness of sanctions. In our grid scenario, the off-
line model was used as a prototype to demonstrate that normative
reasoning can be beneficial to the individual agents.

The off-line model is an abstraction of a possible running system
and cannot take into account participants’ reasoning capabilities as
some of the participants might not be norm-aware or even be irra-
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tional. In the off-line model, it should be possible for participants
to download the same chunk over and over again, while in real-
ity this would be a waste of battery power. The model also does
not have access to the information available in a running system so
might have to manufacture some such information for itself. In the
grid example this means that the off-line model has to keep track
of which channels are in use at any given time in order to prevent
simultaneous downloads on the channel. This also implies it has
to monitor the duration of the download. The same is true for the
sending and receiving of the chunks. In a running system this is
taken care of by the system and its components (such as the base-
stations) or the physical limitations of the devices.

The modelling of such extra details in the off-line model forces
the designer to be very precise about his or her intentions, ulti-
mately leading to better normative specifications.

For a given normative system, both the off-line and on-line model
should have the same normative intentions, making the off-line
model a good starting point for the development of the on-line one.
A first step is to remove rules and conditions that deal with simu-
lating a running system. The on-line model is only there to monitor
normative behaviour not the system’s behaviour. It only monitors
the external events resulting from agent actions, however, it does
not predetermine all agent behaviour.

The Off-line Model In neither model are we concerned with the
technicalities of the negotiation phase—any off-the-shelf protocol
could be employed—as long as the post-condition is satisfied: that
each chunk is assigned to exactly one handset and that each handset
is assigned the same number of chunks.

The results received from this off-line model verify that when
agents follow the norms the entire community benefits, except when
norms are breached at the end of the interaction as enforcement
have no longer an effect. However, this might not cause problems
when participants never meet again, penalties can always be ap-
plied at the next encounter. This information gives us sufficient
reassurance to implement the protocol in our energy-saving simula-
tion where handsets might engage in several sharing contracts over
a period of time and past information can be used against them and
propagated in the network.

The On-line Model When moving to an on-line model we no longer
need to be concerned with modelling system data. In a running
system, the sole purpose of the normative component is to monitor
agents’ actions and verify whether they were allowed or not from
a normative perspective. Concretely for our example this means
that our model should not concern itself with any restriction from
a technical perspective, i.e. whether a mobile phone is technically
capable to send or receive chunks.

In contrast to the off-line model, in which the chunk attribution
to agents (i.e. the initial configuration of the agent/chunk/chan-
nel combinations) is pre-determined, in the on-line model this is
decided by the agents themselves. So a dynamic normative spec-
ification consists of two parts: a static part that is independent of
the participating handsets and contains the general norms for coop-
eration; and a dynamic part which is determined at run-time with
handsets form sharing coalitions.

Monitoring On-line State For maintaining the institutional state
in our running system we introduce a special type of agent or en-
tity: the Governor. When created it is given the static part of the
on-line model. When our agents agree to collaborate they create a
contract specifying the agents involved and who is responsible for
downloading with chunks from the base-station This information
is then turned into a custom dynamic instantiation of the institu-
tion. Whenever an action takes place that affects the contract, the

Governor is informed who then updates the normative state for that
particular contract using the current state of contract as the initial
state.

The agents involved with the contract can then pose queries to
the Governor regarding the state and possible consequences of cer-
tain actions, such as (i) what norms affect my current situation,
(ii) is a specific norm X true (i.e. valid) in the current situation,
or more specifically, (iii) given the current situation, following the
norms, am I allowed to execute action Y? In terms of the on-line
reasoning model these questions query the properties of fluents at
the current state.If this is the case, the action is permitted, other-
wise, the agent does not have permission to perform the action,
however it can choose to act in contravention of the norm.

Another class of questions are exemplified by “What is going to
happen if I take action Y (e.g. download chunk x1 from channel
1)”? In terms of the normative framework this question is exe-
cuted almost like the normal processing of an “exogenous event”
(i.e. agent action) described earlier. Thus, the current state is used
as initially part of the dynamic InstAL-specifications and InstAL is
run with the new query-event as input over one time-step.The an-
swer set solver returns a trace containing the queried event which
is passed to the agent that has asked the query. However, in con-
trast to the normal handling of exogenous events, the results of the
query are not stored in the associated contract, i.e. no new state is
created.

A third class of questions that can be answered concern the fu-
ture, such as: (i) What would happen if a series of actions (e.g.
actions A,B,C and D) take place?, or (ii) Is it possible to end in
state Y (e.g. being cheated on) from here within n timesteps? If
the result is an answer set, the query is true, otherwise it is false.

BDI Agents and Institutions For the implementation of the online
reasoning we use the Jason platform [1], a Java-based interpreter
for an extended version of AgentSpeak. We linked it to the institu-
tional model and answer set solver using system calls. Agents can
query the Governor about the current state of the institution (flu-
ents), about existing norms as well as potential results of actions.
This is done whenever the current step of the agent’s reasoning cy-
cle requires perceptions and as a result, an update of the agent’s
belief base takes place; i.e. the agent stores the percepts in its be-
lief base and can use them for reasoning from that point onward.
Based on its internal reasoning, an agent will perform actions in
the MAS. These actions are registered in the environment and re-
sult in exogenous events, about which the governor is informed,
and which may trigger institutional events in a direct reflection of
the counts-as principle and thereby change the state of the institu-
tion.

Conclusions In this paper we demonstrated that social institutions
can be used in running multi-agent systems. To do so, the tradi-
tional off-line model allowing for verifying static properties of the
modelled system can be reduced to a more compact on-line model
that just contains normative information and relevant domain flu-
ents and permission related sanctions.
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ABSTRACT
There has been significant recent interest in computing good
strategies for large games. Most prior work involves com-
puting an approximate equilibrium strategy in a smaller ab-
stract game, then playing this strategy in the full game. In
this paper, we present a modification of this approach that
works by constructing a deterministic strategy in the full
game from the solution to the abstract game; we refer to
this procedure as purification. We show that purification,
and its generalization which we call thresholding, lead to
significantly stronger play than the standard approach in a
wide variety of experimental domains. One can view these
approaches as ways of achieving robustness against one’s
own lossy abstraction.

Categories and Subject Descriptors
I.2 [Computing Methodologies]: Artificial Intelligence

General Terms
Algorithms, Economics

Keywords
Game theory

1. INTRODUCTION
Significant work has been done in recent years on comput-

ing game-theory-based strategies in large games; this work
typically follows a three-step approach. In the first step,
an abstraction algorithm is run on the original game G to
construct a smaller game G′ which is strategically similar to
G [1, 3]. Next, an equilibrium-finding algorithm is run on
G′ to compute an ε-equilibrium σ′ [2, 7]. Finally, a reverse
mapping is applied to σ′ to compute an approximate equi-
librium σ in the full game G [4, 5]. Almost all prior work has
used the trivial reverse mapping, in which σ is the straight-
forward projection of σ′ into G. In other words, once the

∗This material is based upon work supported by the Na-
tional Science Foundation under IIS grants 0905390 and
0964579. We also acknowledge Intel Corporation and IBM
for their machine gifts.
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abstract game is solved, its solution is just played directly
in the full game. In this paper, we show that applying a non-
trivial reverse mapping can lead to significant performance
improvements — even in games where the trivial mapping
is possible.

2. THRESHOLDING AND PURIFICATION
Let τ be a mixed strategy for a player in a strategic-form

game, and let S = arg maxj τj , where j ranges over all of
the player’s pure strategies. Then we define the purification
pur(τ) of τ as follows:

pur(τ)j =

{
0 : j /∈ S
1
|S| : j ∈ S

Informally, this says that if τ plays a single pure strategy
with highest probability, then the purification will play that
strategy with probability 1. If there is a tie between several
pure strategies of the maximum probability played under
τ, then the purification will randomize equally between all
maximal such strategies. Thus the purification will usu-
ally be a pure strategy, and will only be a mixed strategy
in degenerate special cases when several pure strategies are
played with identical probabilities.

Purification can sometimes seem quite extreme; for ex-
ample, if τ plays action a with probability 0.51 and action b
with probability 0.49, then pur(τ) will never play b. Maybe
we would like to be a bit more conservative, and only set
a probability to 0 if it is below some threshold ε, then nor-
malize the probabilities. We refer to this new algorithm
as thresholding. One intuitive interpretation of threshold-
ing is that actions with probability below ε were just given
positive probability due to noise from the abstraction (or
because an anytime equilibrium-finding algorithm had not
yet taken those probabilities all the way to zero), and really
should not be played in the full game.

3. RANDOM MATRIX GAMES
The first set of experiments we conducted to demonstrate

the power of purification was on random matrix games. We
studied two-player zero-sum games with three actions per
player and payoffs for the row player drawn uniformly at
random from [0,1]. The payoffs for the column player are
1 minus the row player’s payoff, so for each strategy profile
the payoffs sum to 1.

We repeatedly generated random games and analyzed them
using the following procedure. First, we computed an equi-
librium of the full 3 × 3 game Σ; denote this strategy pro-
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file by σF . Next, we constructed an abstraction Σ′ of Σ
by ignoring the final row and column of Σ and computed
an equilibrium σA of Σ′. We then compared u1(σA, σF ) to
u1(pur(σA), σF ).

Our experiments conclude at the 95% confidence level
that purification improves performance over the standard
abstraction approach; the average payoff for purification was
0.449 while that of abstraction was 0.4471. These results are
very surprising, since the abstractions we used were com-
pletely random and hence quite näıve.

4. LEDUC HOLD’EM
Leduc Hold’em is a small poker game that has been previ-

ously used to evaluate imperfect-information game-playing
techniques [6]. It is large enough that abstraction has a non-
trivial impact, but unlike larger games of interest it is small
enough that equilibrium solutions in the full game can be
quickly computed.

To evaluate the effects of purification in Leduc Hold’em,
we compared the performance of the 24 abstract equilibrium
strategies from [6] against a single equilibrium opponent. We
observed that purification improved the performance of the
abstract equilibrium in all but five cases. In many cases this
improvement was quite substantial. For example, prior to
purification the best abstract equilibrium strategy lost at
43.8 millibets per hand (mb/h); but after purification, 14
of the 24 strategies performed better than this strategy, the
best of which lost at only 1.86 mb/h. The strategy that
benefitted the most from purification increased its winnings
by 68%. In the instances where purification did not help,
we observed that at least one of the players used the worst
abstraction in our selection – one that does not look at its
initial card.

From these experiments, we conclude that purification
tends to improve the performance of an abstract equilib-
rium strategy against an unadaptive equilibrium opponent
in Leduc Hold’em. Experiments on thresholding had similar
results, but interestingly we observed that all the strategies
that were improved by purification obtained their maximum
performance when completely purified.

5. TEXAS HOLD’EM
In the 2010 AAAI computer poker competition, the CMU

team (Ganzfried, Gilpin, and Sandholm) submitted bots
that used both purification and thresholding in the two-
player no-limit Texas Hold’em division. Both bots use the
same abstraction and equilibrium-finding algorithms; they
differ only in their reverse-mapping algorithms. Tartanian4-
IRO (IRO) uses thresholding with a threshold of 0.15, while
Tartanian4-TBR (TBR) uses purification.

The two-player no-limit competition consisted of two sub-
competitions with different scoring rules. In the instant-
runoff scoring rule, each pair of entrants plays against each
other, and the bot with the worst head-to-head record is
eliminated. This procedure is continued until only a sin-
gle bot remains. The other scoring rule is known as to-
tal bankroll. In this competition, all entrants play against
each other and are ranked in order of their total profits.

1In order to decrease the number of samples required to
obtain statistical significance, we ignored games Σ for which
the abstraction Σ′ contained a pure strategy equilibrium, as
purification and abstraction perform identically.

While both scoring metrics serve important purposes, the
total bankroll competition is considered by many to be more
realistic, as in many real-world multiagent settings the goal
of agents is to maximize total payoffs against a variety of
opponents.

We submitted IRO to the instant-runoff competition and
TBR to the total bankroll competition; the bots finished
third and first respectively. Although the bots were scored
only with respect to the specific scoring rule and bots sub-
mitted to that scoring rule, all bots were actually played
against each other, enabling us to compare the performances
of IRO and TBR.

One observation is that TBR actually beat IRO when
they played head-to-head (at a rate of 80 milli big blinds
per hand). Furthermore, TBR performed better than IRO
against every single opponent except for one. Even in the
few matches that the bots lost, TBR lost at a lower rate
than IRO. Thus, even though TBR uses less randomization
and is perhaps more exploitable in the full game, the oppo-
nents submitted to the competition were either not trying or
not able to find successful exploitations. Additionally, TBR
would have still won the total bankroll competition even if
IRO were also submitted.

These results show that purification can in fact yield a big
gain over thresholding (with a lower threshold) even against
a wide variety of realistic opponents in very large games.

6. CONCLUSION
We presented two new reverse-mapping algorithms for

large games: purification and thresholding. Both of these
algorithms consistently improve performance over a wide
variety of domains, including random matrix games, Leduc
Hold’em, and Texas Hold’em; in fact, purification seems to
outperform thresholding in practice.
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ABSTRACT
Container terminals play a critical role in international shipping and
are under pressure to cope with increasing container traffic. The
problem of managing container terminals effectively has a number
of characteristics that suggest the use of agent technology would be
beneficial. This paper describes a joint industry-university project
which has explored the applicability of agent technology to the do-
main of container terminal management.

Categories and Subject Descriptors
H.4.2 [Information Systems Applications]: Types of Systems—
logistics; I.2.11 [Artificial Intelligence]: Distributed AI—multi-
agent systems

General Terms
Algorithms

Keywords
Container Terminal Management, Container Terminal Optimisa-
tion, Logistics

1. INTRODUCTION
A container terminal1 consists of a number of different areas.

The apron is the (limited size) area directly beside the ship. The
bulk of the container terminal is taken up with the yard where con-
tainers are stored. Quay Cranes (QCs) unload containers from the
ship to the apron, while Straddle Carriers (SCs) clear the apron by

∗Author order is alphabetical. An expanded version of this paper
can be found at http://eprints.otago.ac.nz/1057/
1The details, especially the types of machines, vary between ports.
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moving containers to the yard and stacking them. Loading is the
opposite (yard→apron→ship). Additionally, containers enter and
leave the port on trucks and trains, and these need to be served
by SCs. This process sounds simple, but is made complicated by a
range of factors and constraints. For instance SCs need to be shared
between the QCs, and also between QCs and trucks/trains. Ad-
ditionally, some containers are refrigerated (“reefers”), and these
cannot be without power for an extended period. Furthermore, the
environment is dynamic: issues may arise during operations such
as machines breaking down. Thus, container terminals’ character-
istics (distribution, cooperation, complexity, and dynamicity) make
them a natural candidate for agent-based solutions2.

The key metric for container terminal efficiency is ship turn-
around time: any delays to a ship’s schedule are bad (and may in-
volve a financial penalty to the port). Some of the decisions that the
terminal operators need to make as part of day-to-day operations
are: Where should an incoming ship dock? How should QCs be al-
located to a ship? How should SCs be allocated between QCs, yard
rearrangement operations, and trucks and trains? Where should a
given (incoming) container be placed in the yard?

This paper reports on a joint industry-university project that in-
vestigated the application of agents to container terminal optimisa-
tion. The industry partner was Jade Software Corporation, whose
portfolio of products includes Jade Master Terminal (JMT), a com-
prehensive container terminal management solution. JMT is al-
ready used in some ports which gave us the opportunity to evaluate
our system with real (but anonymised) data.

In our work we have focused on the last two questions listed
above, and have explored them in the context of an agent-based
container terminal emulation platform that we have developed.

2. AN AGENT-BASED SIMULATOR
The ContMAS3 port emulation platform consists of several types

of agents (Figure 1) and is designed to be highly configurable. It
is structured into core agents, user interface agents, administrative
2We are not the first to propose this, but space precludes a discus-
sion of related work.
3Available at http://www-stud.uni-due.de/~sehawagn/
contmas/page/index_en.html under an LGPL licence.
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Figure 1: Emulation Architecture

agents and module agents. The core agents are called Container-
HolderAgents. Those are the agents which can pick up, transport
(“hold"), store and put down containers, one for each individual
device or other actor, such as cranes, ships, straddle carriers, yard
areas or apron areas. There are several other agents in the model.
The HarbourMaster controls the set-up and events such as creation
of a new agent, e.g. for a newly arriving ship. The ControlGUIA-
gent provides the graphical interface for the human user. The Ran-
domGenerator provides random numbers or events for simulations.
Finally, ContMAS can be extended with advisors (e.g. GenAlgo,
TabuSearch) which provide advice to specific agents. We have used
advisors to integrate external (centralized) algorithms to improve
the management of straddle carriers (Section 3) and yard allocation
(Section 4). While agents can get advice, they remain autonomous,
and may ignore the advice, thus our approach can combine the ad-
vantages of a centralized and a decentralized solution.

All negotiations between the agents are carried out by means
of an extended contract net protocol: Any agent currently hold-
ing a container, e.g. a ship, initiates a call for proposals (CFP) to
other suitable agents, e.g. cranes. They respond with a REFUSE
or PROPOSE message, in the latter case containing the possible
time of pick-up. The initiating agent then decides on one of the
proposals and sends an ACCEPT message to that agent; all other
agents get a REJECT message. Through this message exchange,
the issuing agent and the determined contractor established a time
and place to meet physically to hand over the container in ques-
tion. Both agents move independently and can also negotiate with
other agents about more containers in the meantime, thus building
up a local plan. When the agreed upon time is reached, both agents
should have moved to their negotiated position and the initiating
agent issues a REQUEST to execute the appointment, i.e. to hand
over the container, which the contractor will acknowledge with an
INFORM message. At this point, the administration over the con-
tainer changes from the initiating agent to the contractor, which
can itself become an initiator and issue a CFP for the next step of
transportation, e.g. from crane to apron.

3. STRADDLE CARRIER MANAGEMENT
One of the problems that we focus on is the management of

Straddle Carriers. If Straddle Carriers are not managed well, then
Quay Cranes can be idle, waiting for containers to be provided for
loading, or for apron space to clear up so that they can unload con-

tainers from the ship.
We have developed a negotiation-based optimisation strategy4 to

allocate container moves to Straddle Carriers. The process for de-
riving a solution has two phases: initial allocation and optimisation.
In the initial allocation phase each container in turn is put up for
auction and is allocated to the machine with the cheapest bid, and
inserted into its schedule (a list of container moves with associated
source, destination, start and end times). In the optimisation phase,
we try and improve the initial allocation by repeatedly modifying
it (reallocating a container to a different position, or to a different
machine), picking the best candidate modified solution.

This process is done before machines begin performing moves,
and develops a complete scheduled plan for unloading a ship. A
strength of the approach is that should something go wrong, the
schedule can be updated to reflect necessary changes, and the allo-
cation process re-run. For example, should a Straddle Carrier break
down, the solution is updated by removing the Straddle Carrier in
question, putting its allocated container moves back into the list of
moves to be allocated, and then re-running the allocation process
to allocate these container moves to other Straddle Carriers.

We have implemented our approach for container management
using a Tabu Search framework (OpenTS5) and have evaluated it
using real real (anonymised) data from the local port, showing that
our approach is able to find solutions, and that the optimisation
phase does improve the solution.

4. YARD MANAGEMENT
Deciding where to place a container in the yard is important and

difficult. The decision can significantly affect efficiency, e.g. ex-
tra time will be needed if a container needs to be extracted from
beneath another container (“overstow”). It is complex because the
environment is dynamic and unpredictable (e.g. containers arrive
at unpredictable times, or a ship may not arrive at all).

Given a sequence of expected container moves and a representa-
tion of the current yard state, we create a population of yard allo-
cations for incoming containers, and use an evolutionary algorithm
to find a good allocation. A genome is a sequence of (container id,
yard location) genes, where each gene represents a move of a par-
ticular container to a [lane,bay,tier] location within the yard, and or-
der is significant. The fitness is calculated by simulating the moves
encoded in the genome, using a ‘Manhattan’ distance cost. We use
a mutation operator that sets the location of a random gene to a
random location in the yard, and a crossover operator that identi-
fies locations unique to the second parent, and then switches those
for the locations of a random proportion of genes in the first parent,
leaving the order of moves untouched6. This approach has been
implemented and integrated with ContMAS.

5. CONCLUSION
Overall, our conclusion is that taking an agent-based approach

has proven to be a natural choice, and we have found that the
agent paradigm supports the natural modeling of such an environ-
ment with a high level of detail and flexibility. Initial evaluation is
promising, but more extensive evaluation is still to be done.

4The description here is necessarily brief, and omits discussion of
how we deal with the various constraints that apply.
5http://www.coin-or.org/Ots
6This can result in invalid genomes, e.g. where the crossover results
in a container to be in mid-air, which are repaired by dropping mid-
air containers down the stack to a supported position.
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ABSTRACT
Recent research has demonstrated that considering local in-
teractions among agents in specific parts of the state space,
is a successful way of simplifying the multi-agent learning
process. By taking into account other agents only when
a conflict is possible, an agent can significantly reduce the
state-action space in which it learns. Current approaches,
however, consider only the immediate rewards for detecting
conflicts. This restriction is not suitable for realistic sys-
tems, where rewards can be delayed and often conflicts be-
tween agents become apparent only several time-steps after
an action has been taken.

In this paper, we contribute a reinforcement learning algo-
rithm that learns where a strategic interaction among agents
is needed, several time-steps before the conflict is reflected
by the (immediate) reward signal.

Categories and Subject Descriptors
I.2.6 [Artificial Intelligence]: Learning; I.2.11 [Artificial
Intelligence]: Distributed Artificial Intelligence—Multia-
gent systems

General Terms
Algorithms

Keywords
Reinforcement learning, coordination problems, multi-agent
learning

1. INTRODUCTION
Reinforcement Learning (RL) is an unsupervised learning

technique which allows agents to learn policies in initially
unknown, possibly stochastic, environments, steered by a
scalar reward signal they receive from the environment. This
signal can be delayed, such that agents only see the effect
of a certain action, several timesteps after the action was
performed. Using an appropriate backup diagram which
backpropagates these rewards still ensures convergence to

Cite as: Solving Delayed Coordination Problems in MAS (Extended
Abstract), Y-M. De Hauwere, P. Vrancx and A. Nowé, Proc. of 10th
Int. Conf. on Autonomous Agents and Multiagent Systems
(AAMAS 2011), Tumer, Yolum, Sonenberg and Stone (eds.), May, 2–6,
2011, Taipei, Taiwan, pp. 1115-1116.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

the optimal policy [4]. When multiple agents are present in
the environment, these guarantees no longer hold, since the
agents now experience a non-stationary environment due to
the influence of other agents [5].
Most multi-agent learning approaches alleviate the problem
by providing the agents with sufficient information about
each other. Generally this information means the state infor-
mation and selected actions of all the other agents. As such,
the state-action space becomes exponential in the number
of agents.
Recent research has illustrated that it is possible to identify
in which situations this extra state information is necessary
to obtain good policies [3, 1] or in which states agents have
to explicitely coordinate their actions [2]. These techniques
rely on sparse interactions with other agents and only use
the state information of the other agents if this is needed.
In all these techniques however, it is assumed that the need
for coordination is reflected in the immediate reward signal.
However, in RL-systems a delayed reward signal is common.
Similar, in a multi-agent environment the effect of the joint
action of the agent is often only visible several time steps in
the future.
In this paper we describe an algorithm which will determine
the influence of other agents on the total reward until ter-
mination of the learning episode. By means of statistical
test on this information it is possible to determine when
the agent should take other agents into consideration even
though this is not yet reflected by the immediate reward
signal. By augmenting the state information of the agents
in these situations to include the (local) state of the other
agents, agents can coordinate without always having to learn
in the entire joint-state joint-action space.

2. DELAYED COORDINATION PROBLEMS
The main idea behind our approach is to port the principle

of delayed rewards to the framework of sparse interactions.
If we think about mobile robots navigating in an environ-
ment, it is possible that there are some bottleneck areas,
such as small alleys where robots will only see the fact that
they had to coordinate when it is already too late, i.e. both
robots are already in the alley. A similar situation in which
coordination must occur is when the order in which agents
enter the goal is important for the reward they can earn.

2.1 FCQ-learning
The technique we describe here uses the same basic prin-
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ciples as CQ-learning [1], but has been adapted to be able
to deal with future coordination problems. This is why we
call this approach FCQ-learning, which stands for Future
Coordinating Q-learning. As for CQ-learning, the idea is
that agents learn in which of their local states they will aug-
ment there state information to incorporate the information
of other agents and use a more global system state.

The most important challenge to achieve this, is detecting
in which states, the state information must be augmented.
FCQ-learning makes use of a Kolmogorov-Smirnov test for
goodness of fit to trigger an initial sampling phase. This sta-
tistical test can determine the significance of the difference
between a given population of samples and a specified distri-
bution. We assume the agents have converged to the correct
single agent Q-values. FCQ-learning will compare the evo-
lution of the Q-values when multiple agents are present to
the values it learned when acting alone in the environment.

If a change is detected in the Q-values of a state of an
agent, it will start observing the local state information
of the other agents and start sampling the rewards it col-
lects, starting from that local state until termination of the
episode. Using these samples, the agent can perform a Fried-
mann statistical test which can identify the significance of
the difference between the different local states of the other
agents for its own local state. This principle is represented in
Figure 1. Agent 1 starts sampling the rewards until termina-
tion of the episode in local state xi based on the local state
information yi,yj and yk of Agent 2. If a significant differ-
ence is detected, the state information for xi is augmented
with the state information of agent 2 that caused this change

xi

yi yj yk

20.0 20.0

19.0

20.0

...

20.0

20.0

10.0

20.0

9.0

... ...

local state of Agent 1

} local states of Agent 2

}

collected rewards until
termination of the episode}

Figure 1: Agent 1 in local state xi is collecting re-
wards until termination of the episode based on the
local state information of agent 2.

The action selection works as follows. The agent will check
if its current local state is a state which has been augmented
to include the state information of other agents. If so, it will
check if it is actually in the augmented state. This means
that it will observe the global state to determine if it con-
tains its augmented state. If this is the case, it will condition
its action based on this augmented state information, other-
wise it can act independently using only its own local state
information.
If an agent is in a state in which it used the global state in-
formation to select an action it will update its joint Q-values
and bootstrap using the single agent Q-values. In all other
situations the normal Q-learning update rule is used.

For every augmented state a confidence value is main-
tained which indicates how certain the algorithm is that this
is indeed a state in which coordination might be beneficial.
This value is updated at every visit of the local state.

2.2 FCQ-learning with uninitialised agents
Having initialised agents beforehand who have learned the

correct Q-values to complete their task is an ideal situation,
since agents can transfer the knowledge they learned in a
single agent setting to a multi-agent setting, adapting only
their policy when they have to. This is of course not always
possible. This is why we propose a simple variant of FCQ-
learning. By collecting samples for every state-action pair at
every timestep these single agent Q-values and the KS-test
are no longer required. Despite this relaxation in the re-
quirements for the algorithm, this results in a lot more data
to run statistical tests on, most of which will be irrelevant.

3. CONCLUSION
In this paper we presented an algorithm that learns in

which states of the state space an agent needs to include
knowledge or state information about other agents in or-
der to avoid coordination problems that might occur in the
future. By means of statistical tests on the obtained re-
wards and the local state information of other agents, FCQ-
learning is capable of leaning in which states it has to aug-
ment its state information in order to select actions using
this augmented state information. We have described two
variants on this algorithm that have a different computa-
tional complexity in terms of processing power and memory
usage, due to the number of samples collected and on which
statistical tests have to be performed.
Future research will focus on exploring different coordination
techniques than merely selecting actions using more state
information, as well as applying FCQ-learning to more com-
plex multi-agent environments such as robosoccer. In such
an application, FCQ-learning can be used to adapt strate-
gies, based on the actions of the opponent team.
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ABSTRACT
This research investigates event generalisation in compu-
tational episodic memory for artificial companions. Two
studies indicated a preference of a biologically-inspired selec-
tive memory over an absolute memory companion. Conse-
quently, we present a preliminary implementation of a for-
getting mechanism that enables the companion to create
“generalised event representations” from its experiences al-
lowing the companion to learn from past encounters.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Intelligent agents

General Terms
Design, Algorithms, Experimentation, Human Factors, The-
ory

Keywords
forgetting, generalisation, user studies, episodic memory, so-
cial companions, biologically-inspired

1. INTRODUCTION
Most humans routinely forget details of their experiences

[2] although the real reason for this is unclear. One ex-
planation lies in the reconstructive nature of memory [4,
5]. Reconstruction occurs when new incoming information
is blended with existing information in memory, suggesting
that memories are altered, distorted and modified over time.
Information stored in memory is reduced through selection,
abstraction and interpretation and except under very un-
usual circumstances, memory traces representing highly typ-
ical events in a particular episode will be forgotten [4]. The
main goal of this paper is to present the findings from our re-
cent studies regarding the importance of this memory mech-
anism in social companions. We are particularly interested
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in developing a companion that can establish and maintain
long-term relationships with users. The results suggest that
there is a trend for people to prefer a companion that has
a selective memory (stores only significant information) as
compared to one with absolute memory (stores everything).
Based on these results, we have designed and implemented a
human-like computational memory for our companion that
incorporates forgetting through generalisation mechanism.

2. USER PREFERENCES STUDIES
In the first study, 64 participants were asked to imagine

living with a robot companion for a period of six months.
Subjects were presented with descriptions of companions
with varying specifications where the attribute memory en-
compassed the specifications“permanent, not erasable”(saves
information permanently), “permanent, but erasable” (saves
information permanently with a ‘reset’ function to clear the
memory) and “biological” (saves information permanently,
but an algorithm is implemented to simulate human-like
forgetting). Results from a multivariate analysis showed
that the“biological”version was preferred over the other two
memory structures, even though implementing a permanent
memory structure intuitively might appear more effective
and feasible for future home companions.

In the second study, 20 subjects watched online videos
of interactions between one user with two versions of a vir-
tual conversational agent – three consecutive conversations
respectively, featuring absolute (remembers everything and
is able to ‘recite’ the original conversation) and selective
(remembers only significant events through tagging of emo-
tional responses from the user) memories. Participants then
answered demographic questions and provided their opin-
ions on the usefulness and the likability of the companions
as well as their interest in and the perceived naturalness of
the conversations. Open and closed questions were asked re-
garding the perceived differences between the two versions
and the participants’ preference on living with a companion.
Generally, the results showed that more participants tend to
like the companion with the absolute memory although these
differences were not significant. However, significantly more
participants indicated that the conversation between the se-
lective memory companion and the user was more natural
as compared to the absolute memory companion. These re-
sults reveal people’s hesitation towards artificial companions
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with ‘perfect’ unlimited memory. After all, human memory
is subject to flaws and is by no means perfect.

3. GENERALISATION
We are not aware of any work up to now in artificial agents

research on forgetting through reconstruction [4, 5], that
is, the process through which concrete episodes in episodic
memory (EM) are continuously restructured and being re-
duced to their core meaning. We argue that generalisation
will not only improve a companion’s performance through
reduced information processing but may increase natural-
ness of the companion as reflected in the user studies. Cur-
rently, our companion is involved in simple tasks such as an-
swering users’ questions, interacting and remembering users’
preferences and issuing reminders to users about upcoming
appointments or medication time. The companion proto-
type is built on top of the FAtiMA-PSI architecture [3]. Its
memory is divided into semantic (facts) and episodic com-
ponent (events related to actions and goals processing). We
will focus on the EM here. Each event in the companion’s
EM consist of attributes such as subjects, intention, action,
target, objects, desirability, praiseworthiness, time, location,
etc. as shown in Figure 1.

Figure 1: Example events for the companion

These events reflect an interaction between the compan-
ion and a user, Amy (only a snapshot is shown due to space
limitation) where the companion learns Amy’s fruit prefer-
ences. It can be observed that the interaction starts with a
greeting followed by a welcoming remark. The companion
then continues by asking Amy if she would like to have a
banana and so on.

In the current implementation for abstracting the com-
panion’s memory, we are only interested in association rule
with a minimum coverage of 4, that is an item set (com-
binations of attribute-value pairs) has to appear at least
4 times in the EM to be generalised. In order to achieve
this, we applied the Apriori algorithm [1] where frequent
item sets are extended one item at a time. So, in the case
of the companion’s EM, the first step would involve find-
ing frequent one-item sets for all attribute values that has
a minimum coverage of 4. The next-step generates two-
item sets by combining pairs of one-item sets. Only value
pairs of different attributes are combined. For example, the
attribute-value pairs subject=SELF and subject=Amy will
never be combined to form an item set since the attributes
for both values are the same. This is followed by generation
of three-item sets through combination of two-item sets and
so on.

Since the minimum coverage is set at 4, any item sets
that cover fewer than four events are discarded at the end
of each step. The extension has been predefined for six-item
sets (consisting of the attributes subject, action, object, de-
sirability, praiseworthiness and time). The algorithm ter-
minates when no further successful extensions are found. A
sample result of this process is presented in Figure 2. The

diagram shows that this combination of attributes appear
for 5 times in the overall companion’s EM (only a snapshot
is shown in Figure 1). Thus, through this abstraction, the
companion can infer that talking to Amy is desirable. This
GER will help the agent to predict and adapt its action in
future under different circumstances.

Figure 2: Example GER

4. CONCLUSION AND FUTURE WORK
In this paper we identified the importance of the novel

event generalisation concept for artificial companion’s episodic
memory. Two separate user studies reflected the better per-
ceived nature of selective memory for companions that will
be involved in social interaction with human users. We illus-
trated an initial implementation of the generalisation pro-
cess, together with examples of concrete event structure and
representations in the companion’s memory. However, as
discussed in the main body, we are still in a preliminary
stage of investigating generalised event representations and
implementing an effective generalisation mechanism for a
computational episodic memory. A large amount of future
work is required in various directions, in particular we aim
to improve the creation of generalised event representations
through collecting more interaction history data from long-
term experiments involving human users and their compan-
ion agent in the near future. Additionally, integration of an
ontology will allow generalisation of attributes with different
values that fall under the same hierarchical concept.
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This research investigates event generalisation in compu-
tational episodic memory for artificial companions. Two
studies indicated a preference of a biologically-inspired selec-
tive memory over an absolute memory companion. Conse-
quently, we present a preliminary implementation of a for-
getting mechanism that enables the companion to create
“generalised event representations” from its experiences al-
lowing the companion to learn from past encounters.
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1. INTRODUCTION
Most humans routinely forget details of their experiences

[2] although the real reason for this is unclear. One ex-
planation lies in the reconstructive nature of memory [4,
5]. Reconstruction occurs when new incoming information
is blended with existing information in memory, suggesting
that memories are altered, distorted and modified over time.
Information stored in memory is reduced through selection,
abstraction and interpretation and except under very un-
usual circumstances, memory traces representing highly typ-
ical events in a particular episode will be forgotten [4]. The
main goal of this paper is to present the findings from our re-
cent studies regarding the importance of this memory mech-
anism in social companions. We are particularly interested
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in developing a companion that can establish and maintain
long-term relationships with users. The results suggest that
there is a trend for people to prefer a companion that has
a selective memory (stores only significant information) as
compared to one with absolute memory (stores everything).
Based on these results, we have designed and implemented a
human-like computational memory for our companion that
incorporates forgetting through generalisation mechanism.

2. USER PREFERENCES STUDIES
In the first study, 64 participants were asked to imagine

living with a robot companion for a period of six months.
Subjects were presented with descriptions of companions
with varying specifications where the attribute memory en-
compassed the specifications“permanent, not erasable”(saves
information permanently), “permanent, but erasable” (saves
information permanently with a ‘reset’ function to clear the
memory) and “biological” (saves information permanently,
but an algorithm is implemented to simulate human-like
forgetting). Results from a multivariate analysis showed
that the“biological”version was preferred over the other two
memory structures, even though implementing a permanent
memory structure intuitively might appear more effective
and feasible for future home companions.

In the second study, 20 subjects watched online videos
of interactions between one user with two versions of a vir-
tual conversational agent – three consecutive conversations
respectively, featuring absolute (remembers everything and
is able to ‘recite’ the original conversation) and selective
(remembers only significant events through tagging of emo-
tional responses from the user) memories. Participants then
answered demographic questions and provided their opin-
ions on the usefulness and the likability of the companions
as well as their interest in and the perceived naturalness of
the conversations. Open and closed questions were asked re-
garding the perceived differences between the two versions
and the participants’ preference on living with a companion.
Generally, the results showed that more participants tend to
like the companion with the absolute memory although these
differences were not significant. However, significantly more
participants indicated that the conversation between the se-
lective memory companion and the user was more natural
as compared to the absolute memory companion. These re-
sults reveal people’s hesitation towards artificial companions
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with ‘perfect’ unlimited memory. After all, human memory
is subject to flaws and is by no means perfect.

3. GENERALISATION
We are not aware of any work up to now in artificial agents

research on forgetting through reconstruction [4, 5], that
is, the process through which concrete episodes in episodic
memory (EM) are continuously restructured and being re-
duced to their core meaning. We argue that generalisation
will not only improve a companion’s performance through
reduced information processing but may increase natural-
ness of the companion as reflected in the user studies. Cur-
rently, our companion is involved in simple tasks such as an-
swering users’ questions, interacting and remembering users’
preferences and issuing reminders to users about upcoming
appointments or medication time. The companion proto-
type is built on top of the FAtiMA-PSI architecture [3]. Its
memory is divided into semantic (facts) and episodic com-
ponent (events related to actions and goals processing). We
will focus on the EM here. Each event in the companion’s
EM consist of attributes such as subjects, intention, action,
target, objects, desirability, praiseworthiness, time, location,
etc. as shown in Figure 1.

Figure 1: Example events for the companion

These events reflect an interaction between the compan-
ion and a user, Amy (only a snapshot is shown due to space
limitation) where the companion learns Amy’s fruit prefer-
ences. It can be observed that the interaction starts with a
greeting followed by a welcoming remark. The companion
then continues by asking Amy if she would like to have a
banana and so on.

In the current implementation for abstracting the com-
panion’s memory, we are only interested in association rule
with a minimum coverage of 4, that is an item set (com-
binations of attribute-value pairs) has to appear at least
4 times in the EM to be generalised. In order to achieve
this, we applied the Apriori algorithm [1] where frequent
item sets are extended one item at a time. So, in the case
of the companion’s EM, the first step would involve find-
ing frequent one-item sets for all attribute values that has
a minimum coverage of 4. The next-step generates two-
item sets by combining pairs of one-item sets. Only value
pairs of different attributes are combined. For example, the
attribute-value pairs subject=SELF and subject=Amy will
never be combined to form an item set since the attributes
for both values are the same. This is followed by generation
of three-item sets through combination of two-item sets and
so on.

Since the minimum coverage is set at 4, any item sets
that cover fewer than four events are discarded at the end
of each step. The extension has been predefined for six-item
sets (consisting of the attributes subject, action, object, de-
sirability, praiseworthiness and time). The algorithm ter-
minates when no further successful extensions are found. A
sample result of this process is presented in Figure 2. The

diagram shows that this combination of attributes appear
for 5 times in the overall companion’s EM (only a snapshot
is shown in Figure 1). Thus, through this abstraction, the
companion can infer that talking to Amy is desirable. This
GER will help the agent to predict and adapt its action in
future under different circumstances.

Figure 2: Example GER

4. CONCLUSION AND FUTURE WORK
In this paper we identified the importance of the novel

event generalisation concept for artificial companion’s episodic
memory. Two separate user studies reflected the better per-
ceived nature of selective memory for companions that will
be involved in social interaction with human users. We illus-
trated an initial implementation of the generalisation pro-
cess, together with examples of concrete event structure and
representations in the companion’s memory. However, as
discussed in the main body, we are still in a preliminary
stage of investigating generalised event representations and
implementing an effective generalisation mechanism for a
computational episodic memory. A large amount of future
work is required in various directions, in particular we aim
to improve the creation of generalised event representations
through collecting more interaction history data from long-
term experiments involving human users and their compan-
ion agent in the near future. Additionally, integration of an
ontology will allow generalisation of attributes with different
values that fall under the same hierarchical concept.
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ABSTRACT
With the advent of algorithmic coalitional game theory, it is im-
portant to design coalitional game representation schemes that are
both compact and efficient with respect to solution concept compu-
tation. To this end, we propose a new representation for coalitional
games, which is based on Algebraic Decision Diagrams (ADDs).
Our representation is fully expressive, compact for many games
of practical interest, and enables polynomial time Banzhaf Index,
Shapley Value and core computation.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multi-Agent Systems;
I.2.4 [Knowledge representation formalisms and methods]; F.2
[Theory of Computation]: Analysis of Algorithms and Problem
Complexity

General Terms
Algorithms, Theory, Economics

Keywords
Coalitional game theory, Algebraic Decision Diagrams

1. ALGEBRAIC DECISION DIAGRAMS

ADDs are highly optimized representations for ordered decision
trees on boolean decision variables. In general, a decision tree is
of size exponential in the number of decision variables. However,
the observation is that most practically encountered decision trees
contain a significant amount of duplication, i.e., there exist many
subtrees within the decision tree that are isomorphic to one another.

For example, consider the ordered decision tree shown in Fig. 1 (a).
In the figure, each terminal node (leaf node) is labelled with a real
number, while each non-terminal node (decision node) is labelled
with a boolean decision variable. Therefore, each decision node has
exactly two edges leading away from itself: a dashed edge (leading
to the decision node’s left child) corresponding to the decision vari-
able being set to FALSE, and a solid edge (leading to the decision
node’s right child) corresponding to the decision variable being set
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to TRUE. It is readily seen that this decision tree contains signifi-
cant duplication (e.g., consider the identical sub-trees rooted at the
nodes labelled x3, as pointed out in Fig. 1 (a)).

The fundamental idea behind the ADD is that: it is wasteful to
maintain multiple identical copies of duplicated subtrees; instead,
such isomorphic subtrees should be merged together, thereby re-
sulting in a much smaller (but equivalent) directed acyclic graph
(DAG) [1, 2]. To this end, three reduction rules have been formu-
lated for compressing a decision tree into a DAG [2]:

Rule 1: Merge isomorphic terminal nodes. That is, if two terminal
nodes u and v carry the same value, delete u and redirect all its
incoming edges to v.

Rule 2: Delete dummy nodes. That is, if the left child of a decision
node u is the same as its right child, then delete u and redirect all
its incoming edges to this (only) child.

Rule 3: Merge isomorphic decision nodes. That is, if two decision
nodes u and v have (a) identical labels, (b) identical left children
and (c) identical right children, delete u and redirect all its incom-
ing edges to v.

For example, the decision tree of Fig. 1 (a) contains four isomor-
phic terminal nodes with value 1, six isomorphic terminal nodes
with value 4 and four isomorphic terminal nodes with value 9. To
get rid of all this duplication, Rule 1 (above) is applied 3+5+3=11
times in succession, resulting in the DAG of Fig. 1 (b). This DAG
is not free from isomorphic nodes either. In fact, as shown in
Fig. 1 (b), it has two sets of three isomorphic nodes each, which
can be merged by applying Rule 3 four times in succession, thereby
resulting in the DAG of Fig. 1 (c). This DAG again contains two
isomorphic nodes (as shown in Fig. 1 (c)), which are merged by a
single application of Rule 3. This results in the DAG of Fig. 1 (d),
which is maximally compressed in the sense that it cannot be made
smaller by any further application of Rules 1-3. Such a maximally
compressed DAG (which can be shown to be a unique and canon-
ical representation for the original decision tree) is called an Alge-
braic Decision Diagram.

2. REPRESENTINGCOALITIONALGAMES

This section describes how ADDs can be used to represent coali-
tional games.

A coalitional game g is defined as a tuple g = �N, ν�, where
N = {x1, x2, . . . , xn} is a set of agents and ν : 2N → R is a
characteristic function that maps every subset (or coalition) of N
to a real number, with ν(∅) = 0 [3].
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Figure 1: Constructing an ADD from a decision tree.

Note that the set of all coalitions of N is in one to one correspon-
dence with the set of truth assignments of the n boolean variables
{x1, x2, . . . , xn}, with the boolean variable xi being set to TRUE
(FALSE) accordingly as the agent xi is present (absent) in the coali-
tion. Thus, in effect, the characteristic function ν is a real-valued
function of the boolean variables {x1, x2, . . . , xn}. So ν can be
represented by an ordered decision tree over the same boolean vari-
ables, and this decision tree can be further compacted into an ADD
(using the 3 rules of the previous section).

Therefore, every coalitional game g can be represented by an ADD.
For example, the coalitional game played by the set of 4 agents
N = {x1, x2, x3, x4}, where ν(C) = (size of C)2 for every C ⊆
N , is represented by the ADD of Fig. 1 (d).

3. FORMAL DEFINITION

We now formally define our ADD-based representation for coali-
tional games.

In the ADD representation, a coalitional game g = �N, ν� is speci-
fied by a tuple �N,<,G(V,E, LV , LE)�, where

� N is a finite set (the set of agents)

� < is a strict total order defined on N

� G(V,E, LV , LE) is a vertex-labelled, edge-labelled, directed
acyclic graph (the ADD) that satisfies the following:

◦ V is a finite set (the set of ADD vertices)

◦ E ⊂ V × V is a finite set (the set of ADD edges)

◦ LV : V → N ∪ R is a function that labels each ADD ver-
tex with either an agent (for non-terminal vertices) or a real
number (for terminal vertices)

◦ LE : E → {SOLID, DASHED} is a function that labels
each ADD edge as either SOLID or DASHED

◦ G contains exactly one root/source vertex, i.e., exactly one
vertex of in-degree zero

◦ For all non-terminal vertices u and v, if (u, v) ∈ E, then
LV (u) < LV (v)

◦ For each non-terminal vertex u, there exists exactly one ver-
tex v, called the left child of u, such that (u, v) ∈ E and
LE((u, v)) = DASHED

◦ For each non-terminal vertex u, there exists exactly one ver-
tex v, called the right child of u, such that (u, v) ∈ E and
LE((u, v)) = SOLID

◦ The reduction rules 1-3 of Section 1 cannot be used to sim-
plify G any further.

4. ν(C) EVALUATION

We now formally outline an algorithm for evaluating the character-
istic function in the ADD-based coalitional game representation.

Given an ADD representation �N,<,G(V,E, LV , LE)� for a coali-
tional game g, and a coalition C ⊆ N . Algorithm 1 formally spec-
ifies how to evaluate the characteristic function value ν(C).

Algorithm 1: Characteristic function evaluation with ADDs

Inputs: (a) Coalitional game Γ=�N,<,G(V,E, LV , LE)�
(b) Coalition C ⊆ N .

Output: The characteristic function value ν(C).

ADDNode u = the root (source node) of G;
while u is not a terminal node of G do

if agent LV (u) /∈ C then
u = left child of u;

else
u = right child of u;

end
end
return LV (u);

5. NOTEWORTHYPROPERTIESOFADDS

Our ADD representation for coalitional games possesses the fol-
lowing properties:

1. ADDs are fully expressive (i.e., can be used to represent any
coalitional game)

2. There are many games of practical interest whose ADD repre-
sentations are exponentially more compact than their MC-Net rep-
resentations (MC-Nets are described in [4]).

3. Banzhaf Indices and Shapley Values of all agents can be com-
puted in time polynomial in the size of the ADD representation.

4. ADDs enable polynomial time algorithms for several core-related
questions, such as testing if a given vector is in the core, checking if
the core is empty and computing the smallest � such that the strong-
� core is non-empty.

5. ADDs enable polynomial time Cost of Stability [5] computa-
tion.

Due to space constraints, we are unable to prove the above proper-
ties in this paper. Instead, we refer the reader to [6].
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ABSTRACT
We present a self-adaptation mechanism for Network Intrusion De-
tection System which uses a game-theoretical mechanism to in-
crease system robustness against targeted attacks on IDS adapta-
tion. We model the adaptation process as a strategy selection in
sequence of single stage, two player games. The key innovation
of our approach is a secure runtime game definition and numerical
solution and real-time use of game solutions for dynamic system
reconfiguration. Our approach is suited for realistic environments
where we typically lack any ground truth information regarding
traffic legitimacy/maliciousness and where the significant portion
of system inputs may be shaped by the attacker in order to render
the system ineffective. Therefore, we rely on the concept of chal-
lenge insertion: we inject a small sample of simulated attacks into
the unknown traffic and use the system response to these attacks
to define the game structure and utility functions. This approach is
also advantageous from the security perspective, as the manipula-
tion of the adaptive process by the attacker is far more difficult. Our
experimental results suggest that the use of game-theoretical mech-
anism comes with little or no penalty when compared to traditional
self-adaptation methods.

Categories and Subject Descriptors
C.2.0 [COMPUTER-COMMUNICATION NETWORKS]: Gen-
eral—Security and protection

General Terms
Algorithms, Security

Keywords
adaptation, game theory, security, intrusion detection
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1. INTRODUCTION
In this paper, we use the game-theoretical models to improve the

security of the adaptation process within a distributed, agent-based
Intrusion Detection System (IDS). The high-level self-adaptation
method that we develop our approach on [2] has been designed
for the intrusion detection systems based on the anomaly detection
paradigm: these systems observe the past behavior of the mon-
itored network/hosts, predict their future behavior using statisti-
cal and other models and identify the behavior diverging from the
prediction as anomalous. Adaptation, self-management and self-
optimization techniques that are used inside an IDS can signifi-
cantly improve their performance [2] (i.e. reduce the number of
false alarms) in a highly dynamic environment, but are also a po-
tential target for an informed and sophisticated attacker. When the
adaptation techniques are deployed improperly, they can alow the
attacker to reduce the system performance against one or more crit-
ical attacks. This paper presents a game theoretical model of adap-
tation processes inside an autonomic, self-optimizing IDS, presents
an architecture integrating the process with an existing IDS.

We present an architecture that integrates the abstract game
model into an IDS with self-monitoring capability, in order to simu-
late the worst case, optimally informed attacker and to optimize the
system behavior against such attacker. Such (hypothetical) attacker
with full access to system parameters could dynamically identify
the best strategy to play against the system. Optimizing the detec-
tion performance against the worst case attacker protects the system
from more realistic attacks based on long-term probing and adver-
sarial machine learning approaches referenced above.

2. GAME MODEL
We conceptualize the relationship between the attacker and the

defender as a sequence of single stage, two player, non-zero sum
games, where the attack/defence actions of both players correspond
to strategies in the game-theoretical model of their interaction and
the environment evolves between the game. The game model (and
utility functions in particular) are based on [1], with additional in-
puts from the network administrators and actual IDS users. The
game model integrates the preferences and strategies of two play-
ers (attacker and defender). Their strategy sets are defined as a
selection of IDS configurations for the defender and the selection
of a particular attack type (e.g. buffer overflow, password brute-
force, scan...) for the attacker. The main difference of the utility
functions from [1] is the relaxation of the requirement on the iden-
tical attacker gain/defender loss and the proportionality of associ-
ated costs (alarm processing, monitoring etc.) with the gain/loss
value. This requirement was considered as too strong by the sys-
tem administrators we have questioned.

1123



Simulated incidents

IDS 
System Core

Game
Definition

Game
Solution

Challenge
Agents

Reconfiguration

Network
Traffic

Detection
probabilities

Game matrices

Optimal
decision

Partial
results

Security
Policy

Threat
Model

(For Nash 
eq. only)

Self-MonitoringOn-Line Processing Strategic Reasoning

Figure 1: Indirect online variant of game/IDS integration.

The actual utility function values of both players depend prin-
cipally on the sensitivity of the system using defender’s strategies
with respect to individual attacker’s strategies (αi,j) , and the as-
sociated rate of false positives (βi) for each configuration. αi,j
denotes the probability that the j-th attack strategy is detected by
the IDS when the defender plays the i-th defence strategy and βi
denotes the probability that the i-th defender’s strategy will result
in a false alert. These parameters shape the utility functions of
both players in each game stage. By our experience, these values
wary widely with changing characteristics of the background traf-
fic and need to be estimated dynamically for each given game in a
sequence, as we will present below.

The gameplay is very simple in our case: both players simultane-
ously select their strategies from the set S and the combination of
these strategies determines the payoffs to attacker and defender, as
defined by their respective utility functions. The solution concepts
used to solve/analyze the game are Max-Min and Nash equilibria.
We play a sequence of games described above, each correspond-
ing to one time interval. The individual games in the sequence are
differentiated by the dynamically evolving parameters of player’s
utility functions. We consider the individual games to be indepen-
dent and we don’t carry over any information between them.

3. ARCHITECTURE
There are two existing approaches to integration of the game

model with an IDS:
� Off-line integration, when the game is defined in design time,

solved analytically, using a priori knowledge about expected im-
pacts and success likelihood of the attacks, and the system pa-
rameters are fixed to resulting strategies according to game results.
Game theory use ensures that the system parameters are set to force
the adversary into the selection of less damaging (or more ratio-
nal) strategies. It is sufficient for systems deployed in stable envi-
ronments, but most IDS need to cope with dynamic environments,
where the background traffic an other factors change frequently. In
such environments, the static strategies perform poorly.
� Direct on-line integration, when the game uses presumed ad-

versary actions in the observed network traffic to define the game
is the opposite approach. The game is being defined by the actual
actions of real-world attackers executed against the monitored sys-
tem, elegantly solving the relevance problem. On the other hand,
direct interaction between the adversary and the adaptation mech-
anism makes the system potentially vulnerable to attacks against
the adaptation algorithms, creating a new attack surface. Motivated
attacker can easily mislead the IDS by insertion of a sequence of
attacks that are orthogonal to its actual plan to target its utility.

Our approach, named indirect online integration combines the
above approaches and provides interesting security properties de-
sirable for real-world deployment. The solution uses the concept of
challenges [2] to mix a controlled sample of legitimate and adver-
sarial behavior with actually observed network traffic and is a com-
promise between the above approaches (see Fig. 1). In this case,
the real traffic background (including any possible attacks) is pro-
cessed in conjunction with simulated hypothetical attacks within
the system. We measure the system response to these challenges,
drawn from the realistic attack classes, and use them to estimate the
system response to the real-world samples from the same classes.
In practice, we will define one class for each broadly defined at-
tack/legitimate traffic type and measure the difference between the
system response to legitimate traffic and to various classes of mali-
cious traffic. The challenges are then mixed with the real traffic on
IDS input and the system response to them is used as an input for
game definition, measuring/estimating the current values of: αi,j
and βi. The major advantage is higher robustness w.r.t strategic
attacks on adaptation algorithms, and lower system configuration
predictability by the adversary, as the simulation runs inside the
system itself and its results can not be easily predicted by the at-
tacker.

This approach offers the optimal mix of situation awareness and
security against engineered inputs. In this case, we actually play
against an abstract opponent model inside the system, and expect
that the moves that are effective against this opponent will be as
effective against the real attacks. The advantage of this approach
is not only in its security, but also in better model characteristics
in terms of strategy space coverage (unfrequent, but critical attacks
are covered), robustness and relevance – the abstract game can rep-
resent the attacks and utility combinations that would be obvious
only for insider attackers.

4. CONCLUSIONS
The experiments we have performed with a simplified (and mod-

ified) version of commercially available IDS solution clearly showed
that the game theoretical models/solvers integrated into an adap-
tive IDS provide the results more than equivalent to the alternative
direct optimization methods, as we have verified on inserted chal-
lenges and real-world attacks performed on the monitored network.
These methods provide robust performance and reliably converge
when using both max-Min or Nash equilibria. The additional ben-
efits, such as increased robustness against an attacker with insider
access, therefore build a strong case for their use by the industry.
In particular, our results suggest that the max-min solution con-
cept provides very consistent results, does not require an explicit
model of opponent’s utility function and is computationally triv-
ial, making it an interesting first choice for future proof-of-concept
implementations.
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ABSTRACT
Bilateral bargaining has received a lot of attention in the
multi–agent literature and has been studied with different
approaches. According to the strategic approach, bargaining
is modeled as a non–cooperative game with uncertain infor-
mation and infinite actions. Its resolution is a long–standing
open problem and no algorithm addressing uncertainty over
multiple parameters is known. In this paper, we provide an
algorithm to solve bargaining with any kind of one–sided
uncertainty. Our algorithm reduces a bargaining problem
to a finite game, solves this last game, and then maps its
strategies with the original continuous game. We prove that
with multiple types the problem is hard and only small set-
tings can be solved in exact way. In the other cases, we
need to resort to concepts of approximate equilibrium and
to abstractions for reducing the size of the game tree.

Categories and Subject Descriptors
I.2.11 [Computing Methodologies]: Distributed Artifi-
cial Intelligence

General Terms
Algorithms

Keywords
Game Theory (cooperative and non–cooperative), Bargain-
ing, Negotiation

1. INTRODUCTION
The automation of economic transactions through nego-

tiating software agents is receiving a large attention in the
artificial intelligence community. Autonomous agents can
lead to economic contracts more efficient than those drawn
up by humans, saving also time and resources [10]. We focus
on the main bilateral negotiation setting: the bilateral bar-
gaining. This setting is characterized by the interaction of
two agents, a buyer and a seller, who can cooperate to pro-
duce a utility surplus by reaching an economic agreement,
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but they are in conflict on what specific agreement to reach.
Several approaches for bargaining are currently studied. In
this paper, we focus on strategic bargaining where agents are
assumed to be rational and a bargaining situation is mod-
eled as a non–cooperative game [1]. The most expressive
model is the Rubinstein’s alternating–offers [9]: agents al-
ternately act in turns and each agent can accept the offer
made by her opponent at the previous turn or make a new
offer. Agents’ utility over the agreements depends on some
parameters: discount factor (δ), deadline (T ), reservation
price (RP ). In real–world settings, the values of these pa-
rameters are private information of the agents who have a
Bayesian prior over the values of the opponent.

The game theoretic study of bargaining with uncertain in-
formation is an open challenging problem. Although it has
been studied for about 30 years, no work presented in the lit-
erature so far is applicable regardless of the uncertainty kind
(i.e., the uncertain parameters) and degree (i.e., the number
of the parameters’ possible values). The literature provides
several heuristics–based approaches generally applicable to
any uncertain setting, while the optimal approaches work
only with very narrow uncertainty settings. In particular,
no algorithm works with uncertainty over multiple parame-
ters.

2. PROPOSED APPROACH
We consider the alternating–offers protocol [9] with dead-

lines in which there are two agents, a buyer b and a seller
s, who can play alternatively at discrete time points t ∈ N.
We focus on one–sided uncertain settings where the buyer’s
parameters are uncertain to the seller (the reverse situation
is analogous). According to [3], our game is an imperfect–
information game in which the buyer can be of different
types, each one with different values of RPb, δb, and Tb.
Uncertainty is over the actual type of the buyer.

The appropriate solution concept is the sequential equi-
librium [5]. It is a couple a = (µ, σ), also called assessment,
in which µ is a belief system that specifies how agents must
update their beliefs during the game and σ is the agents’
strategy profile that specifies how they must act. µ must be
consistent with σ and σ must be sequentially rational given
µ.

Since bargaining with uncertainty may not admit any equi-
librium in pure strategies, as shown in [2], we directly search
for equilibria in mixed strategies. The basic idea behind our
work is to solve the bargaining problem by reducing it to a
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finite game, deriving equilibrium strategies such that on the
equilibrium path the agents can act only a finite set of ac-
tions, and then by searching for the agents’ optimal strate-
gies on the path. Our work is structured in the following
three steps.

1. We analytically derive an assessment a = (µ, σ) in
which the randomization probabilities of the agents are
parameters and such that, when the parameters’ values
satisfy some conditions, a is a sequential equilibrium.

2. We formulate the problem of finding the values of the
agents’ randomization probabilities in a as the problem
of finding a sequential equilibrium in a reduced bar-
gaining game with finite actions, and we prove that
there always exist values such that a is a sequential
equilibrium.

3. We develop an algorithm based on linear complemen-
tarity mathematical programming to solve the case
with multiple types.

3. SOLUTION WITH MULTIPLE TYPES
Due to space limitation, we report only how the game

tree is constructed and how the equilibrium strategy can be
found.

The construction of the game tree is accomplished accord-
ing to the following rules:

1. no buyer’s types makes offer strictly weaker than her
optimal offer in the complete–information game;

2. at time t > 0, no agent (buyer and seller) makes offers
strictly weaker (w.r.t. her utility function) than the
one made by the opponent at the previous time point
t− 1;

3. at time t > 0, no agent (buyer and seller) makes of-
fers that, if accepted at t + 1, provide her the same
utility she receives by accepting the offer made by the
opponent at t− 1;

4. no buyer’s type makes offers besides min{Tbi , Ts} and
the seller does not make offer besides min{max{Tbi}, Ts};

5. at time t > 0, an offer xi is not made if the buyer’s
type bi is out of the game (i.e., t >= Tbi or type bi has
been excluded because the buyer has previously made
an offer strictly weaker than the optimal complete–
information offer of bi).

It can be easily observed that the size of the tree rises ex-
ponentially in the length of the deadlines.

To compute an equilibrium, at first we represent the game
in the sequence form [4] where agents’ actions are sequences
in the game tree. The computation of Nash equilibria in
a game in sequence-form can be accomplished by applied
different algorithms presented in the literature. To find se-
quential equilibria, such algorithms should be extended by
introducing perturbations in their mathematical program-
ming formulation, as is shown in [7].

We implemented an ad hoc version of the Lemke’s algo-
rithm with perturbation as described in [7] to compute a
sequential equilibrium. The algorithm is based on pivoting
(similarly to the simplex algorithm) where perturbation af-
fects only the choice of the leaving variable. We coded the
algorithm in C language by using integer pivoting and the

same approach of the revised simplex (to save time during
the update of the rows of the tableau). We executed our al-
gorithm with a 2.33 GHz 8 GB RAM UNIX computer. We
produced several bargaining instances characterized by the
number of buyer’s types (from 2 up to 6) and the deadline
T = min{max{Tbi}, Ts} (from 6 up to 500). Tab. 1 reports
the average computational times over 10 different bargain-
ing instances; we denote by ‘–’ when execution exceeds one
hour.

T number of buyer’s types
2 3 4 5 6

6 < 0.01 s 0.06 s 0.29 s 3.47 s 929.73 s
8 < 0.01 s 1.32 s 32.94 s 1890.96 s –
10 < 0.01 s 15.16 s 2734.29 s – –
12 < 0.01 s 211.11 s – – –
14 < 0.01 s 3146.20 s – – –
50 0.22 s – – – –
100 1.55 s – – – –
500 175.90 s – – – –

Table 1: Computational times for solving a bargain-
ing game with linear complementarity mathematical
programming (T = min{max{Tbi}, Ts}).

As it can be observed, the computational times are ex-
ponential in the bargaining length and have the number of
types as basis and only small settings can be solved by using
linear–complementarity mathematical programming.
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ABSTRACT
Given an argumentation framework and a group of agents,
the individuals may have divergent opinions on the status of
the arguments. If the group needs to reach a common po-
sition on the argumentation framework, the question is how
the individual evaluations can be mapped into a collective
one. This problem has been recently investigated in [1]. In
this paper, we study under which conditions these operators
are Pareto optimal and whether they are manipulable.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—multiagent systems

General Terms
Economics, Theory

Keywords
Collective decision making, Argumentation, Judgment ag-
gregation, Social choice theory

1. INTRODUCTION
Individuals can hold different reasonable positions on the

information they share. In this paper we are interested
in group decisions where members share the same infor-
mation. One of the principles of argumentation theory is
that an argumentation framework can have several exten-
sions/labellings. If the information the group shares is rep-
resented by an argumentation framework, and each agent’s
reasonable position is an extension/labelling of that argu-
mentation framework, the question is how to aggregate the
individual positions into a collective one.

Caminada and Pigozzi [1] have studied this issue in ab-
stract argumentation and provided three aggregation opera-
tors. The key property of these operators is that the collec-
tive outcome is ‘compatible’ with each individual position.
That is, an agent who has to defend the collective position
in public will never have to argue directly against his own
private position.
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In this paper we focus on the behaviour of two of the
three aggregation operators of [1] and address the following
research questions:

(i) Are the social outcomes of the aggregation operators in
[1] Pareto optimal if preferences between different outcomes
are also taken into account?

(ii) Do agents have an incentive to misrepresent their own
opinion in order to obtain a more favourable outcome? And
what are the effects from the perspective of social welfare?

Due to page constraints, we refer the reader to [1] for an
outline of abstract argumentation theory and for the defini-
tions of the sceptical and credulous aggregation operators.

2. PREFERENCES
In order to investigate Pareto optimality and strategy-

proofness we need to assume that agents have preferences
over the possible collective outcomes. We write L ≥i L′
to denote that agent i prefers labelling L to L′. We write
L ∼i L′, and say that i is indifferent between L and L′, iff
L ≥i L′ and L′ ≥i L. Finally, we write L >i L′ (agent i
strictly prefers L to L′) iff L ≥i L′ and not L ∼i L′.

We assume that the labelling submitted by each agent is
his most preferred one and, hence, the one he would like to
see adopted by the whole group. The order over the other
possible labellings is generated according to the distance
from the most preferred one. For this purpose, we define
Hamming sets and Hamming distance among labellings.

Definition 1. Let L1 and L2 be two labellings of argu-
mentation framework. We define the Hamming set between
these labellings as L1 	 L2 = {A | L1(A) 6= L2(A)} and the
Hamming distance as L1 |	| L2 = |L1 	 L2|.

We are now ready to define an agent’s preference given by
the Hamming set and the Hamming distance as follows.

Definition 2. Let (Ar , def ) be an argumentation frame-
work, Labellings the set of all its labellings and ≥i the pref-
erence of agent i. We say that agent i’s preference is Ham-
ming set based (written as ≥i,	) iff ∀L,L′ ∈ Labellings,L ≥i
L′ ⇔ L 	 Li ⊆ L′ 	 Li where Li is the agent’s most pre-
ferred labelling. Similarly, we say that agent i’s preference
is Hamming distance based (written as ≥i,|	|) iff ∀L,L′ ∈
Labellings,L ≥i L′ ⇔ L|	|Li ≤ L′ |	| Li where Li is the
agent’s most preferred labelling.

We now have the machinery to represent individual prefer-
ences over the collective outcomes. We can now turn to the
first research question of the paper, i.e., whether the scepti-
cal and credulous aggregation operators are Pareto optimal.
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Sceptical Operator Credulous Operator
Hamming set Yes (Theorem 1) Yes (Theorem 3)

Hamming dist. Yes (Theorem 2) No (Observation 1)

Table 1: Pareto optimality of the aggregation oper-
ators depending on the type of preference.

3. PARETO OPTIMALITY
Pareto optimality is a fundamental social welfare principle

that guarantees that it is not possible to improve a social
outcome, i.e. it is not possible to make one individual better
off without making at least one other person worse off.

Definition 3. Let N = 1, . . . , n be a group of agents with
preferences ≥i, i ∈ N . L Pareto dominates L′ iff ∀i ∈ N ,
L ≥i L′ and ∃j ∈ N,L >j L′.
A labelling is Pareto optimal if it is not dominated by any
other labelling.

Definition 4. Labelling L is Pareto optimal if there is
no L′ 6= L such that ∀i ∈ N , L′ ≥i L and ∃j ∈ N,L′ >j L.

We say that an aggregation operator is Pareto optimal if all
its outcomes are Pareto optimal.

Theorem 1. If individual preferences are Hamming set
based, then the sceptical aggregation operator is Pareto op-
timal when choosing from the admissible labellings that are
smaller or equal (w.r.t v) to each of the participants’ indi-
vidual labellings.

Theorem 2. If individual preferences are Hamming dis-
tance based, then the sceptical aggregation operator is Pareto
optimal when choosing from the admissible labellings that are
smaller or equal (w.r.t v) to each individual labellings.

Theorem 3. If individual preferences are Hamming set
based, then the credulous aggregation operator is Pareto op-
timal when choosing from the admissible labellings that are
compatible (≈) to each of the participants’ labellings.

Observation 1. The credulous aggregation operator is not
Pareto optimal when the preferences are Hamming distance
based. This can be shown with an example, not included due
to space constraints.

We summarise our results in Table 1.

4. STRATEGIC MANIPULATION
When an agent knows the positions of the other agents,

he may have an incentive to submit an insincere position.
If an aggregation rule is manipulable, an agent may obtain
a social outcome that is closer to his actual preferences by
submitting an insincere input. Hence, it is important to
study whether the aggregation operators are strategy-proof
(i.e. non-manipulable). Profile PLk/L′

k
is profile P where

agent k’s labelling Lk has been changed to L′k.

Definition 5. Let P be a profile and Lk ∈ P the most
preferred labelling of an agent with preference ≥k. Let O be
any aggregation operator. A labelling L′k such that
O(PLk/L′

k
) >i O(P ) is called a strategic lie.

Definition 6. An aggregation operator O is strategy-
proof if strategic lies are not possible.

Sceptical Credulous
Hamm. set No (Obs. 3) No

but benev. (Th. 4) and not benev. (Obs. 2)

Hamm. dist. No (Obs. 3) No
but benev. (Th. 4) and not benev. (Obs. 2)

Table 2: Strategy-proofness of operators depending
on the type of preference.

Observation 2. The credulous aggregation operator is not
strategy-proof (the example is omitted for space reasons).

Observation 3. The sceptical aggregation operator is not
strategy-proof (the example is omitted for space reasons).

Surprisingly, the lie under the sceptical operator does not
harm the other agent. On the contrary, it improves the social
outcome for both the agents. We call these lies benevolent.

Theorem 4. Under the sceptical aggregation operator and
Hamming distance or Hamming set based preferences, for
any agent, his strategic lies are benevolent.

We summarise our results in Table 2.

5. CONCLUSION AND RELATED WORK
The study of aggregation problems in abstract argumen-

tation is recent. For example, [2] presents an approach to
merge Dung’s argumentation frameworks.

Given an argumentation framework, [4] address the ques-
tion of how to aggregate individual labellings into a collec-
tive position. By drawing on a general impossibility theorem
from judgment aggregation, they prove an impossibility re-
sult and provide some escape solutions. Relevant for the
present paper is another work by [3], where they explore
welfare properties of collective argument evaluation.

In this paper we have analyzed the sceptical and credu-
lous aggregation operators from a social welfare perspective.
We have studied under which conditions these operators are
Pareto optimal and whether they are manipulable. In fu-
ture, we plan to consider focal set oriented agents, that is,
agents who care only about a subset of the argumentation
framework. We also plan to investigate distances that as-
sign higher values to in-out conflicts than to in-undec or
out-undec.
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ABSTRACT
We propose an abstraction technique for model checking
multi-agent systems given as modular interpreted systems
(MIS) which allow for succinct representations of compo-
sitional systems. Specifications are given as arbitrary ATL
formulae, i.e., we can reason about strategic abilities of groups
of agents. Our technique is based on collapsing each agent’s
local state space with hand-crafted equivalence relations,
one per strategic modality. We develop a model checking
algorithm and prove its soundness. This makes it possible
to perform model checking on abstractions (which are much
smaller in size) rather than on the concrete system which is
usually too complex, thereby saving space and time.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial Intel-
ligence—Multiagent systems; D.2.4 [Software Engineer-
ing]: Software/Program Verification—Model checking ; F.4.1
[Mathematical Logic and Formal Languages]: Math-
ematical Logic—Temporal logic

General Terms
Theory, Verification

Keywords
model checking, abstraction, temporal and strategic logics,
modular interpreted systems

1. INTRODUCTION
While an important feature of a Multi-agent system (MAS)

is its modularity, only a few of the existing compact repre-
sentations are modular, computationally grounded [15] and
allow to represent knowledge and strategic ability. Among
these few approaches are Modular Interpreted Systems (MIS)
[11] which we use to apply our abstraction techniques. But
certainly our techniques could be used with other formalisms
as well. MIS are inspired by interpreted systems [7, 8] but
achieve a modularity and compactness property much like
concurrent programs [13], i.e., they are modular, compact

Cite as: Abstraction for Model Checking Modular Interpreted Systems
over ATL (Extended Abstract), Michael Köster and Peter Lohmann, Proc.
of 10th Int. Conf. on Autonomous Agents and Multiagent
Systems (AAMAS 2011), Tumer, Yolum, Sonenberg and Stone (eds.),
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and computationally grounded while allowing at the same
time to represent strategic abilities. Modelling side effects
of actions on states of other agents, however, is difficult to
model in the latter – that is why we use MIS.

A major obstacle to model checking real systems is the
state explosion problem. As algorithms require a search
through the state space of the system, the efficiency of any
algorithm highly depends on the size of this state space.
We therefore need to eliminate irrelevant states by using
appropriate abstraction techniques [2] which guarantee that
the property to be verified holds in the original system if
it holds in the abstract system. Hence, we reduce the local
state space of each agent in a MIS by using hand-crafted
equivalence relations. They are hand-crafted since any au-
tomatic abstraction generation or refinement (as in [9] for
two-player games) can only work in typical cases but not in
the worst case.

While abstraction of reactive systems for temporal prop-
erties is a lively research area [1, 4, 14], there are only a few
approaches when it comes to MAS and even fewer concern-
ing an abstraction technique for dealing with strategic abil-
ities (cf. [3, 5, 6, 10]). The technique in [10] is quite similar
to ours but still more restricted in an important way. They
assume that there are only two agents present and then use
a single abstraction to model check the whole formula. Our
approach allows for multiple agents and for many abstrac-
tions (one per strategic operator). Thus we allow for a much
finer control over what information is abstracted away but
still preserve soundness of our model checking algorithm.

2. MIS AND ATL
We model a MAS as MIS: Each agent is described by a

set of possible local states and a function that calculates the
available actions in a certain state. A local transition func-
tion specifies how an agent evolves from one local state to
another. States are labeled with a set of propositional sym-
bols by an associated labeling function. Finally, an agent is
equipped with a function that defines the possible influences
of an agent’s action on its environment, i.e., the other agents,
and a function for the influence of the environment on this
particular agent. We can now specify strategic properties
using this framework together with ATL.

3. ABSTRACTION FOR MIS
In general, multi-agent systems have large associated state

spaces and even if they are symbolically represented it is
infeasible to verify properties by considering all reachable
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states. Nevertheless, interesting properties often only refer
to parts of a system. Because of that we reduce the state
space by removing and/or combining irrelevant states. Due
to the modularity of MIS, we can firstly remove the obvi-
ously non-relevant parts of the global state space by remov-
ing irrelevant agents. Secondly, we reduce the state space of
each agent by abstraction. As in [2, 3] we do this by parti-
tioning the state space into equivalence classes. Each class
collects all concrete states that are equivalent and forms one
new abstract state. This new state is labeled by those propo-
sitions which are shared by all concrete states. We define the
local transition functions of the abstract system in such a
way that it behaves as the concrete one. The set of available
actions in an abstract state is decreased for some agents, and
increased for the rest, so that it contains exactly all actions
available in every one, respectively any, of the equivalent
concrete states.

4. THE MODEL CHECKING ALGORITHM
Our algorithm takes as input a MIS S, a set init of global

states of S (the initial states), an ATL formula ϕ and for
each strategic operator in ϕ, i.e., each quantified subformula
ψ of ϕ, an abstraction relation ≡ψ. It either returns true or
it returns unknown but it will never return false. If it returns
true it is guaranteed that S, q |= ϕ for all q ∈ init. But if
it returns unknown we do not know whether S satisfies ϕ or
not. The algorithm runs in time

O (|init|+ |S| · |ϕ|) · 2
O

 P
ψ∈qsf(ϕ)

˛̨̨
S

JψK
≡ψ

˛̨̨!

where |S| denotes the size of the MIS S in a compact repre-
sentation. The cardinality of the global state space of S may
then be upto 2Θ(|S|). And the above algorithm is sound, i.e.,
if it outputs true then S, q |= ϕ for all q ∈ init.

5. CONCLUSION
In this extended abstract we presented a technique to cope

with the state explosion problem. That opens the path to
reducing the state space of a MAS so that model checking
might become tractable. Clearly, there cannot be a generic
automatizable abstraction technique since model checking
ATL for MIS is EXPTIME-complete. Hence, there are in-
stances for which no abstraction technique at all is applica-
ble. Consequently we focused on hand-crafted abstraction
relations and proved that the presented model checking al-
gorithm is sound, i.e., if the algorithm claims that a property
holds then it really does. Of course, using hand-crafted ab-
straction always leads to losing completeness.

Defining different abstraction relations for each quantifier
allows to shrink the state space for each subformula. We
decided to take MIS as the modelling framework and ar-
gued that for any framework the modularity is important
not only because of the nature of MAS but also due to the
ability of reducing the state space by removing agents that
are not necessary when checking a certain property. We
therefore introduced a modified version of a MIS and de-
fined an abstraction over it. For a full description of our
approach see [12].
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ABSTRACT
Virtual Institutions (VI) provide many interesting possibili-
ties for social virtual environments, collaborative spaces and
simulation environments. VIs combine Electronic Institu-
tions and 3D Virtual Worlds. While Electronic Institutions
are used to establish the regulations which structure par-
ticipants interactions, Virtual Worlds are used to facilitate
human participation. In this paper we propose Virtual In-
stitution Execution Environment (VIXEE) as an innovative
communication infrastructure for Virtual Institutions. Main
features of the infrastructure are i) the causal connection be-
tween Virtual World and Electronic Institutions layers, ii)
the automatic generation and update of VIs 3D visualiza-
tion and iii) the simultaneous participation of users from
different Virtual World platforms.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent
systems; H.5.1 [Multimedia Information Systems]: Ar-
tificial, augmented, and virtual realities

General Terms
Human Factors, Management, Design

Keywords
Virtual Institutions, 3D Virtual Worlds

1. INTRODUCTION
Nowadays there is an increasing demand of applications

supporting the participation of humans and software agents,
which may engage in different activities to achieve their com-
mon or individual goals. Internet based and distributed soft-
ware technologies, such as virtual worlds (VW) and multi-
agent systems (MAS), may support the engineering of this
type of applications. Specifically, Virtual Institutions [1]
(VI) combine Virtual Worlds and Electronic Institutions [2]
(EI) to support the engineering of this type of applications.
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lada Rodriguez, Proc. of 10th Int. Conf. on Autonomous Agents
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Figure 1: Architecture of the Virtual Institution Ex-
ecution Environment

In this paper we propose VIXEE as an innovative Virtual
Execution Environment which adds important extensions to
previous Virtual Institution infrastructures. These exten-
sions address generic and dynamic features. That is, our
framework is able to allocate at run-time participants from
different VW worlds and it can modify on the fly the 3D
content of the Virtual Institution currently executing.

2. VIXEE ARCHITECTURE
Virtual Institution Execution Environment (VIXEE) has

a 3-layered architecture (see Figure 1). Uses of VIXEE can
be found in participatory simulation or any system where
we need to mediate human to human or human to agent
interactions.

2.1 Bottom Layer
The bottom layer is formed by AMELI the electronic in-

stitutions infrastructure that mediates agents’ interactions
while enforcing the nstitutional rules. AMELI is a general
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purpose infrastructure, as it can interpret any institution
specification generated by ISLANDER, the EIs specification
editor. Therefore it can be regarded as domain-independent.
It is implemented in JAVA and uses two TCP ports for com-
munication with the middleware.

2.2 Top Layer
The top layer consists of several 3D virtual worlds (uni-

verses). Each of the virtual worlds can be implemented in
different programming language using different visualization
technologies. The usual parts of the 3D virtual world is a
3D client and a 3D server. Such server communicates with
the middleware using a protocol (e.g. TCP, HTTP). Our
middleware implements a multi-verse communication mech-
anism that allows users from different virtual worlds to com-
municate between each other. Moreover, VIXEE uses our
Virtual World Grammar (VWG) mechanism and its imple-
mentation in the Virtual World Builder Toolkit (VWBT)
[5] to dynamically manipulate the 3D virtual world content.
The toolkit automatically generates a 3D model loading a
specification of a VI and using a VWG definition.

2.3 Middleware
The middleware causally connects the top and the bottom

layer. Layers are causally connected because whenever one
of them changes, the other one changes in order to maintain
a consistent state [3]. We divide the middleware between the
Extended Connection Server (ECS) and the Virtual World
Manager (VWM).

2.3.1 Extended Connection Server (ECS)
ECS mediates all the communication with AMELI, and

is an extended version of the original Generic Connection
Server developed for the Itchy-Feet project [4]. The most
important extensions are: support for multiple 3D virtual
worlds; modified startup sequence, that allows to react on
early EI events; and connection fail-safe mechanisms. An
important part of ECS is the Agent Manager. For each
avatar, participating in some 3D virtual world, an Agent
Manager creates an external agent (E. Agent in Figure 1)
in the middleware representing this avatar within the insti-
tution. Thus, when the avatar tries to perform an action
which requires institutional verification this agent is used to
send the corresponding message to AMELI. Hence, AMELI,
perceives all participants as software agents. ECS uses three
TCP ports, one to communicate with the VWM, the second
one to listen for AMELI events and the third one is used
by the Agent Manager to send external agents events to
AMELI.

2.3.2 Virtual Worlds Manager (VWM)
VWM mediates all communication between 3D virtual

worlds and ECS and dynamically manipulate the 3D rep-
resentation of all connected virtual worlds. Virtual Worlds
Manager consists of a set of Virtual World Managers, one
for each connected virtual world (see Figure 1). Each Vir-
tual World Manager consists of a triplet: a receiver, a sender
and a builder. Each triplet is registered to a VW Dispatcher,
responsible for mediation of virtual world events and an
AMELI Dispatcher responsible for AMELI events received
from ECS. Both dispatchers use our proposed movie script
mechanism (see section 2.4) to select which action to per-
form depending on the context of an event.

2.4 Movie Script
To define the mapping between virtual world events and

ECS protocol messages, and vice versa between ECS proto-
col messages and virtual world actions we propose a movie
script mechanism. This mechanism supports the domain
independence and facilitates simple and consistent defini-
tion of 3D virtual world behavior. Like a regular movie
script it contains script lines. Each line holds a defini-
tion of specific context upon which a defined action will
be executed. Formally we define a movie script line as a
function which maps an event to a corresponding action
scriptn : w × i × ag × l × c → a where: (i) w is the layer
where the event has taken place, that is either AMELI, or
the identifier of a specific virtual world (ii) i is the electronic
institution for which the event applies (iii) ag is the agent
performing the event (iv) l is the location of the event, that
is either some transition or scene (v) c is a event descriptor,
that is a tuple: c ∈ {[n, 2p]} where n is the name of the mes-
sage and 2p is a list of message parameters, or message con-
text (vi) a is the action which must be performed in response
to the event occurrence. Action type differs depending on
the originator of the event. If the event originator was a
3D virtual world, the action is a message sent to the ECS. If
the event originator is AMELI, the action is usually a sender
method that updates the virtual world visualisation.

3. CONCLUSIONS
We have presented a VIXEE an automated virtual in-

stitution execution environment that introduces many in-
teresting features in the current line of research. First, the
multi-verse communication supports the participation in the
virtual institution of users from different virtual worlds. Sec-
ond, our VWBT allows the dynamic manipulation of the
virtual world content. Last, due to its dynamic and generic
nature it is architecturally neutral allowing its use in mul-
tiple domains. VIXEE is also multi-platform solution that
allows to run in any operating system supporting Java and
Mono framework.
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ABSTRACT
The idea of Smart Walkers is to equip customary rolling
walkers with sensors in order to assist users, caregivers and
clinicians. The integral part of the Smart Walkers is an
autonomous agent which monitors the activity of the user,
assesses his physical conditions, and detects potential risks
of falls. In this paper, we study methods which enable the
agent to recognize the user activity from the sensor mea-
surements. The proposed methods use Conditional Random
Fields with features based on discriminant rules. A special
case are features which, in order to distinguish between two
activities, compare the sensor measurements to thresholds
learned by a linear classifier. Experiments with real user
data show that the methods achieve a good accuracy; the
best results are obtained using “smooth” thresholds based
on sigmoid functions.

Categories and Subject Descriptors
J.3 [Computer Applications]: Life and Medical Sciences—
Health; I.2.6 [Computing Methodologies]: Robotics—
Sensors

General Terms
Experimentation

Keywords
Single agent learning, Reasoning

1. INTRODUCTION
Safe and independent mobility is a key factor in the qual-

ity of life of elderly people. Mobility aids, such as canes,
rolling walkers and wheel chairs, encourage independent mo-
bility, however, improper use can induce additional risks of
falling, particularly as the individual motoric capabilities de-
teriorate. To improve the utility of mobility aids, we are
developing a mixed-initiative system, called Smart Walker,
which is a customary four-wheel rolling walker equipped
with a set of sensors. The integral part of the Smart Walker
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is an autonomous agent which takes into account the sensor
measurements and monitors the user activity. Our goal is to
assist users, caregivers and clinicians, e.g., by monitoring the
user’s stability, supervising the execution of daily excercises
and providing longitudinal data of the physical and mental
conditions of walker users. A key step in implementing these
functionalities is enabling the agent to recognize the activity
of the user from the sensor measurements.

2. ACTIVITY RECOGNITION
We use the following sensor measurements: xspeed

t , the
speed of the walker; xtot. load

t , the total load on the four
wheels; xFCOP

t , the relative difference between the load on
the left and the right wheels; xSCOP

t , the difference between
the load on the rear and the front wheels; xx-acc.

t , xy-acc.
t and

xz-acc.
t , the acceleration in the three spatial dimensions. In

order to include information on the past, we also compute
the mean and the variance over the previous 5 and 25 time
points. Note that the measurements are digitized with 50
Hz, so 25 time points correspond to half a second.

2.1 Conditional Random Fields
In [3], we compared the performance of several probabilis-

tic models and found that the best results were obtained for
Conditional Random Fields (CRFs). A CRF specifies the
distribution of a sequence of labels, Y = (Y1, . . . , Yn), con-
ditional on a sequence of observations, X = (X1, . . . , Xn)
(see [2]). In our context, the observations represent the sen-
sor measurements, and the hidden states the user activities.
CRFs are parameterized by features, f , and model weights,
λ. For any x = (x1, . . . , xn) and y = (y1, . . . , yn), the prob-
ability of Y = y conditional on X = x is given by

Pλ(Y = y |X = x) ∝ exp
(
λT f(x, y)

)
.

For the labeling of sequential data, linear-chain CRFs are of
particular importance. For that type of models, λT f(x, y)
can be written in terms of state and transition features:

λT f(x, y) =

n∑
t=1

µT f state(xt, yt) +

n∑
t=2

νT f trans(yt−1, yt).

More generally, f trans may also depend on xt. In our exper-
iments, we chose νT f trans(yt−1, yt) = ν 1(yt−1 = yt), which
simply reflects whether or not an activity persists. For the
selection of the state features, we propose to use discrim-
inant rules. The basic idea is, in order to determine the
compatibility of the events Xt = xt and Yt = i, to consider
any potential alternative, Yt = j, and to assess whether
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Xt = xt is more compatible with Yt = i or Yt = j. Writing
Y for the set of all labels, this gives us

µT f state(xt, i) =
∑

j∈Y\{i}
µT

ijdij(xt),

where dij(·) are functions discriminating between i and j,
associated with the weights µij . In the following, we con-
sider several examples.

2.1.1 Binary Thresholds
The simplest type of discriminant rules is obtained by

comparing the observations (component-wise) to thresholds.
Write 1(·) for the function evaluating to 1 if the statement
in the brackets is true and to 0, otherwise. Then

µT
ijdij(xt) = µ

(g)
ij 1(xt ≥ τij) + µ

(l)
ij 1(xt < τij).

For the selection of τij , suppose that we are given training
data x = (x1, . . . , xn) and y = (y1, . . . , yn). Write ni for
the number of points in the training data for which yt = i,
and let µi := 1

ni

∑n
t=1 1(yt = i)xt. Similarly, define nj

and µj . In our experiments, we use the threshold τij =
(µi+µj)/2. Note that τij is the threshold obtained by Linear
Discriminant Analysis if ni and nj are equal (see [1]).

2.1.2 Sigmoid Thresholds
In order to take into account by what margin xt exceeds

τij , we consider continuous thresholds based on the sigmoid
function sig(x) = 1/(1 + e−x). The slope is determined by
a scaling parameter γij , yielding

µT
ijdij(xt) = µ

(g)
ij sig(γij(xt − τij)) + µ

(l)
ij sig(γij(τij − xt)).

Note that the larger γij , the more similar are the continuous
thresholds to the binary ones. For the selection of γij , we
maximize the likelihood of a logistic regression model with
the slope γij and the intercept −γijτij (see [1]).

2.1.3 Using Raw Observations
Finally, we consider discriminant rules based on the raw

observations. Let µ and σ2 denote the sample mean and
variance of xt in the training set. Then we use the rules

µT
ijdij(xt) = µ

(ic)
ij + µ

(sl)
ij

(
σ−1(xt − µ)

)
.

The standardization of xt is necessary to avoid a penaliza-

tion of µ
(ic)
ij and µ

(sl)
ij during the training of the CRF.

3. EXPERIMENTS
We collected user data in two different setups. In the

first experiment, we asked 12 healthy young subjects (19-53
years old) to walk twice through a predefined course which
included the following activities: not touching the walker
(N), stopping (S), walking forward/backwards (F/B), turn-
ing left/right (L/R), transferring between the walker and a
chair (T). The participants of the second experiment were 15
older adults (80-97 years old), 8 of which were regular walker
users. Besides the activities in the first experiment, the par-
ticipants were sitting on the walker (SI), going up/down
a ramp (UR/DR), and going up/down a curb (UC/DC).
While they were performing the courses, we asked the partic-
ipants of the second experiment to execute real-life tasks like
picking up objects from the ground or walking at different
speeds; moreover, we recorded some spontaneous activity in
between the two courses.

Table 1: Accuracy for Experiment 1 (in %)
N S F L R B T Tot.

Thre 81 70 95 74 65 91 61 87
Sigm 88 71 96 77 71 92 56 89
Raw 91 57 96 71 60 88 42 86
Bin 75 73 95 74 67 92 53 86

Table 2: Accuracy for Experiment 2 (in %)
S F L R SI UR DR UC DC Tot.

Thre 89 82 56 52 98 65 54 60 55 81
Sigm 90 85 63 51 99 79 58 61 54 83
Raw 89 85 58 46 99 67 63 55 47 82
Bin 89 85 58 53 99 72 52 56 58 82

We compare four different methods: Thre, based on bi-
nary thresholds; Sigm, based on sigmoid thresholds; Raw,
using the raw observations; Bin, using features based on
data binning, where we chose the number of data bins equal
to the number of different labels. Given the trained CRF
and observations x = (x1, . . . , xn), we predict the sequence
of labels y = (y1, . . . , yn) component-wise by maximizing
the marginal distribution of Yt conditional on X = x.

The results are shown in Table 1 and 2. As can be seen,
Sigm achieves the best performance with an overall accu-
racy of 89% and 83%. Except for Bin in Experiment 2, the
differences in the performance are all statistically significant
(one-tailed Wilcoxon test, α = 0.05). Not surprisingly, all
methods have problems to recognize transferring, which is
an intermediate activity between not touching the walker
and stopping. Turns are sometimes confused with walking
forward, however, also for human observers it is not easy to
tell when a turn exactly starts or ends.

Overall, the results for Experiment 1 are better than for
Experiment 2. One reason is that the participants in Ex-
periment 1 performed the course twice, so the training set
always includes one recording of the person for which the
activity is predicted. Furthermore, the activities in Experi-
ment 2 are more individual, e.g., the participants used very
different strategies to go up and down the curb. Even for
simple activities the variability in Experiment 2 is higher, as
the participants were instructed to perform different real-life
tasks meanwhile.
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ABSTRACT
Going along the questions of how, when and to what extent does
empathy arise in humans, we propose an approach to model empa-
thy for EMMA – an Empathic MultiModal Agent – based on three
processing steps: First, the Empathy Mechanism by which an em-
pathic emotion is produced. Second, the Empathy Modulation by
which the empathic emotion is modulated. Third, the Expression
of Empathy by which EMMA’s modulated empathic emotion is ex-
pressed through her multiple modalities. The proposed model is
integrated in a conversational agent scenario involving the virtual
humans MAX and EMMA.

Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous

General Terms
Algorithms, Measurement, Design, Human Factors, Theory

Keywords
Affect and personality, Empathy, Human-Agent/Agent-Agent In-
teraction

1. INTRODUCTION
While significant advances have been made in modeling empa-

thy for virtual humans, the modulation of the empathic emotion
through factors like the empathizer’s mood and relationship to the
other [4] is either missing or only the intensity of the empathic
emotion is modulated. Following [6], the empathic response to the
other’s emotion does not need to be in a close match with the af-
fect experienced by the other, but can be any emotional reaction
compatible with the other’s condition. Thus, in our work the mod-
ulation factors not only affect the intensity of the empathic emotion
but also its related type. Since a dimensional approach is believed
to be more convenient to model and analyse the subtletly, com-
plexity, and continuity of affective behavior, our empathy model
is realized in EMMA’s Pleasure-Arousal-Dominance (PAD) emo-
tion space [1]. The empathy model is supported and motivated by
psychological models of empathy (see [2] for more details).
Cite as: Modeling Empathy for a Virtual Human: How, When and to What
Extent? (Extended Abstract), Hana Boukricha and Ipke Wachsmuth, Proc.
of 10th Int. Conf. on Autonomous Agents and Multiagent Systems
(AAMAS 2011), Tumer, Yolum, Sonenberg and Stone (eds.), May, 2–6,
2011, Taipei, Taiwan, pp. 1135-1136.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

2. THE EMPATHY MODEL
Empathy Mechanism EMMA’s face replicates 44 Action Units

(AUs) implemented following [5]. As a result of an empirical study
[3] three dimensional non-linear regression planes for each AU in
PAD space were obtained. By combining all planes of all AUs a
facial expressions repertoire is reconstructed.

Using her own AUs and their activation functions (regression
planes) in PAD space, EMMA maps a perceived facial expression
to AUs with corresponding activation values and subsequently in-
fers its related emotional state as a PAD value. The inferred PAD
value is represented by an additional reference point in EMMA’s
PAD emotion space. Its related primary emotion as well as its cor-
responding intensity value can thus be inferred.

The empathic emotion is elicited after detecting a fast and at the
same time salient change in the other’s emotional state that indi-
cates the occurrence of an emotional event or if the other’s emo-
tional state is perceived as salient. With respect to a predetermined
short time interval T , the difference between inferred PAD values
corresponding to the timestamps tk−1 and tk, with tk− tk−1 <= T ,
is calculated as |PADtk − PADtk−1 |. If this exceeds a predefined
saliency threshold T H or if |PADtk | exceeds a predefined saliency
threshold T H ′, then the current emotional state PADtk and its re-
lated primary emotion represent the empathic emotion.

Empathy Modulation The modulation is realized by applying
the following equation each time t an empathic emotion is elicited:

empEmot,mod = ownEmot+

(empEmot −ownEmot)∗ (
n

∑
i=1

pi,t ∗wi)/(
n

∑
i=1

wi)
(1)

The value empEmot,mod represents the modulated empathic emo-
tion. The value ownEmot represents EMMA’s current emotional
state and thus the modulation factor empathizer’s mood. The value
empEmot represents the non-modulated empathic emotion. The
values pi,t represent arbitrary predefined modulation factors that
could have values ranging in [0,1] such as liking and familiarity.
Liking could be represented by values ranging in [−1,1] from dis-
liked to most-liked. The value 0 represents neither liked nor dis-
liked. In this paper, only positive values of liking are considered.

We designate the degree of empathy as the distance between
empEmot,mod and empEmot (see Fig. 1). The closer empEmot,mod
to empEmot , the higher the degree of empathy. The less close
empEmot,mod to empEmot , the lower the degree of empathy.

The impact of the modulation factors on the degree of empathy
is as follows: The closer ownEmot to empEmot , the higher the
degree of empathy. The less close ownEmot to empEmot , the lower
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Figure 1: EMMA’s PA emotion space of high dominance. The
primary emotions happy, surprised, angry, annoyed, bored, and
the neutral state concentrated are located at different PA values.

the degree of empathy. The impact of the modulation factors pi,t
is calculated through a weighted mean of their current values at
timestamp t. E.g., liking can be defined as having more impact on
the degree of empathy than familiarity and thus can be weighted
higher. The higher the value of pi,t ’s weighted mean, the higher the
degree of empathy. The lower the value of pi,t ’s weighted mean,
the lower the degree of empathy.

Following [6], the empathic response to the other’s emotion can
be any emotional reaction compatible with the other’s condition.
Therefore, empEmot,mod is facilitated only if its related primary
emotion is defined as close enough to that of empEmot . Primary
emotions defined as close to empEmot ’s primary emotion should
represent emotional reactions that are compatible with the other’s
condition.

Fig. 1 shows EMMA’s PA emotion space of high dominance.
At the time tk−1 EMMA’s current emotion ownEmotk−1 has as re-
lated primary emotion happy, empEmotk−1 has as related primary
emotion annoyed. The resulting empEmotk−1,mod has as related
primary emotion surprised which is defined as not close enough
to annoyed. At this stage empEmotk−1,mod is inhibited. At the
time tk EMMA’s current emotion ownEmotk is the neutral state
concentrated, empEmotk has as related primary emotion angry.
The resulting empEmotk ,mod has as related primary emotion an-
noyed which is defined as close enough to angry. At this stage
empEmotk ,mod is facilitated.

Expression of Empathy Based on EMMA’s face repertoire, the
PAD value of the modulated empathic emotion triggers EMMA’s
corresponding facial expression. EMMA’s speech prosody [7] is
modulated by the PAD value of the modulated empathic emotion.
The higher the arousal value of the modulated empathic emotion,
the higher the frequencies of EMMA’s eye-blinking and breathing.
Triggering other modalities like verbal utterances depends on the
scenario’s context.

3. SCENARIO
In a conversational agent scenario, MAX and EMMA conduct

a multimodal small talk with a human partner. The emotions of
both virtual humans can be triggered positively or negatively by
the human partner through compliments or politically incorrect ver-
bal expressions. In this scenario, EMMA empathizes with MAX’s

emotions to different degrees depending on the following factors:
First, EMMA’s mood which changes dynamically over the inter-
action when the human partner triggers EMMA’s emotions neg-
atively or positively. Second, EMMA’s liking toward MAX and
EMMA’s familiarity with MAX which have predefined values that
does not change dynamically over the interaction. Thus, the impact
of the mood factor as dynamically changing over the interaction can
be better perceived in this scenario. By calculating the difference
of the pleasure values of MAX’s perceived emotion, Ptk −Ptk−1 , at
timestamps tk−1 and tk, EMMA detects changes in MAX’s pleasure
value and encourages the human partner dependingly. A positive
change that results in a positive pleasure value triggers an utterance
like "Its great, you are so kind to MAX!". A positive change in the
negative space of pleasure triggers an utterance like "Be kinder to
MAX!". Analogously, verbal utterances are triggered by a negative
change in pleasure.

4. FUTURE WORK
In future work, we aim at empirically evaluating EMMA’s em-

pathic behavior within the above introduced scenario. In particular,
we will focus on the impact of EMMA’s mood, as a modulation
factor that dynamically changes over the interaction, on human
subjects’ perception of EMMA’s empathic behavior. The evalua-
tion will be performed to test the following hypothesis: The human
partner should perceive EMMA’s behavior as more adequate when
she exhibits a modulated empathic behavior related to her perceived
emotional state rather than when exhibiting a non-modulated one.
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ABSTRACT
In the context of multi-agent hypothetical reasoning, agents
typically have partial knowledge about their environments,
and the union of such knowledge is still incomplete to repre-
sent the whole world. Thus, given a global query they need
to collaborate with each other to make correct inferences and
hypothesis, whilst maintaining global constraints. There are
many real world applications in which the confidentiality of
agent knowledge is of primary concern, and hence the agents
may not share or communicate all their information during
the collaboration. This extra constraint gives a new chal-
lenge to multi-agent reasoning. This paper shows how this
dichotomy between ”open communication” in collaborative
reasoning and protection of confidentiality can be accommo-
dated, by extending a general-purpose distributed abductive
logic programming system for multi-agent hypothetical rea-
soning with confidentiality. Specifically, the system com-
putes consistent conditional answers for a query over a set
of distributed normal logic programs with possibly unbound
domains and arithmetic constraints, preserving the private
information within the logic programs.

Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous

General Terms
Algorithms

Keywords
Reasoning (Multi-agent), Knowledge Representation, Dis-
tributed Problem Solving

1. INTRODUCTION
In the context of multi-agent reasoning, each agent has its
own partial knowledge about the world together with local
and/or global constraints. Given a reasoning task, agents
need to interact and compute answers that are consistent
with respect to the global constraints. In the case where the
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Laboratory and the U.K. Ministry of Defence.
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Multiagent Systems (AAMAS 2011), Tumer, Yolum, Sonenberg
and Stone (eds.), May, 2–6, 2011, Taipei, Taiwan, pp. 1137-1138.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

union of all the agent knowledge is still incomplete to repre-
sent the whole world, hypothetical reasoning is needed, and
agents need to collaborate to make correct inferences and hy-
potheses given a global query. Previously, a general-purpose
system called DAREC [3] has been developed, which com-
bines distributed problem solving and abductive logic pro-
gramming, for multi-agent hypothetical reasoning. Agent
knowledge in DAREC is represented as a normal logic pro-
gram, and a distributed abductive logic programming al-
gorithm is used to coordinate the agents’ local reasoning
tasks. Thus, agents compute local conditional answers, by
assuming the undefined knowledge that is needed to main-
tain their (global) constraints, and coordinate their proofs
through consistency checks over their respective assump-
tions. DAREC is the first distributed abductive system
that can compute non-ground answers and handle arith-
metic constraints.

However, in DAREC all knowledge is considered public
and hence during collaboration agents are free to commu-
nicate any information they may have. This assumption
may not hold in application domains where confidentiality
is an additional primary concern, e.g., policy analysis of a
distributed network formed by devices belonging to differ-
ent parties. In such problem settings, agents may contain
private information that cannot be shared with others dur-
ing, or after, the reasoning, and hence they must decide
what to disclose between their communications. This paper
addresses the new challenge of extending DAREC for multi-
agent hypothetical reasoning with confidentiality. There are
two main contributions. At knowledge representation level
we have extended the logical language and the distributed
abductive framework to allow modelling of private agent
knowledge. At the algorithmic level, we have extended the
distributed proof procedure with a safe yet efficient agent
interaction protocol, which prevents private knowledge be-
ing passed between agents and allows a degree of concurrent
computation. The new system may be used in several ways.
For example, each abductive agent could be implemented as
a reactive reasoning module of an agent (with well-known
agent architectures, such as BDI) in a larger MAS to sup-
port other agent/system functionalities. Alternatively, the
whole system could be implemented as a “simulator” to ver-
ify properties or behaviour of a target MAS (i.e., each agent
in the target MAS is represented by an abductive agent).

2. KNOWLEDGE REPRESENTATION
Standard abductive logic programming [1] and DAREC no-
tations are used throughout the paper. Each agent is mod-
elled as an abductive framework F = 〈Π,AB, IC〉, where
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AB is the set of all abducible atoms, Π is a (finite) set of
rules H ← L1, . . . , Ln (n ≥ 0) called the local background
knowledge, and IC is a (finite) set of denials ← L1, . . . , Ln
(n > 0) called the integrity constraints, where H is an atom
and each Li is a literal. In our new system, a new type of
atom, called askable, is introduced in addition to the ab-
ducible (atoms), the non-abducible (atoms) and the (arith-
metic) constraint (atoms). An askable is p(~t)@Ag where p(~t)
is a non-abducible and Ag is either a variable or a constant
representing an agent identifier. Intuitively, during the col-
laborative reasoning process an askable sub-goal p(~t)@Ag
means it should (only) be solved by agent Ag, or “(only)
agent Ag has knowledge of/can be asked about it”. Thus,
a negative askable literal should be read as ¬(p(~t)@Ag) and
not as (¬p(~t))@Ag. Non-abducible are considered private to
agents; whereas askables (as well as abducibles) are shared
between agents. Only non-abducible and askable atoms can
appear in the head of a rule. A global abductive framework

is a pair 〈Σ, F̂〉 denoting the sets of all agent identifiers and
frameworks respectively, with the assumption that the set of
all abducible atoms is agreed by everyone, i.e., ABi = ABj
for any i, j ∈ Σ. Given a query Q, the task of multi-agent
hypothetical reasoning with confidentiality is to compute a
subset of abducibles ∆ ⊆ AB such that (i)

⋃
i∈Σ Πi∪∆ |= Q,

(ii)
⋃
i∈Σ Πi∪∆ |= ⋃

i∈Σ ICi, and (iii) no (reasoning of) pri-
vate non-abducibles of an agent are disclosed to others.

3. DISTRIBUTED ALGORITHM
From the operational point of view, our new distributed
abductive algorithm is a coordinated state rewriting pro-
cess, consisting of a series of local abductive inferences by
the agents and coordination of these local inferences. The
local inference is a top-down (goal-directed) reasoning pro-
cess, where a current agent (i) solves as many sub-goals of
the query as possible, using its own knowledge, and (ii) col-
lects those sub-goals that are solvable only by other agents
(i.e., the askables), and the constraints that must be satis-
fied by all agents to guarantee global consistency of the final
answer. These are generated from constructive negations
and arithmetic constraints during the local inference pro-
cess. They can be reduced to a set of inequalities and arith-
metic constraints and be handled by external Constraint
Logic Programming (CLP) solvers, enabling also reasoning
over unbounded domains. The collected sub-goals and con-
straints, together with the hypotheses made during the lo-
cal inference, are encapsulated into a token state, which is
then passed around to other agents for further processing
once all private sub-goals (i.e., non-abducibles) of the cur-
rent agent have been solved by the agent. This guarantees
that confidential information is not included in the token
state and not passed to other agents. The coordination of
state-passing implements synchronised backtracking, whilst
enabling concurrent computation between local inferences.
The coordination allows two types of agent interaction: pos-
itive and negative. In the case of a positive interaction, the
token state is directed to a suitable helper agent (i.e. who
may help to solve some pending sub-goals), whereas for neg-
ative interactions, it is passed among all agents enforcing
each to check the pending constraints. Application depen-
dent strategies may be adopted to interleave/combine such
interactions in order to reduce communication overheads.

4. APPLICATIONS AND EXPERIMENTS

The distributed abductive algorithm is proven to be sound
with respect to the three-valued completion semantics for
abductive logic programs [5], and complete upon termina-
tion of the execution. The terminating condition depends
on the structure of the overall logic program formed by the
union of all the agent frameworks, i.e., it is hierarchical or
abductive acyclic [6]. The System has been implemented in
YAP Prolog 6 1. It has also been tested for decentralised
policy analysis (e.g., modality conflict detection and system
behaviour simulation), where each node of a distributed sys-
tems has private security policies and domain information
modelled as a normal logic program within the formal pol-
icy framework proposed by Craven et. al. [4]. Note that the
policy language in the framework can guarantee the overall
logic program is abductive acyclic, and hence guarantees the
termination of the distributed abductive task.

5. CONCLUSION AND FUTURE WORK
Confidentiality in knowledge is one important constraint
that makes a multi-agent reasoning problem challenging,
and it is also a very common assumption in MAS’s. Our
main contributions include (1) a logical framework for mod-
elling the distributed knowledge of a multi-agent system
where the agents’ background knowledge are correlated and
have private information, and (2) a top-down distributed ab-
ductive algorithm which allows agents to perform collabora-
tive hypothetical reasoning without disclosing private infor-
mation. Furthermore, by limiting the set of abducible atoms
to be empty, the system becomes a general purpose dis-
tributed deductive theorem prover that performs construc-
tive negation whilst maintaining confidentiality. This is very
useful when dealing with logic programs with unbound do-
mains that cannot be implemented with a bottom-up algo-
rithms such as answer set programming (ASP). The system
has many potential applications including decentralised se-
curity policy analysis.

There are some applications where the separation between
public and private hypotheses is desired in collaborative rea-
soning, e.g., distributed planning/scheduling with confiden-
tiality [2]. As future work, we would like to extend our sys-
tem to handle private abducible predicates, and to perform
extensive benchmarking for the system.
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ABSTRACT
BDI agents often have to make decisions about which plan
is used to achieve a goal, and in which order goals are to
be achieved. In this paper we describe how to incorporate
preferences (based on the LPP language) into the BDI ex-
ecution model.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence — Intelligent agents

General Terms
Algorithms

Keywords
Agent programming languages, Reasoning (single and mul-
tiagent), Preference reasoning

1. INTRODUCTION
A fundamental feature of agent systems is the ability to

make decisions and to manage the consequences of these
decisions in complex dynamic environments. In agent sys-
tems based on the Belief-Desire-Intention (BDI) model, an
agent typically has a set of beliefs about the current state
of the world, a set of goals, which represent states of the
world that it would like to bring about, and plans which are
used to achieve its goals. Due to the unpredictability of an
agent’s environment, it is normal for the agent to have to
choose one of several plans which may be used to achieve
a particular goal; by suitably adapting the choice of plan
for the circumstances applicable at the time, the agent can
provide robust behavior.

For example, a travel agent that is asked to book a hol-
iday may subdivide this task into two subgoals of booking
accommodation and booking transport. If there are multi-
ple accommodation venues and multiple means of transport,
there can be numerous combinations that may be used by
the agent to achieve the goal of booking a holiday.

In practice, it is common for the user to want to specify
some preferences for how the goal should be achieved. For
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instance, in the travel example above, the user may wish to
specify a particular choice of airline or that it is preferable
to travel by train and spend any money saved on a bet-
ter class of accommodation. This extra information should
be included as a preference rather than a goal since, it is
acceptable to satisfy the goal without satisfying the pref-
erence. For example, specifying the preference to fly with
Dodgy Airlines as a goal would mean the user refuses to
travel by any means other than Dodgy Airlines.

We have incorporated preferences into the BDI plan se-
lection process by using preferences as a constraint on plan
selection when a choice needs to be made. For example, if
the user prefers 5∗ hotels, then the agent should first choose
plans which book 5∗ hotels in preference to other plans. We
also allow preferences to be specified for ordering subgoals
of plans when their ordering is not determined by design.
For example, satisfying the preference of travelling by train
and spending any money saved on accommodation requires
the subgoal of booking a train to be performed first.

2. PREFERENCE SPECIFICATION
Our preference specification consists of two parts: express-

ing the user preferences in a preference language and anno-
tating the goals and plans of the agent with additional infor-
mation. The annotated information is used at runtime when
the agent utilizes the user preferences to make a decision.

Preferences are expressed in terms of properties of goals,
which can be thought of as the relevant effects of the achieve-
ment of a goal. For example, a goal G of booking a holiday
may have a property called payment which specifies the pay-
ment method used. Any plan that achieves G by paying for
the holiday with a credit card will result in the value credit
being assigned to this property. Similarly, an alternative
plan may assign the value debit for payment. This means
that the set {credit, debit} contains the possible values of
the property payment for G.

The intended meaning of a property p of a goal or plan
is that upon successful execution of that goal or plan, the
value of p will be either one of the programmer-specified
values or a value called null when the agent’s execution does
not explicitly assign a value (e.g., a goal property may not
receive a value if not all plans for that goal assign a value to
that property).

Our preference language is based on the language LPP [1]
and it allows the user to specify preferences over property
values. For example, the statement “I would prefer for pay-
ment to be made via credit card” states the preference for
the value credit rather than debit for the payment property.

The structure of our preference formulas follows LPP in
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that we we use basic desire formulas to represent basic state-
ments about the preferred situation, atomic preference for-
mulas to represent an ordering over basic desire formulas
and general preference formulas to express atomic prefer-
ence formulas that are optionally subjected to a condition.
We introduce the class of conditional preference formulas
that allow us to specify conditions with regard to informa-
tion collected at runtime. The user preferences are specified
as a set of general preference formulas.

Due to space constraints we only give examples of each
class of preference formulas and some user preferences to-
gether with their representation in our preference language.
The semantics of our language is similar to that of LPP [1].

Examples of basic desire formulas are transport.type =
train and usage(money, 500,≤), indicating a preference for
a preferred property value and the usage of a resource respec-
tively. In atomic preference formulas we can order basic de-
sire formulas to represent a preference of one over the other.
For example, the atomic preference formula transport.type =
plane (0) � transport.type = train (100) expresses that
transport by plane is preferred to transport by train. A con-
ditional preference formula, such as failure(book flight),
can be used to express preferences such as, “If I’m unable to
travel by plane, then I prefer ...”

We now give several user preferences and their represen-
tation in our preference language. Examples of user prefer-
ences are “I prefer to minimize the money spent on accom-
modation.”, “I prefer to fly rather than travel by train.”, and
“If the accommodation is a hotel then I prefer to fly with
Jetstar.”. We can represent the given user preferences as
the following preference formulas:

acc.minimize(money) (0)
transport.type = plane (0)� transport.type = train (100)
acc.type = hotel : book flight.airline = Jetstar (0)

For the purpose of annotating and computing additional
information for the goals and plans of the agent, we use the
notion of a goal-plan tree. A goal-plan tree contains goal and
plan nodes and it captures the decomposition of a goal into
plans that can achieve that goal and the decomposition of a
plan into subgoals that are posted by that plan. Specifically,
in a goal-plan tree a goal node has one or more plan nodes
as children and a plan node has zero or more goal nodes as
children. We follow the approach of Thangarajah et al. [2,
3] to augment the nodes in a goal-plan tree with summary
information. We annotate a node with a property summary
containing properties with their possible values. We use
resource summaries [3] to guide the agent’s decisions with
regard to preferences over resource usage.

For each goal node the programmer specifies a human-
readable name and for each plan node the programmer can
specify resource requirements and properties. For example,
a goal named book hotel can have a plan for booking a 3∗

hotel (with resource requirement money = 200 and a prop-
erty quality = 3∗) and a plan for booking a 5∗ hotel (with
money = 400 and quality = 5∗).

After annotating the goals and plans we propagate this
information to nodes higher in the goal-plan tree. As a re-
sult, each property summary contains information of that
node and all nodes below it in the goal-plan tree. We define
two propagation rules that compute, for a given goal or plan
node, the information in its property summary based on the
annotations of that node and its child nodes. For exam-
ple, the book hotel goal above, assuming just the two plans
mentioned as children, would have a resource summary of

〈 (money, 200), (money, 600) 〉1 and a property summary of
〈 (quality, {3∗, 5∗}) 〉2 attached to its node in the tree.

We propagate information upwards to accumulate the avail-
able summary information in the root node (top-level goal)
of the goal-plan tree. The user specifies preferences in terms
of the summary information of the root node. The user
therefore does not need to know the structure of the goal-
plan tree. Further, the goal-plan tree can be used by multi-
ple users as preferences are specified separately from it.

3. REASONING ABOUT PREFERENCES
We can identify two types of decisions that an agent needs

to make. For a goal, an agent can select one of the plans
and for a plan, an agent can choose the order in which to
pursue the subgoals, if any, unless the order is determined
by the structure of the plan.

The preferred order in which plans of a goal should be
selected for execution is computed in two steps. We compute
a score for each plan of a goal by evaluating the preference
formulas and we then sort the plans by that score from most
to least preferred. The output of this algorithm is an ordered
list of the plans and the agent attempts the plans in that
order. In case of plan failure, the next plan in the ordered
list is attempted.

The order in which subgoals of a plan should be pursued is
computed by analyzing the preference formulas containing
a condition as well as the structure of the goal-plan tree.
Consider the general preference formula

goal1.prop1 = value1 : goal2.prop2 = value2 (0)

which can be read as“if prop1 of goal1 has received the value
value1 then I prefer prop2 of goal2 to receive value2”. To
satisfy this preference, we should execute goal1 before goal2
to determine the value of prop1. If its value is indeed value1
then we can aim to satisfy the preferred value of prop2 for
goal2. We compute the constraints on subgoals for each
plan (i.e. subgoal g1 should preferably be executed before
subgoal g2) and we use these to compute the preferred order
of subgoals of a plan. The execution order of subgoals of
a plan is computed by repeatedly adjusting an ordering of
the subgoals, starting with an arbitrary ordering, using the
ordering constraints. For example, if g1 should preferably be
executed before g2, we move g2 to the end of the ordered list
of subgoals and we proceed to the next ordering constraint.

We have implemented and tested our preference system in
the agent platform Jadex3 using a number of examples. The
implementation consists of around 3000 lines of code, which
utilizes the metagoal and metaplan features of Jadex.

4. REFERENCES
[1] M. Bienvenu, C. Fritz, and S. A. McIlraith. Planning

with qualitative temporal preferences. In KR, pages
134–144. AAAI Press, 2006.

[2] J. Thangarajah, L. Padgham, and M. Winikoff.
Detecting & exploiting positive goal interaction in
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[3] J. Thangarajah, M. Winikoff, L. Padgham, and
K. Fischer. Avoiding resource conflicts in intelligent
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1The necessary and possible resource requirements as de-
scribed in [3].
2The property is assigned one and only of the values.
3http://jadex.informatik.uni-hamburg.de
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ABSTRACT
In this paper, we propose a new approach to using probabilistic hi-
erarchical task networks (HTNs) as an effective method for agents
to plan in conditions in which their problem-solving knowledge is
uncertain, and the environment is non-deterministic. In such situ-
ations it is natural to model the environment as a Markov decision
process (MDP). We show that using Earley graphs, it is possible to
bridge the gap between HTNs and MDPs. We prove that the size
of the Earley graph created for given HTNs is bounded by the total
number of tasks in the HTNs and show that from the Earley graph
we can then construct a plan for a given task that has the maximum
expected value when it is executed in an MDP environment.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial Intelligence

General Terms
Algorithms, Design

Keywords
Planning (single and multi-agent)

1. INTRODUCTION
Although the complexities of planning in the real-world are bet-

ter captured by stochastic formalisms such as Markov Decision
Processes (MDPs), domain specification using these formalisms is
a very complex task for all but trivial scenarios. By contrast, clas-
sical planning formalisms are more intuitive to non-experts where
one particular formalism, Hierarchical Task Networks (HTNs) be-
ing the formalism of choice for planning in deterministic domains.
In this paper, we propose a method to bridge the gap between HTNs
and MDPs by performing maximum expected utility (MEU) plan-
ning on an HTN domain specified in terms of a hierarchy of tasks
induced by a library of methods. To accomplish this, we look at
the HTN methods as if they were the rules of a context-free gram-
mar and apply our own modified version of an Earley parser [3] to
generate a data structure known as Earley state chart [4]. Earley
Cite as: Probabilistic Hierarchical Planning over MDPs (Extended Ab-
stract), Y. Tang, F. Meneguzzi, S. Parsons and K. Sycara„ Proc. of 10th
Int. Conf. on Autonomous Agents and Multiagent Systems (AAMAS
2011), Tumer, Yolum, Sonenberg and Stone (eds.), May, 2–6, 2011, Taipei,
Taiwan, pp. 1143-1144.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

parsing is a dynamic programming technique widely used in the
efficient processing of natural language that has been adapted to
parse sentences probabilistically in order to cope with the ambigu-
ity inherent to human languages. The semantic representation in
the Earley state chart naturally leads to a probabilistic semantics,
as well as algorithms for probabilistic context free grammar pars-
ing. This class of algorithm performs a parallel top-down search
over all possible grammar parses for a given input sentence, and its
complexity is bounded by O(N3) on the number of input words [3].

Our adaptation of Earley parsing for probabilistic HTN planning
was inspired by earlier efforts relating task decomposition to gram-
mar parsing [1].In constructing our modified Earley graph, we take
into consideration the preconditions of tasks and the effects of ac-
tions to make sure that the generated plans follow the constraints
imposed by the HTN domain specification. While earlier work re-
lates planning and parsing only for deterministic domains, we ex-
tend this concept into probabilistic domains by annotating probabil-
ities in the HTN methods, allowing us to calculate the probabilities
of generating plans in the domain. Furthermore, we allow a user to
specify rewards for specific states in the HTN specification in the
same way as goal states are specified in classical planning, allow-
ing us to use the Earley graph to calculate the expected utilities of
these plans, and ultimately allowing us to perform MEU planning
conforming with HTN constraints.

2. FROM METHODS TO EARLEY GRAPHS
The core of our approach consists of adapting the Earley pars-

ing approach of [4] to accommodate the components of states (of
preconditions and effects), and task decompositions. The approach
keeps track of the decomposition procedure for the set of all possi-
ble execution trajectories using the methods from an HTN domain.
This is done by modifying the concept of Earley states to include
the information of states and actions in addition to the task decom-
positions. To avoid the naming conflict with the state space of a
planning domain, we call these modified states Earley nodes.

DEFINITION 1. Let m = 〈t,H〉 be an HTN method, t be a task
and H = 〈T,C〉 be an HTN with tasks T and constraints C. From
m we generate |T| Earley nodes. Each Earley Node EN is of the
form ENm,ti = 〈m, ti〉 where ti ∈ network(m). For notational con-
venience, we denote m by method(ENm,ti ), ti by current(ENm,ti ),
and task(m) by root(ENm,ti ).

DEFINITION 2. An Earley graph for a method library M is a
graph G = 〈N , E〉 where

• N = {EN} is a set of Earley nodes; and

1143



• E is the set of Earley links of three types:
– A predicting link 〈ENm,ti ,ENm′,t′start

〉 where task(m′) =

ti and t′start = start(m′) is the starting task of m′ which
precedes all the other tasks in m′. ENm′,t′start

is called a
predicting node.

– A scanning link 〈ENm,a,ENm,ti〉 where a is a primitive
task in m, and ti = next(m, a) is a task immediate suc-
ceeding a in m. ENm,a is called a scanning node.

– A completing link 〈ENm′,t′end
,ENm,ti〉where t′end = end(m′)

is the ending task of m′, and ti = next(m, task(m′)) is
an immediate task succeeding task(m′) in m. ENm′,t′end
is called a completing node.

A predicting link 〈ENm,ti ,ENm′,t′start
〉 marks a possible decomposi-

tion of a task ti; a completing link 〈ENm′,t′end
,ENm,ti〉 marks a pos-

sible completion of a task in m resulting in the investigation of the
next task ti in m; a scanning link marks an execution of a primitive
task a resulting in the investigation of the next task ti in m.

In an Earley graph, a path from ENm,tstart to ENm,tend corresponds
to a decomposition of task(m) and an execution trajectory of task(m)
according to the methods in the library M if the traversal of the
paths are carefully managed to ensure that 1) the task decomposi-
tions corresponding to the path are valid, and 2) the preconditions
of the methods and primitive tasks in the path are met. The first
condition is to avoid the mismatch of a completing node into a par-
ent method which doesn’t invoke such a method. The Earley graph
enables us to do this kind of dynamic programming with complex-
ity bounded by the size of the Earley graph. After the relaxation,
we can assign probability to the predicting and completing links to
model the uncertainty in which decompositions can be valid.

3. INTEGRATING HTNS AND MDPS
In a classic MDP problem, the solution of an MDPs is a policy,

which indicates the best action to take in each state. Thus, an MDP
policy is a total function mapping states into actions, so a policy π
is represented as a function π : S→ A. Information on the rewards
of states makes it possible to compute the value of a a given state
under a particular policy π – it is the expected value of carrying out
the policy from that state, given some discount factor γ. While in
the literature, other solution concepts have been proposed (such as
decision trees [2]), we focus on the concept of probabilistic hier-
archical planning, therefore we will adopt the task decomposition
solution concept of HTN planning while obtaining the maximum
expected rewards for this task decomposition.

3.1 Semantics of an HTN Earley Graph
The probabilities assigned to the Earley links are about the un-

certainty in decomposing tasks. The predicting link stores the sub-
jective knowledge on how probable it is that a method can be used
to successfully decompose a task, so it is assigned number Pr(m|t).
A scanning link is assigned probability 1 because in terms of task
decomposition, encountering a primitive task in the task network
means that we will move to the next task of the encounter task with
probability 1. Thus, the probability of a path 〈EN0,EN1, . . . ,ENN〉
extracted by our technique is

Pr(〈EN0,EN1, . . . ,ENN〉) = Pr(EN0|EN1)×. . .×Pr(ENn−1|ENn)

This is the probability of a pure task network decomposition which
models the uncertainty of how computer program or a human ex-
pert uses a library of methods to achieve a task corresponding to
root(EN0) assuming that the method choices for any two tasks are
independent.

3.2 Utility of Earley Paths
Given a decomposition-execution path de, the value of this path

is the sum of all the rewards encountered V(de) = Σaj∈deR(sj).
The expected value of a decomposition path is

V(path) = Σde∈DE(path) (V(de) · Pr(de))
Similar to the MDP value computation, the expected value of a path
can be computed iteratively with the Earley graph. Let subpath(s,EN)
be the subpath of path starting from 〈s,EN〉, we define Vpath(s|EN) =
V(subpath(s,EN)) and Vpath(EN) = ΣsVpath(s|EN). Related to a
decomposition path = 〈EN0, . . . ,ENn〉, we define the value of the
fully complete Earley node ENn to be

Vpath(s|ENn) = R(s).
If ENi+1 is a predicting or completing node, we define

Vpath(s|ENi) = Pr(ENi+1|ENi) · V(s|ENi)

If ENi+1 is a scanning node, we define

Vpath(s|ENi) =

Pr(ENi+1|ENi) ·
(

R(s) + Σs′Pr(s′|s, a) Vpath(s′|ENi+1)
)

We can then traverse the Earley graph for paths corresponding to
valid task decompositions with a stack tracking the start and com-
pletion of methods. Using dynamic programming, the traversal can
be focused towards paths with maximum expected utilities.

4. CONCLUSIONS AND FUTURE WORK
Our ultimate goal here is not only to perform probabilistic hierar-

chical planning for an uncertain environment, but also to utilize the
approach for multiagent system control. A system of cooperative
agents could thus communicate to share the same set of task net-
works while working in the same environment with the same char-
acteristics of uncertainty. As every agent can construct the same
Earley graph structure from the task network library, we will be
able to incrementally adapt to the environment and revise their task
decomposition probabilities. Thus, the multiagent system can con-
verge to a set of cooperative behaviors prescribed by the shared
set of task networks. The resulting system allows us to specify its
group behaviors in a way that is close to how humans perform prob-
lem solving while accommodating uncertainty both in the knowl-
edge of problem solving and the in the environment.
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ABSTRACT
Fair division methods offer guarantees to agents of the pro-
portional size or quality of their share in a division of a
resource (cake). These guarantees come with a price. Stan-
dard fair division methods (or ”cake cutting” algorithms) do
not find efficient allocations (not Pareto optimal). The lack
of efficiency of these methods makes them less attractive
for solving multi-agent resource and task allocation. Previ-
ous attempts to increase the efficiency of cake cutting algo-
rithms for two agents resulted in asymmetric methods that
were limited in their ability to find allocations in which both
agents receive more than their proportional share.

Trust can be the foundation on which agents exchange in-
formation and enable the exploration of allocations that are
beneficial for both sides. On the other hand, the willingness
of agents to put themselves in a vulnerable position due to
their trust in others, results in loss of the fairness guarantees
that motivate the design of fair division methods.

In this work we extend the study on fair and efficient cake
cutting algorithms by proposing a new notion of trust-based
efficiency, which formulates a relation between the level of
trust between agents and the efficiency of the allocation.
Furthermore, we propose a method for finding trust-based
efficiency. The proposed method offers a balance between
the guarantees that fair division methods offer to agents and
the efficiency that can be achieved by exposing themselves
to the actions of other agents. When the level of trust is the
highest, the allocation produced by the method is globally
optimal (social welfare).

Keywords
Game Theory, Social choice theory

1. INTRODUCTION
One of the main challenges in multi-agent systems (MAS)

is encouraging self-interested agents to cooperate. Fair di-
vision methods offer a possible solution to this challenge for
resource and task allocation, by offering guarantees to agents
on the quality or size of their share, as long as they are co-
operative (follow the instructions of the method’s protocol).
Moreover, these guarantees hold for an agent, even if other
agents choose an uncooperative strategy.

A fair division method guarantees fairness properties but
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may be inefficient (not Pareto optimal). In other words,
there can exist a different allocation that is preferred by
both (or preferred by one and is equal in the eyes of the
other).

Previous attempts to introduce efficiency into a fair divi-
sion method offered asymmetric extensions of Austin’s method [1,
3]. These methods have the following limitations: (1) Only
allocations that include up to two cuts of the cake are con-
sidered. (2) The method does not consider allocations in
which both agents value their share as more than 50%.

The possibility of finding solutions to negotiation prob-
lems that expand the pie, i.e., the sum of the benefit for
the negotiating parties exceeds 100%, was acknowledged by
social scientists and triggered studies that investigated the
success of different strategies in producing such agreements.
Intuitively, integrative strategies that increase the coopera-
tion and information exchange between the negotiating par-
ties increase the chances for efficient agreements.

Trust is a concept that has been intensively studied by
social scientists and by the multi agent systems community.
The common and accepted definition for trust is the will-
ingness of an agent to put herself in a situation in which
she is vulnerable to the actions of another (the party she
trusts). The relation between trust and efficiency was also
acknowledged by multi-agent system studies.

In this paper we extend the research on fair and efficient
cake cutting methods by:

1. Proposing a new notion of trust based efficiency. It
defines the level of efficiency that can be achieved as a
function of the level of trust among the agents.

2. Proposing a method for finding trust based efficiency
that is independent of the role of the agents. The
method proposed allows agents to expose themselves
with respect to the level of trust and make use of this
exposure to increase efficiency while maintaining the
guarantees on the fraction of the proportional share
that the agents were not willing to risk. When the
level of trust is maximal, the allocation found by the
method is globally optimal (social welfare).

2. AUSTIN’S METHOD AND ASYMMETRIC
EXTENSIONS

Austin’s moving knife procedure is famous for being the
only method that can find a division of a cake between two
agents such that both agents value their share as exactly
half of the cake (exact allocation) [1, 2].

In Austin’s procedure, an infinitely divisible but bounded
resource (cake) X is divided between two agents, a and b.
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We assume that the cake has a rectangular shape with length
L and width 1. We further assume that all cuts are planar.
Each agent has its own utility function, Ua and Ub respec-
tively, which defines the utility she derives from an allocation
of any piece of the cake to her. One agent (a) holds two par-
allel knives. In the initial state, the left knife is placed at
the left edge of the cake and the right knife is placed so that
the utility she derives from the piece between the knives (we
will refer to the piece between the knives as P and to the
remainder of the cake as P̄ ) would be Ua(P ) = 1

2
Ua(X) (for

simplicity we will assume that Ua(X) = Ub(X) = 1). Agent
a then moves both knives to the right so that at all times
Ua(P ) = 1

2
. When Ub(P ) = 1

2
as well, agent b calls “stop”

and is allocated P while a gets P̄ . Thus, the utilities derived
by both agents from their share are Ua(P̄ ) = Ub(P ) = 1

2
(an

exact division [2]).
If we allow agent b to observe the full process in which

agent a moves the knives from the initial position to the final
complementary position, and then choose the piece that she
values the most and that was between the knives at some
point during the process, we can increase the efficiency of the
method. However, it is clear that this increment in efficiency
is one-sided (Ub ≥ 1

2
while Ua = 1

2
).

A different extension to Austin’s method, which increases
its efficiency, was proposed by Sen and Biswas [3]. Their
method reaches a similar result by allowing the cutting agent
(a) to hold a model of the other agent preferences. This
allows her to manipulate the selection of b and be left with
the most beneficial allocation among the allocations that
leave agent b with a satisfactory consecutive share.

The two methods described above are both asymmetric,
i.e. give an advantage to one of the agents over the other.
Both methods do not consider allocations that increase the
benefit for both agents beyond their proportional share.

3. TRUST BASED EFFICIENCY
An allocation A will be constructed of two disjoint sets

of pieces, Xa and Xb. If we will put together all the pieces
in Xa and Xb we will get the entire cake (X). We will use
the notation Uj(x) for the utility agent j derives from the
allocation of piece x to her. The utility agent j derives from
an allocation A will be denoted Uj(A) and will be equal to
Uj(Xj), the utility the agent derives from her allocated set
of pieces in A, Xj . Once again, for simplicity we will assume
that agents’ utility functions are normalized, i.e., Uj(X) = 1.
We propose the following two innovative notions:

1. given 0 ≤ l ≤ 1, the symmetric level of trust between
agents a and b, an incentive participation constraint
for agent j ∈ {a, b} is that for any possible resulting
allocation A, Uj(A) ≥ 1−l

2
.

2. An allocation A is l trust efficient if there is no piece x
held by agent j ∈ {a, b} in A and piece x′ held in A by
agent i ∈ {a, b}, i 6= j for which: (a) Ui(x) ≥ 1−l

2
. (b)

Uj(x
′) ≥ 1−l

2
. (c) Uj(x

′) > Uj(x). (d) Ui(x) ≥ Ui(x′).
The following method finds l-trust-efficient (LTE) alloca-

tions of a cake between two agents:

1. At the initial state, agent a places the left knife on
the left edge of the cake and the right knife so that
Ua(P ) = 1−l

2
(recall that P is the piece between the

knives).

2. Agent a moves the knives to the right, keeping the
value of P at 1−l

2
until at the final state, the right

knife reaches the right edge of the cake.

3. Agent b decides which part of the cake to allocate to
agent a and which part to herself, cuts the cake and
makes the allocation accordingly.

To complete the description of the mechanism, it remains
to describe the protocol that agent b follows in the third step.
Notice that like in Austin’s procedure, while the value of P
for agent a remains the same while the knives are moving,
its value for agent b may be changing. The value of the piece
P for agent b as a function of the location of the left knife
(moving to the right between the left edge of the cake and
its location in the final state) is observed and analyzed by
her in order to produce the allocation.

Agent b selects a set of disjoint pieces Xa to allocate to
agent a so that the following conditions are satisfied: (1) x ∈
Xa ⇒ x was equal to P at some time through the movement
of the knives. (2) x ∈ Xa ⇒ Ub(x) ≤ 1−l

2
, i.e. b values x

less than agent a values it. (3) x ∈ Xb ⇒ Ub(x) > 1−l
2

. (4)

Ub(Xb) ≥ 1−l
2

. (5) Xa 6= ∅.
If these conditions cannot be satisfied (for example if Ua =

Ub the third condition cannot be satisfied), then agent b
selects a piece P ′, which was between the knives at some
point during the process and has a lower value in her eyes
than any other such piece P , and allocates P ′ to a, leaving
the rest of the cake for herself.

A number of properties can be established for the method
presented above. Among them the two properties that the
method was designed to achieve, that it finds an l-trust-
efficient allocation and that the guarantees for agents are
maintained, i.e., for any allocation A found by the method,
Ua(A) ≥ 1−l

2
and Ub(A) ≥ 1−l

2
. In addition its equivalence

to the asymmetric version of Austin’s method when the level
of trust is minimal and its convergence to a globally optimal
social welfare allocation when the level of trust is maximal
can be established as well (proofs for these properties were
omitted for lack of space).

4. CONCLUSION
We proposed the use of trust in cake cutting algorithms.

We defined the level of trust between agents as the propor-
tional quantity of their fair share that they are willing to
expose to the actions of other agents, and risk losing. We
further defined a new concept, l-trust-efficiency, which de-
termines the level of efficiency of an allocation based on the
level of trust between the agents.

We proposed a method for finding l-trust-efficient alloca-
tions. The method allows agents to increase the efficiency
of the allocation with respect to the level of trust between
them, but at the same time, guarantees the allocation of the
quantity that they were not willing to risk. The method
allows the agents to divide the cake between them with re-
spect to the utility they derive from allocations of the differ-
ent parts of the cake and, as a result, increase not only the
efficiency but also the social welfare value of the allocation.
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ABSTRACT
This research is motivated by problems in urban transporta-
tion and labor mobility, where the agent flow is dynamic,
non-deterministic and on a large scale. In such domains,
even though the individual agents do not have an identity
of their own and do not explicitly impact other agents, they
have implicit interactions with other agents. While there has
been much research in handling such implicit effects, it has
primarily assumed controlled movements of agents in static
environments. We address the issue of decision support for
individual agents having involuntary movements in dynamic
environments . For instance, in a taxi fleet serving a city:
(i) Movements of a taxi are uncontrolled when it is hired by
a customer. (ii) Depending on movements of other taxis in
the fleet, the environment and hence the movement model
for the current taxi changes. Towards addressing this prob-
lem, we make three key contributions: (a) A framework to
represent the decision problem for individuals in a dynamic
population, where there is uncertainty in movements; (b)
A novel heuristic technique called Iterative Sampled OPti-
mization (ISOP) and greedy heuristics to solve large scale
problems in domains of interest; and (c) Analyze the solu-
tions provided by our techniques on problems inspired from
a real world data set of a taxi fleet operator in Singapore.
As shown in the experimental results, our techniques are
able to provide strategies that outperform “driver” strate-
gies with respect to: (i) overall availability of taxis; and (ii)
the revenue obtained by the taxi drivers.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed AI

General Terms
Algorithms; Experimentation

Keywords
Multi-agent decision making, Uncertainty
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1. INTRODUCTION
Research on understanding and controlling dynamic and

large scale flow of agents (e.g., humans, industries, vehicles)
between different states spans various domains such as urban
transportation [2, 4] (e.g., movement of vehicles between dif-
ferent regions of an area), industry dynamics [3] (e.g., strate-
gizing on marketing investments by different companies sell-
ing the same product), labor mobility between cities [1] (e.g.,
analyzing individuals search for jobs in new locations), ad-
vertising and others. The main challenge in these problems
is accounting for the implicit interaction that exists between
agents. For example, vehicles trying to get on the same
road are implicitly competing. Existing literature has pri-
marily focused on understanding behaviors and improving
operational efficiency while accounting for the implicit in-
teractions under the assumption that the agent movement
is voluntary.

We are focused on similar problems, except in cases where
there is involuntary (or forced) movement of agents. The
first problem of interest is with respect to the operation
of a taxi fleet. Taxi drivers are subject to both voluntary
(at driver’s own decision) and involuntary (when customers
board taxis) movements. Different regions might have dif-
ferent demands for taxis (both in terms of numbers and rev-
enues) and due to this an implicit competition exists between
taxis. The goal here is to improve the operational efficiency
of the fleet while improving the revenues obtained by taxi
drivers. Secondly, in understanding labor mobility, which is
governed by voluntary (quitting jobs and moving to other
geographic location) and involuntary (getting laid off) move-
ments. Different geographical regions might have different
compensation levels, and individuals might need to invest
beforehand in order to move from one region to another.
Since the distribution of unemployed labor determines the
chance of getting a job in a region, there is again implicit
competition between individuals. Similarly, there are prob-
lems in analyzing industry dynamics, where different com-
panies strategize to maintain their competitive advantage.

We were able to illustrate that our approach, ISOP and
one of the greedy approaches provide solutions that im-
proved significantly over real world taxi driver policies. This
improvement was with respect to both the (a) operational
inefficiency, characterized as congestion in our results; and
(b) the minimum revenue obtained by any taxi driver and
the average revenue of all the taxi drivers. These results em-
phasize the utility of our sampled optimization and greedy
techniques in solving DDAP problems.
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2. MODEL
In this section, we describe the Decentralized decision

model for Dynamic Agent Populations or DDAP. DDAP is
a model to represent the decentralized decision problem for
individual agents in a population operating in dynamic do-
mains. It is represented using the tuple:〈P,S,A, φ,Ri,Rp,H,D0

〉
, where P represents the agent

population. S corresponds to the set of states encountered
by every agent in the population. A is the set of actions
executed by each agent. φ represents the transition prob-
ability between agent states given the population distribu-
tion. Rit(s, a, d) is the reward obtained by an agent due to
its action alone, when in state s, taking action a and the
state distribution is d at time t. Rpt(s, a, d) is the reward
obtained due to implicit interaction with other agents in the
population, when the state distribution is d at time t.
H is the time horizon for the decision process, with the

underlying assumption that the distribution of agent states
is available after every H time steps. D0 represents the set of
possible starting distributions. The objective is to compute
a policy which maximizes social welfare without sacrificing
agent interests.1

3. SOLVING A DDAP

3.1 ISOP

Algorithm 1 SolveDDAP()

1: πi ← φ
2: π−i ← InitializePolicy()
3: while true do
4: πi ← Br(π−i)
5: if πi = π−i then
6: break while
7: π−i ← πi
8: return πi

We now introduce Iterative Sampled Optimization (ISOP),
an approximate approach that scales to large DDAP prob-
lems. The overall idea of solving a DDAP is characterized
by Algorithm 1. It provides two approximations to address
the issues mentioned at the end of the previous section.

Firstly, we approximate the value function by making as-
sumptions on the transition between distributions and the
set of distributions. The set of distributions is obtained by
sampling from the set of reachable distributions. The ex-
pression for the updated value function is as follows:

Vtπi,π−i(s, d) =
∑
a∈A

[Rpt(s, a, d) + πti(s, a) · {Rit(s, a, d)+

∑
s′
φtd(s, a, s

′)Vt+1
πi,π−i(s

′)}] (1)

Vt+1
πi,π−i(s

′) =
∑
d′
Prt(d′|D0, πi, π−i)Vt+1

πi,π−i(s
′, d′)

=

∑
d′∈D̃ Vt+1

πi,π−i(s
′, d′)

|D̃| (2)

1This optimization criterion can mean different things for
different domains. In the taxi problem, this refers to mini-
mizing starvation of taxis in all zones and maximizing rev-
enue for taxi drivers.

Secondly, we approximate with respect to Algorithm 1.
Algorithm 1 performs best response computation over the
policy for the entire horizon at each iteration of the al-
gorithm. We propose an approximation method inspired
from best response computation in sequential games, where
best response is computed for each decision epoch separately
while backing up the value function. Instead of iterating un-
til convergence, ISOP algorithm iterates until the time hori-
zon and solves a linear optimization problem for computing
one step best response at each iteration.

3.2 Greedy Approaches
The key approximation in greedy approaches is the as-

sumption that no other agent is present in the environment,
i.e. D = {d|d = 〈0, 0, · · · , 0〉}. By substituting zero vec-
tor for d, we obtain the updated values for Rpt(s, a, d) and
Rit(s, a, d). These updated values of rewards are used to
obtain greedy policies based on the parameter, g. When
g = 1, the policy obtained is deterministic. When g = 2,
the policy obtained is randomized over two actions for all
the states and so on.

4. EXPERIMENTAL RESULTS
We compared the performance of ISOP and the suite of

greedy approaches on a real world taxi data set of a cab
company in Singapore. In the taxi domain, we were able to
show (from a month of actual taxi data) that the taxi drivers
adopt greedy policies, randomly choosing between the zones
with the highest overall rewards (Rit(s, a,0) +Rpt(s, a,0))
during that time step. The key evaluation metrics are: (a)
The minimum revenue obtained by any taxi during the time
horizon; (b) The average revenue obtained by all taxis; and
(c) Overall congestion, which is the sum of the excess taxis
and excess flow in all the zones. On each problem, values
for these evaluation metrics are obtained by simulating the
output policies of each of the approach on the customer flow
model and revenues. We were able to show that when the
number of zones is less than or equal to 20, ISOP is able to
outperform the greedy approaches. However, as the num-
ber of zones increases above 20 the performance of ISOP
degrades. We believe that this is due to the algorithm em-
ploying for obtaining the set of distributions.
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ABSTRACT
In today’s world, organizations are faced with increasingly
large and complex problems that require decision-making
under uncertainty. Current methods for optimizing such de-
cisions fall short of handling the problem scale and time con-
straints. We argue that this is due to existing methods not
exploiting the inherent structure of the organizations which
solve these problems. We propose a new model called the
OrgPOMDP (Organizational POMDP), which is based on
the partially observable Markov decision process (POMDP).
This new model combines two powerful representations for
modeling large scale problems: hierarchical modeling and
factored representations. In this paper we make three key
contributions: (a) Introduce the OrgPOMDP model; (b)
Present an algorithm to solve OrgPOMDP problems effi-
ciently; and (c) Apply OrgPOMDPs to scenarios in an exist-
ing large organization, the Air and Space Operation Center
(AOC). We conduct experiments and show that our Org-
POMDP approach results in greater scalability and greatly
reduced runtime. In fact, as the size of the problem in-
creases, we soon reach a point at which the OrgPOMDP
approach continues to provide solutions while traditional
POMDP methods cannot. We also provide an empirical
evaluation to highlight the benefits of an organization im-
plementing an OrgPOMDP policy.

Categories and Subject Descriptors
I.2.8 [Artificial Intelligence]: Problem Solving, Control
Methods, and Search

General Terms
Algorithms, Management

Keywords
POMDPs, Organizations, Decision Support, Uncertainty
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Solving decision problems in uncertain domains with im-
perfect information is a difficult challenge. These prob-
lems include situations with uncertain action effects and
only partial information about the current state of the en-
vironment. Partially observable Markov decision processes
(POMDPs) provide a robust model for representing these
problems. While many promising algorithms have been de-
veloped [1, 2, 9, 11], scalability to large real-world domains
remains an open question.

Recently, work on hierarchical [5, 6, 10] and factored mod-
els [3, 4, 7, 8] has shown increased scalability by making use
of inherent structure in a problem. These approaches allow
the problem to be broken up into more manageable pieces
which can be solved more easily by using either a hierarchy
of more finely grained problems or factored problem vari-
ables which contain sets that are independent of one another.
In this paper, we combine the benefits of both approaches
by breaking up a large problem into a set of hierarchically
related problems, each of which is made up of a factored
model. This model is motivated by the need to find the
best use of an organization’s resources while taking into ac-
count the partially observable nature of a domain, leading
us to call our model an Organizational POMDP, or Org-
POMDP. The OrgPOMDP’s advantage is that it leverages
the hierarchical nature of the organization and the structure
in dependencies between different levels to compute policies
for decision makers at various levels efficiently.

From the perspective of organizations such as Air and
Space Operation Center (AOC), the OrgPOMDP is an ideal
model to represent (a) organizations’ control hierarchy; (b)
decision problems (primarily under uncertainty) faced at
each level of the control hierarchy; and most importantly (c)
the interactions between decision makers at different levels
of the hierarchy. Due to such rich representation of the de-
cision problem, an OrgPOMDP policy ensures that an orga-
nization reacts to unexpected events in a coherent manner.
In fact, we provide empirical evidence illustrating this very
aspect in the context of AOC. It is worth noting that the
OrgPOMDP model is very general, allowing a large number
of hierarchical problems to be represented and solved.

Apart from presenting the OrgPOMDP model, we also
introduce a novel algorithm to solve OrgPOMDPs. This
algorithm provides methods to exploit the factored and hi-
erarchical structure present in the OrgPOMDP, drastically
reducing the solution complexity. Finally, we also show the
performance of this solver on scenarios from the AOC do-
main. These results show that as the complexity of the
problem increases, the benefits of the OrgPOMDP approach
increase as well.
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2. MODEL
To represent the domains of interest in this paper, we in-

troduce an extension to the well known partially observable
Markov decision process (POMDP) model which we call the
OrgPOMDP, OP. The model is defined as the tuple

OP = (P, {cOP1, cOP2, · · · },SD,MD, H)

with the following attributes: P is the standard POMDP
tuple, cOP1, cOP2, · · · are child OrgPOMDPs, SD are state
dependencies and MD are model dependencies. As can be
noted from the definition above, OP is recursively defined,
thus an OrgPOMDP can be represented as a tree with each
“node” in the tree representing an OrgPOMDP. Without loss
of generality, we assume Q nodes in this tree and each node
is referred to as OPq.
State space dependencies, SD: These are dependencies
from child nodes to their parent nodes that arise due to the
dependence between state space features. For instance in
AOC type organizations, these dependencies arise because
the performance of the organization as a whole (i.e. root
OP) depends on overall progress (feature in the state space
of root node) achieved on various tasks, which in-turn is
computed from the progress achieved by child nodes on sub-
tasks (feature in the state space of child node).
Model dependencies: These are dependency links from
a parent node to one of its child nodes. In this paper, we
assume that the state and actions of a parent OPq could
affect all aspects of the child decision problem, except the
observations.

Due to these dependencies between different levels of the
hierarchy, the OrgPOMDP model is only partially specified.

3. ALGORITHM
We provide an algorithm for fully specifying and solving

an OrgPOMDP problem. The key challenge in solving the
OrgPOMDP is reasoning with circular dependencies that ex-
ist between the parent and child nodes in the hierarchy: (a)
The model for the child nodes is constructed based on the
actions selected at the parent node; and (b) Because certain
features of the state space at the parent nodes are depen-
dent on states at child nodes, the transition probabilities for
parent nodes can only be computed by knowing child poli-
cies. In this paper, the key idea is to resolve the circular
dependency by converting each node in the hierarchy into a
fully specified POMDP and solving it. We achieve this in
three steps:
(a) We start from the root of the hierarchy and move towards
the leaf nodes, while initializing the POMDPs at all nodes
with states, actions and observations.
(b) At the leaf nodes of the hierarchy, OrgPOMDP nodes
are already full specified POMDPs. The parent nodes for
the leaf nodes are not POMDPs and the models at the leaf
levels can change based on the state and actions of the par-
ent node (as explained in state and action dependencies).
To account for this, we generate and solve all POMDPs cor-
responding to the set of states and actions of the parent.
The policies thus generated are stored and used for com-
puting state transitions for the parent POMDPs. Our first
contribution in this paper is in exploiting structure in the
domain to reduce the number of possible POMDPs that are
generated and solved.
(c) We construct the parent model by using the policies com-
puted at the child (corresponding to all possible state, action

pairs). This stage involves simulating the execution of pol-
icy for the child and subsequently computing the transition
and observation probability functions at the parent.

4. RESULTS
We conducted experiments that demonstrate that our Org-

POMDP approach is both scalable and useful. We have
applied OrgPOMDPs to two realistic scenarios used by the
Air and Space Operations Center (AOC): Rescue Mission
and Organizational Planning. Our results in two domains
show that OrgPOMDPs dramatically reduces computation
time. In fact, our results show that as we shifted to the more
complex domain of planning for the entire organization, we
quickly reached a point where the OrgPOMDP could pro-
vide optimal solutions, whereas a traditional POMDP could
not. The OrgPOMDP’s advantage is that it leverages the
hierarchical nature of the organization and the structure in
dependencies to compute policies for decision makers at var-
ious levels efficiently.
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ABSTRACT
The problem of unfair testimonies has to be addressed effec-
tively to improve the robustness of reputation systems. We
propose an integrated CLUstering-Based approach called
iCLUB to filter unfair testimonies for reputation systems
using multi-nominal testimonies, in multiagent-based elec-
tronic commerce. It adopts clustering and considers buying
agents’ local and global knowledge about selling agents. Ex-
perimental evaluation demonstrates promising results of our
approach in filtering various types of unfair testimonies.

Categories and Subject Descriptors
I.2.11 [ARTIFICIAL INTELLIGENCE]: Distributed Ar-
tificial Intelligence – Intelligent agents, Multiagent systems

General Terms
Algorithms, Experimentation

Keywords
Reputation System, Unfair Testimony, Clustering

1. INTRODUCTION
With respect to the the problem of “unfair testimonies”

in reputation systems, most existing work focuses on the
reputation systems accepting only binary testimonies [3].
In this paper, we propose an integrated CLUstering-Based
approach called iCLUB to tackle this problem for reputa-
tion systems using multi-nominal testimonies. Our approach
adopts clustering methods and integrates two components,
Local (only buyers’ knowledge about the sellers being cur-
rently evaluated) and Global (also buyers’ knowledge about
other sellers that the buyers have previously encountered).

2. THE PROPOSED iCLUB APPROACH
Suppose that in a reputation system, there are M selling

agents {S1, S2, . . ., SM}, and N buying agents {B1, B2, . . .,
BN}. K rating levels are adopted (K ≥ 2). The ratings
from a buyer Bn (1 ≤ n ≤ N) for a seller Sm (1 ≤ m ≤M)

Cite as: iCLUB: An Integrated Clustering-Based Approach (Extended
Abstract), Siyuan Liu, Jie Zhang, Chunyan Miao, Yin-Leng Theng and Alex
C. Kot, Proc. of 10th Int. Conf. on Autonomous Agents and
Multiagent Systems (AAMAS 2011), Tumer, Yolum, Sonenberg
and Stone (eds.), May, 2–6, 2011, Taipei, Taiwan, pp. 1151-1152.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

can be expressed as a row vector:

RBnSm = [RBnSm(1), . . . , RBnSm(i), . . . , RBnSm(K)]

where RBnSm(i) is number of transactions between Bn and
Sm rated as rating level i. When Bn is evaluating Sm’s
reputation, it can collect rating vectors from other buyers to
facilitate its evaluation. Then the set of these buyers that
provide rating vectors to Bn regarding Sm are expressed as:

WBn
Sm

= {Bj | j 6= n ∧ ‖ RBjSm ‖6= 0}
From Bn’s point of view, WBn

Sm
is called the set of witness

agents regarding Sm (each buyer in WBn
Sm

is a witness), and
the rating vector provided by each witness is called testi-
monies from this witness. Then the local information LBnSm
regarding Sm can be expressed as:

LBnSm =

{
{RBjSm |Bj ∈WBn

Sm
} if ‖RBnSm‖ = 0

{RBjSm |Bj ∈WBn
Sm
∪ {Bn}} if ‖RBnSm‖ 6= 0

And the global information can be expressed as GBn =⋃M
m=1 L

Bn
Sm

, which in fact contains the local information of
Bn about Sm. The Local and Global components integrated
in our iCLUB approach make use of the local information
(Algorithm 1) and global information (Algorithm 2) to filter
unfair testimonies, respectively.

Procedure: Local(St, B)
Input : St, seller whose reputation is evaluated;

B, buyer evaluating St’s reputation;
Output : A set of honest witnesses regarding St;

Collect local information regarding St as LBSt ;1

C1, C2, ..., CZ = DBSCAN(LBSt);2

∃b,RBSt ∈ Cb (1 ≤ b ≤ Z);3

Return WT = {Bi|RBist ∈ Cb ∧Bi 6= B};4

Algorithm 1: Making Use of Local Information

In Algorithm 1, the Local component first collects the lo-
cal information regarding St (Line 1). DBSCAN, a density-
based clustering routine [1], is then applied on the collected
testimonies LBSt to generate a set of clusters (Line 2). Af-
ter that, the Local component returns as honest witnesses
the set of witnesses whose rating vectors are included in the
same cluster as the buying agent’s rating vector (Lines 3-4).

In Algorithm 2, the Global component first finds the hon-
est witnesses for each seller with which the buyer has trans-
actions, using the Local() procedure (Lines 1-3). Then, a set
of common honest witnesses WF are formed as the intersec-
tion of the set of the honest witnesses for each seller except
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Figure 1: (a, b) Filtering Accuracy of the iCLUB Approach; (c, d) Comparison with other Approaches

St (Line 4). The Global component obtains the clustering
result for St (Line 5). It then calculates the intersection
of WF with the witnesses whose rating vectors are in each
cluster achieved in Line 5 if WF is not an empty set (Lines
6-11). Finally, it returns as honest witnesses the ones whose
rating vectors are in the cluster which has the largest inter-
section result with WF (Lines 12-13). Our iCLUB approach
further integrates the Local and Global components using a
threshold ε. If the number of transactions between B and
St is greater than ε, Global() procedure will be triggered,
otherwise Local() procedure will be called.

Procedure: Global(St, B)
Input : St, seller whose reputation is

evaluated;
B, buyer evaluating St’s reputation;

Output : A set of honest witnesses regarding St;

foreach selling agent Si (1 ≤ i ≤M, i 6= t) do1

if B has transactions with Si, R
B
Si
6= 0 then2

Wi = Local(Si,B);3

WF =
⋂M
i=1Wi, where RBSi 6= 0 and i 6= t;4

C1, C2, ..., CL = DBSCAN(LBSt);5

foreach cluster Cj (1 ≤ j ≤ L) do6

WCj = {Bi|RBiSt ∈ Cj};7

if WF 6= ∅ then8

WFj = WF

⋂
WCj ;9

else10

WFj = WCj ;11

q = arg{maxj(|WFj |)}, j = 1, 2, · · · , L;12

Return WT = {Bi|RBiSt ∈ Cq} as honest witnesses;13

Algorithm 2: Making Use of Global Information

3. EXPERIMENTAL RESULTS
We simulate a trading community that involves 10 selling

agents, 100 witnesses and 1 buying agent B. Each selling
agent is attached with a profile, describing its initial willing-
ness (iw) value, the percentage of badmouthing witnesses
(Pl) and the percentage of ballot-stuffing witnesses (Ph) [3].
The ratings for the transactions between each witness or B
and S are generated through the normal distribution whose
mean is iw−0.1, and standard deviation is 0.2. We set ε = 1
and the DBSCAN radius is 0.4. When iw=0.2 or iw=0.4,
Pl=0 and Ph increases from 10% to 90%. When iw=0.8 or
iw=1.0, Ph=0 and Pl increases from 10% to 90%. When
iw = 0.6, we fix Ph to 20% and make Pl increase from 10%
to 70%. The first 100 transactions of each witness or B are
for the presetting stage. In this stage, the witnesses will ran-

domly select one seller among the 10 sellers as the partner
for each transaction, and B will randomly select one seller
among the first 9 as the partner for each transaction.

Figures 1(a) and 1(b) show the changes of the accuracy
of filtering unfair testimonies (measured by MCC value [2])
for S10 with the percentage of dishonest witnesses and the
number of transactions after the presetting stage in different
scenarios, respectively. Note that some lines overlap in Fig-
ure 1(a). According to the results, the iCLUB approach can
work well when the percentage of the dishonest witnesses is
smaller than 80% when B does not have any experience with
S10. When 90% of witnesses are dishonest, our approach can
still achieve high performance (MCC≥ 0.9) afterB has more
than 8 transactions with S10. Figures 1(c) and 1(d) show the
comparison results of reputation estimation for S10 when the
percentage of dishonest witnesses or the number of transac-
tions increases respectively, by using BRS, TRAVOS [3] and
iCLUB. The reputation estimated using iCLUB is very close
to the expected value. But the reputation value estimated
using BRS or TRAVOS continuously deviates from the ex-
pected value, indicating that iCLUB achieves more accurate
filtering than BRS and TRAVOS.

4. CONCLUSIONS
Reputation systems have contributed much to the suc-

cess of online trading communities. However, the reliabil-
ity of reputation systems can easily deteriorate due to the
existence of unfair testimonies. Therefore, we propose the
iCLUB approach to filter unfair testimonies to improve the
robustness of reputation systems. Our approach supports
reputation systems with multi-nominal rating levels. Ex-
perimental results confirm that our approach is effective in
filtering unfair testimonies and outperforms the competing
approaches (BRS and TRAVOS) even in the scenario where
only binary ratings are supported.
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ABSTRACT
This work proposes new techniques for saving communica-
tion and computational resources when solving distributed
constraint optimization problems in an environment where
system hardware resources are clustered. Using a pre-computed
policy and two phase propagation on Max-Sum algorithm,
the system performance on Radar scheduling problem im-
proves in terms of communication and computation.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Coherence
and coordination

General Terms
Algorithms, Performance

Keywords
DCOP, Max-Sum, semi-centralized

1. INTRODUCTION
This paper focuses on utilizing semi-centralized hardware

system structure to solve the agent coordination problem.
It proposes modifications on message-passing algorithms in
order to reduce required computation and communication
resources. We consider the real-time sensor system NetRad
for real-time harzardous weather phoneomena detection [1].
In NetRad system, a collection of controllers responsible for
multiple radars, radar coordination is essential for efficient
resource utilization and accurate weather detection. We
model the distributed scheduling problem as a constraint
optimization problem and solve it approximately using the
Max-Sum algorithm [2]. This work proposes two new exten-
sions of the Max-Sum algorithm using a pre-computed policy
and two-phase message propagation. The experimental re-
sults shows savings on 50% of communication and 5-30% of
computational resources using these extensions.

2. RADAR SCHEDULING PROBLEM
Cite as: Effective Variants of Max-Sum Algorithm to Radar Coordina-
tion and Scheduling (Extended Abstract), Yoonheui Kim, Michael Krainin,
Victor Lesser, Proc. of 10th Int. Conf. on Autonomous Agents
and Multiagent Systems (AAMAS 2011), Tumer, Yolum, Sonen-
berg and Stone (eds.), May, 2–6, 2011, Taipei, Taiwan, pp. 1153-1154.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

(a) The system structure for 48
radars

(b) 48 radars with 96
phenomena

Figure 1: System structure for radars (a), Example
configuration of radars with example scenario (b).
All radar ranges and phenomena are assumed circu-
lar shaped. All phenomena locations and sizes are
randomly selected. In (b), Radar 1 (R1) can choose
to scan Event 1 (Ev1), Event 2 (Ev2) or to scan both
depending on the utility. Scanning all phenomena
in range with sufficient quality may not be possible
given the time limit to scan.

2.1 Radar Scheduling Problem Formulation
The NetRad system simulator as in Figure 1 consists of

controllers where each controller Ai controls and schedules
a set of radars Ri. Given the real-time map of phenomena,
each radar selects discretized scanning ranges by choosing
a subset of phenomena in its range. For each phenomena
pj , the weight wj is a constant determined by the requested
user or the weather pattern. The utility(factorized local
function) for each phenomenon j is defined as,

uj : pj × rpj → cj (1)

where cj denotes coverage of a scan within some range and
rpj denotes the scanning policy of radars which have pj in
range.

The goal of the system is to find a radar configuration
r1, . . . , rn which maximize the sum U of the utilities for all
phenomena and represented as,

U =
X
j

uj(pj , r
pj )× wj =

X
j

cj × wj (2)

Each radar can be thought as the variables with limited
discrete domains and the local utility function uj works as
constraint that is involved with rpj and we can solve the
problem as distributed constraint optimization problem.
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3. MODIFICATIONS ON MAX-SUM

3.1 Using Organization Structure: Max-Sum
Alternating 2-level Hierarchy (MS2L)

We modify Max-Sum to have a two-level message propa-
gation scheme in order to increase the algorithm efficiency
in the context of clustered hardware resources. In the first
propagation phase, we only send messages to nodes located
within the same hardware resource. This is repeated for a
number of message passing cycles. In the second phase, we
send messages to nodes that are located in other hardware
resources. These phases are then repeated until the termi-
nation criteria is reached. This modified Max-Sum, which
we call MS2L, alternates between the cycle of global propa-
gation cycle and local propagation so as to ensure that the
utility values can also travel to other parts of the graph.

The 2-level propagation schedule
1. (Initialization) At any vertices, carry out the global
flooding.
2. (Local flooding) Both variable and function nodes
sends messages only to the neighbors within the same
MCC. For each local neighbor, given the newest mes-
sage on each edge, compute the message values for
each local neighbor and send. Let the variable node’s
neighbors be Ni and the nodes in MCC k mk. In func-
tion nodes, it sends the same message to a subset of
neighbors Ni ∩mk. In variable nodes, it computes the
message using the previous messages from neighbors
outside the MCC. At cycle t, the message from the
variable to function node is,

qti→j(xi) = αij+
X

k∈Ni∩mk\j
rtk→i(xi)+

X
k∈Ni\mk

rt−1
k→i(xi)

3. (Global flooding) For all neighbors, do a regular
message calculation using the newest message on
each edge. Function nodes computes the messages
at cycle t for all neighbors using messages at t − 1
for neighbors Ni \ mk. The function node does not
have updated messages for all neighbors due to local
propagation in the previous cycle thus it combines
previous messages from neighbors outside MCC.

rtj→i(xi) = maxxj\i[Fj(xj) +
P
k∈(Nj∩mk\i) q

t
k→j(xk)

+
P
k∈(Nj\(i∪mk)) q

t−1
k→j(xk)]

4. Repeat step 2 and 3.

3.2 Starting with Known Policy
In this section, we propose to construct better initial mes-

sages incorporating global information to further optimize
the efficiency of the algorithm i.e. to start the algorithm
with a policy for subgraph contained in the cluster proces-
sor.

The initial message in Max-Sum has the value assuming
the best-case setting of other variables and only incorporates
the local preferences. Given a known policy x̂, we modify
the algorithm for function nodes to send the following mes-
sages which does not involve maximization to the connected
variable nodes. Function node j to variable node i:

Fj((x̂j \ i) ∪ xi) (3)

After receiving these messages, if a variable node were to
take on a value, it would be:

x̃i = arg max
xi

X
j∈Ni

Fj((x̂j \ i) ∪ xi) (4)

3.2.1 Using the Structure for Policy Generation
Additionally we provide a scheme which computes a policy

which can be used as in Section 3.2. Instead of generating
a policy for the whole problem, we tried to compute the lo-
cally optimal policy for subproblems associated with each
MCC. We break the full factor graph into factor subgraphs
for each MCC that contains only the radars and phenomena
in each MCC and are smaller than the original factor graph.
In order to accomplish this, we assign each phenomenon to
one MCC to avoid redundant utilities for shared phenomena
in computing the initial policy. Consequently, the domain
of variable nodes and parameter values in the cost function
at the function nodes are smaller than the original prob-
lem. Starting with the generated policy as prior information,
Max-Sum starts with knowledge on local functions.

4. PERFORMANCE OF MAX-SUM IN A
TWO-LEVEL HIERARCHY
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Figure 2: Performance of MS2L
We experimented with MS2L as in Section 3.1 with in-

creasing number of phenomena and also MS2L-Init with
Init-MS policy replacing the first 2 cycles for generating the
policy. Detailed results and description can be found in [3].
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ABSTRACT
It becomes critical to address human adversaries’ bounded
rationality in security games as the real-world deployment
of such games spreads. To that end, the key contributions of
this paper include: (i) new efficient algorithms for comput-
ing optimal strategic solutions using Prospect Theory and
Quantal Response Equilibrium; (ii) the most comprehen-
sive experiment to date studying the effectiveness of differ-
ent models against human subjects for security games. Our
new techniques outperform the leading contender for mod-
elling human behavior in security games in experiment with
human subjects.

Categories and Subject Descriptors
H.4 [Computing Methodology]: Game Theory

General Terms
Algorithms, Security

Keywords
Human Behavior, Stackelberg Games, Decision-making

1. INTRODUCTION
Security games refer to a special class of attacker-defender

Stackelberg games. In these non zero-sum games, the at-
tacker’s utility of attacking a target decreases as the defender
allocates more resources to protect it (and vice versa for the
defender). The defender (leader) first commits to a mixed
strategy, assuming the attacker (follower) decides on a pure
strategy after observing the defender’s strategy. This mod-
els the situation where an attacker conducts surveillance to
learn the defender’s mixed strategy and then launches an
attack on a single target. Given that the defender has lim-
ited resources, she must design her mixed-strategy optimally
against the adversaries’ response to maximize effectiveness.

One leading family of algorithms to compute such mixed
strategies are DOBSS and its successors [3, 5], which are
Cite as: Improved Computational Models of Human Behavior in Se-
curity Games (Extended Abstract), Rong Yang, Christopher Kiekintveld,
Fernando Ordonez, Milind Tambe, Richard John, Proc. of 10th Int.
Conf. on Autonomous Agents and Multiagent Systems (AA-
MAS 2011), Tumer, Yolum, Sonenberg and Stone (eds.), May, 2–6, 2011,
Taipei, Taiwan, pp. 1155-1156.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

used in the deployed ARMOR [5] and IRIS [8] applications.
Typically, such systems apply the standard game-theoretic
assumption that attackers are perfectly rational. This is a
reasonable proxy for the worst case of a highly intelligent
attacker, but it can lead to a defense strategy that is not
robust against attackers using different decision procedures,
and it fails to exploit known weaknesses in human decision-
making. Indeed, it is widely accepted that the perfect ratio-
nality assumptions are not ideal for predicting the behavior
of humans in multi-agent decision problems [1].

The current leading contender accounting for human be-
havior in security games is COBRA [6], which assumes that
adversaries can deviate to ε−optimal strategies and that
they have an anchoring bias when interpreting a probabil-
ity distribution. It remains an open question whether other
models yield better solutions than COBRA against human
adversaries. We address such open question by developing
three new algorithms to generate defender strategies in se-
curity games, based on using two fundamental theories of
human behavior to predict an attacker’s decision: Prospect
Theory (PT) [2] and Quantal Response Equilibrium (QRE)
[4]. PT describes human decision making as a process of
maximizing ‘prospect’: the weighted sum of the benefit of all
possible outcomes for an action. QRE suggests that instead
of strictly maximizing utility, individuals respond stochasti-
cally in games: the chance of selecting a non-optimal strat-
egy increases as the associated cost decreases.

2. METHODOLOGY
Methods for computing PT: Best Response to Prospect

Theory (BRPT) is a a mixed integer programming formu-
lation for the optimal leader strategy against players whose
response follows a PT model. Only the adversary is modeled
using PT in this case, since the defender’s actions are rec-
ommended by the decision aid. The defender has a limited
number of resources to protect the set of targets. BRPT
maximizes the defender’s expected utility by selecting the
optimal mixed strategy, which describes the probability that
each target will be protected by a resource. The attacker
chooses a target to attack after observing such mixed strat-
egy. PT comes into the algorithm by adjusting the weighting
and value functions that are used by adversary to decide the
benefit (‘prospect’) of attacking each target. We use a piece-
wise linear function to approximate the non-linear weighting
function. BRPT enforces the adversary to select the target
which yields the highest prospect.

1155



Figure 1: Game Interface

Robust-PT (RPT) modifies the base BRPT method to
account for uncertainty about the adversaries choice, caused
(for example) by imprecise computations [7]. RPT assumes
that the adversary may choose any strategy within ε of
the best choice (i.e. attacking the target with the high-
est prospect). It optimizes the worst-case outcome for the
defender among this ε−optimal set of strategies, so the min-
imum expected utility of the defender against the ε−optimal
strategies of the adversary is maximized.

Methods for computing QRE: In applying the QRE
model to our domain, we only add noise to the response
function for the adversary, so the defender computes an op-
timal strategy assuming the attacker responses with a noisy
best-response. The parameter λ represents the amount of
noise in the attacker’s response. We estimate λ using the
standard Maximum Likelihood Estimation method based on
the data collected by Pita et al. [6]. Given λ and the de-
fender’s mixed-strategy x, the adversary’s quantal response
qi (i.e. probability of i) can be represented by a logit func-
tion [4]. The goal is to maximize the defender’s expected
utility given qi, i.e.

∑
i qiU

d
i (x), where Udi (x) is the ex-

pected defender’s utility if she plays mixed strategy x and
the subject selects target i. Essentially, we need to solve a
non-linear optimization problem to find the optimal mixed
strategy for the defender. However, the objective function is
non-linear and non-convex in its most general form, so find-
ing the global optimum is extremely difficult. Therefore,
we focus on methods to find local optima. We develop the
Best Response to Quantal Response (BRQR) heuristic to
compute an approximately optimal QRE strategy efficiently.

3. EVALUATION
We conducted empirical tests with human subjects play-

ing an web-based game to evaluate the performances of leader
strategies generated using five candidate algorithms: BRPT,
RPT, BRQR, DOBSS and COBRA. The game was designed
to simulate a security scenario similar to the one analyzed
by ARMOR [5] for the LAX airport. Fig. 1 shows the in-
terface of the game. Players were introduced to the game
through a series of explanatory screens describing how the
game is played. In each game instance, the subjects played
as the attackers and were asked to choose one of the eight
gates to open (attack). They were rewarded based on the
reward/penalty shown for each gate and the probability of
winning/losing on each choice. To motivate the subjects,
they would earn or lose money based on whether or not
they succeed in attacking a gate.

We tested seven different payoff structures (four new, three

from Pita et al. [6]). For each payoff structure, we gener-
ated the mixed strategies for the defender using the five al-
gorithms. There are a total of 35 payoff structure/strategy
combinations and each subject played all 35 combinations.
The order of the 35 game instances played by each sub-
jects was randomized to mitigate the order effect on their
response. Besides, no feedback on success or failure was
given to the subjects until the end of the experiment to mit-
igate learning. A total of 40 human subjects played the
game. The experiment results will be available on http:

//teamcore.usc.edu/yangrong/experiment.htm.

4. CONCLUSIONS
The unrealistic assumptions of perfect rationality made

by existing algorithms applying game-theoretic techniques
to real-world security games need to be addressed due to
their limitation in facing human adversaries. This paper suc-
cessfully integrates two important human behavior theories,
PT and QRE, into building more realistic decision-support
tool. To that end, the main contributions of this paper are,
(i) Developing efficient new algorithms based on PT and
QRE models of human behavior; (ii) Conducting the most
comprehensive experiments to date with human subjects for
security games (40 subjects, 5 strategies, 7 game structures).
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ABSTRACT
In the near future, there is potential for a tremendous expan-
sion in the number of Earth-orbiting CubeSats, due to re-
duced cost associated with platform standardization, avail-
ability of standardized parts for CubeSats, and reduced launch-
ing costs due to improved packaging methods and lower
cost launchers. However, software algorithms capable of ef-
ficiently coordinating CubeSats have not kept up with their
hardware gains, making it likely that these CubSats will be
severely underutilized. Fortunately, these coordination is-
sues can be addressed with multiagent algorithms. In this
paper, we show how a multiagent system can be used to ad-
dress the particular problem of how a third party should bid
for use of existing Earth-observing CubeSats so that it can
achieve optical coverage over a key geographic region of in-
terest. In this model, an agent is assigned to every CubeSat
from which observations may be purchased, and agents must
decide how much to offer for these services. We address this
problem by having agents use reinforcement learning algo-
rithms with agent-specific shaped rewards. The results show
an eight fold improvement over a simple strawman alloca-
tion algorithm and a two fold improvement over a multiagent
system using standard reward functions.

Categories and Subject Descriptors
I.2.11 [Computing Methodologies]: Artificial Intelligence—
Multiagent systems

General Terms
Algorithms, Management, Performance

Keywords
CubeSat, Multiagent Systems, Negotiation

1. INTRODUCTION
Collaborative networks of CubeSats offer mission capabili-

ties that are impractical for larger satellite platforms, includ-
ing simultaneous in situ measurements of multiple locations

Cite as: Agent-Based Resource Allocation in Dynamically Formed
CubeSat Constellations (Extended Abstract), HolmesParker, C. and
Agogino, A., Proc. of 10th Int. Conf. on Autonomous Agents
and Multiagent Systems (AAMAS 2011), Tumer, Yolum, Sonen-
berg and Stone (eds.), May, 2–6, 2011, Taipei, Taiwan, pp. 1157-1158.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

in space and temporally separated measurements of precise
points in space [3]. They also offer lower cost and increased
robustness compared to traditional satellites due to the low
cost of COTS components and system reconfigurability. In
addition, networking clusters of CubeSats together in order
to boost performance is becoming a popular concept, similar
to networking multiple computers together into clusters to
increase computational capabilities [1].

While considerable effort has been put into reducing the
cost of CubeSats and increasing their capability, little work
has been done on how to coordinate all these resources once
they are in orbit. A good way to address this issue is through
the use of multiagent learning methods.The development of
multiagent coordination algorithms that allow CubeSats to
share resources, allocate tasks, and dynamically form part-
nerships will allow tremendous flexibility in the way Cube-
Sats are deployed. These capabilities could revolutionize the
way space research is performed by enabling a large commu-
nity of universities and institutions to readily share satellite
resources, opening up new avenues of research, and greatly
reducing the cost barrier associated with space research that
has limited advancements for decades.

The algorithm presented in this work is designed to handle
two problems at once, in a robust way: 1) how to obtain a
distributed set of resources (CubeSats), such that the total
collection of resources performs a task in a cost-effective way,
and 2) how to bid for these resources with unreliable sell-
ers. We address this problem by using a multiagent learning
system, in which each individual agent must learn to bid for
a resource, such that the collective set of bids of all agents
is likely to obtain an amount of resources that will optimize
the system level performance objective.

2. SATELLITE COORDINATION PROBLEM
In this work, we look at a model where we assume Cube-

Sats are owned by separate institutions, and that the values
of each Cubesat’s observations to its institution are con-
stantly changing based upon its position in orbit. We also
assume that a third party knows the approximate value of
these satellites to their own institution, within a probabil-
ity distribution. The overall problem then becomes: how
this third party can make bids for the observational capabil-
ities of these satellites to obtain an optimal return. If bids
are too small, then too few observations are made and the
return is small. If bids are too large, then too many obser-
vations are made and the observational benefit is not worth
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Figure 1: A third party wishes to have a set of uni-
versity owned CubeSats take observations of a point
of interest (POI), T . While university si will usually
want to observe its own POI ui, it will be willing to
make an observation of T if it is paid more to do so
than the value of it’s observation of ui.

the cost. Even worse, if observations have diminishing re-
turns, then large bids will result in too many observations
of even smaller value. Our approach to this problem entails
assigning a single agent to each satellite which decides how
much to bid for the use of the satellite’s observational ca-
pability at any given time. We then have the problem of
how to coordinate all of the agents’ bids to receive an op-
timal collective return. We address this problem with rein-
forcement learning techniques that maximize agent-specific
rewards which are shaped to speed up learning while pro-
moting high-performance solutions.

2.1 System Objective
The overall objective is to try to obtain the greatest total

value of observations at the least cost. While computing the
total cost is rather straightforward, the total value of the ob-
servations heavily depends upon the domain. In this paper,
the total value of all observations is a sub-linear function of
the sum of the squares of the values of all observations.

GN (V,C) =

s
a

X
i

Vi
2 − a

X
i

Ci , (1)

where a is a constant, Vi is the value of the information
gained from the use of CubeSat i, and Ci is the cost of ac-
quiring resources from CubeSat i. This nonlinear objective
function provides diminishing returns for increasing levels of
information. As in many real world problem domains, there
exists a saturation point, beyond which additional informa-
tion or resources become less beneficial for the system, even
if the per unit cost remains constant.

3. EXPERIMENTS
We tested five different types of agents, and compared

their effectiveness in optimizing system objective.

3.1 Agent Types
In these experiments, the five types of agents used are as

follows:

1. Random: Agents take random actions (R).

2. Strawman: An agent’s bid is precisely equal to the
value of a satellite to its university (S).

3. Local: Agents try to maximize a local objective (L).

4. Global: Agents try to maximize system objective (G).

5. Difference: Agents try to maximize difference objec-
tive (D), shown previously to lead to fast learning [5].

3.2 Experimental Results
This set of experiments tests the performance of the five

types of agents (R, L, S, G, D) in a noisy environment with
100 satellites. Figure 2 shows the performance of each re-
ward function. In all cases, performance is measured by
the same global reward function, regardless of the reward
function used to reward the agents in the system. As seen,
both agents using G and D performed adequately in this in-
stance, although agents using D perform better. Agents us-
ing D are able to perform better because an individual agent
has more influence over its own difference reward than on
the system reward, allowing it to learn faster. L performs
the worst, showing that greedy self-interested agents do not
always perform well in coordination tasks. S and R also
perform poorly.
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Figure 2: Performance of a 100-satellite system for
R, L, S, D, and G agents within a noisy environment.
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ABSTRACT 
Curiosity is an innately rewarding state of mind that, over the 

millennia, has driven the human race to explore and discover. 

Many researches in pedagogical science have confirmed the 

importance of being curious to the students’ cognitive 

development. However, in the newly popular virtual world-based 

learning environments (VLEs), there is currently a lack of 

attention being paid to enhancing the learning experience by 

stimulating the learners’ curiosity. In this paper, we propose a 

simple model for curious agents (CAs) which can be used to 

stimulate learners’ curiosity in VLEs. Potential future research 

directions will be discussed. 

Categories and Subject Descriptors 

I.2.11 [Computing Methodologies]: Distributed Artificial 

Intelligence - Intelligent Agents. 

General Terms 
Design. 

Keywords 
Curious agent, human computer interaction, virtual learning 

environment, intelligent learning companion. 

1. INTRODUCTION 
Retention of interest in the learning activities and motivation to 

explore are two of the most important forces driving in-depth 

comprehension of the knowledge and concept [1]. These 

outwardly qualities of a person are internally driven by the level of 

curiosity. Over the long term, a healthy dose of curiosity in a 

learner has been found to result in the development of capabilities 

and, more importantly, creativity [2], [3]. 

As e-learning systems evolve into the current landscape, online 

virtual worlds emerge to be one of the most likely candidate 

platforms for future large scale collaborative learning [11]. This 

new platform – the virtual learning environment (VLE) – should 

provide good support for stimulating learner curiosity to enable 

them to reap the benefit of possessing a curious mind. As 

intelligent agents are increasingly being infused into VLEs [4], 

new virtual agents to that incorporate curiosity inducing human 

computer interaction mechanisms into VLEs can be a valuable 

enhancement to alter the way people learn in these novel learning 

environments. However, there is current a lack of virtual agent 

models which focus on fostering curiosity in the users of VLEs.  

In psychological studies, the concept of curiosity in human being 

can be divided into two dimensions [10]: 1) diversive curiosity, 

which is aroused when people are bored or hungry for information 

to drive them to explore widely about the topics of interest; and 2) 

specific curiosity, which is aroused when new information are 

surprising or conflicting with one’s existing understanding to drive 

people explore a certain topic of interest in an in-depth way. From 

these definitions, curiosity is partially determined by a person’s 

innate characteristics and the external stimuli he/she receives from 

the environment. The innate urge to be curious about one’s sphere 

of influence and beyond is primarily driven by his/her personality 

- more specifically, the propensity to be curious [12]. This 

characteristic is found in psychological studies to determine the 

intensity of diversive curiosity and one’s attention to novelty 

which, in turn, drive the process of novelty discovery in the 

information one receives. The novelty that has been discovered in 

this process will likely be the external trigger for specific curiosity 

in the subject matter and may cause further in-depth exploration in 

this specific domain. The resulting enhanced understanding gained 

from this exercise will make subsequent encounter with the same 

concepts appear less novel to the person. We propose a simple 

curious agent model that focuses on stimulating the specific 

curiosity in learners.  

2. RELATED WORK 
Designing curious agents has been a research problem that has 

attracted attentions from many researchers. However, the primary 

aims of previous research work on CAs have mainly been on 

making curiosity as an intrinsic drive for the agents to explore. For 

instance, Schmidhuber [5] has demonstrated the effectiveness of 

curiosity in directing the agents to explore dynamic environments. 

Reinforcement learning and intrinsic rewards were used in that 

study to direct the curious agent to refine its model of the 

environment. Marsland et al. [6] incorporated curiosity into robots 

to equip them with novelty seeking behaviors which help them 

with exploration. Macedo and Cardosa [7] infused the concept of 

surprise into CAs to induce further exploration into the surprising 

areas. Saunders [8] uses CAs to study the use of computational 

curiosity modeling to help software agents explore for novelty in 

creative works (e.g. image patterns).  

While these works all confirm the important relationship between 

curiosity, motivation, learning and creativity, they do not aim at 
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developing these qualities in human users to enhance their 

learning experience and long term cognitive development.  

3. A SIMPLE CURIOUS AGENT MODEL 
Depending on one’s knowledge and past experience, what appears 

to be novel or surprising to one learner might be a familiar fact for 

another. Therefore, a CA must tailor its stimulation condition to 

the learning progress of different learners even if the underlying 

concepts being taught are the same. In addition, whenever 

curiosity stimulation is decided to be necessary, the level of 

stimulation that a learner can tolerate must be taken into 

consideration. If the stimulus issued by the CA is too complex, too 

novel or too irritating, anxiety or revulsion might be aroused from 

the learner instead of the desired curiosity.  

As an open-ended environment, a VLE provides ample time for 

exploration by the learners once their curiosity is aroused. In such 

an environment, exchanging questions with a large number of 

peers is much easier for a learner than in a classroom. As text 

chatting is the prevailing medium of message exchange in VLEs, 

discussion is made even easier for people who are shy to speak up 

before other (which is quite a common phenomenon in oriental 

cultures). The novel virtual objects and the sense of immersion 

(sensory, actional and symbolic [9]) provide a readily available 

intrinsic reward for exploration and discovery by the learners. 

These opportunities offered by the VLEs make it an ideal platform 

for studying the use of CAs to stimulate learners’ curiosity and 

develop their creativity over the long term. 

Virtual Learning Environment (VLE)
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Figure 1. The Proposed Curious Agent Model. 

The aforementioned considerations are summarized into a simple 

curious agent model as shown in Figure 1. Its functional modules 

can be divided into three generic categories: 1) a perception 

module, which is responsible for sensing the necessary domain of 

interest and collect relevant data to support the subsequent 

decisions made by the CA; 2) a cognition module, which contains 

the main algorithms for achieving the design objectives of the CA; 

and 3) a curiosity stimulation module, which is responsible for 

interacting with the learner. 

4. CONCLUSIONS AND FUTURE WORK 
In this paper, we proposed a simple curious agent model primarily 

aimed at stimulating curiosity in the users of virtual learning 

environments. We have discussed important design considerations 

that should be taken in order to make the CA practical.  

In our subsequent studies, we will look into making the CA more 

aware of social signals that can be implied from the actions the 

users perform with in a VLE to make the agent more 

understanding and unobtrusive. 
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ABSTRACT
In this paper we present the notion of Social Instruments as
a set of mechanisms that facilitate the emergence of norms
from repeated interactions between members of a society.
Specifically, we focus on two social instruments: rewiring
and observation. Our main goal is to provide agents with
tools that allow them to leverage their social network of
interactions when effectively addressing coordination and
learning problems, paying special attention to dissolving meta-
stable subconventions. Finally, we present a more sophisti-
cated social instrument (observation + rewiring) for robust
resolution of subconventions, which works dissolving Self-
Reinforcing Substructures (SRS) in the social network.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent
Systems

General Terms
Experimentation

Keywords
Artificial social systems, Social and organizational structure,
Self-organisation, Emergent behavior

1. INTRODUCTION
The social topology that restricts agent interactions plays

a crucial role on any emergent phenomena resulting from
those interactions [1]. In the literature on emergent behav-
ior in MAS, one active topic is convention or norm emer-
gence as a mechanism for sustaining social order, increasing
the predictability of behavior in the society and specify the
details of those unwritten laws. Conventions help agents to
choose a solution from a search space where potentially all
solutions are equally good, as long as all agents use the same.

In social learning [2, 3] of norms, where each agent is
learning concurrently over repeated interactions with ran-
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Int. Conf. on Autonomous Agents and Multiagent Systems
(AAMAS 2011), Tumer, Yolum, Sonenberg and Stone (eds.), May, 2–6,
2011, Taipei, Taiwan, pp. 1161-1162.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

domly selected neighbours in the social network, a key fac-
tor influencing success of an individual is how it learns from
the “appropriate” agents in their social network. Therefore,
agents can develop subconventions depending on their posi-
tion on the topology of interaction. The problem of subcon-
ventions is a critical bottleneck that can derail emergence of
conventions in agent societies and mechanisms need to be
developed that can alleviate this problem. 1 Subconven-
tions are facilitated by the topological configuration of the
environment (isolated areas of the graph which promote en-
dogamy) or by the agent reward function (concordance with
previous history, promoting cultural maintenance). Assum-
ing that agents cannot modify their own reward functions,
the problem of subconventions has to be solved through the
topological reconfiguration of the environment.

Agents can exercise certain control over their social net-
work so as to improve one’s own utility or social status. We
define Social Instruments to be a set of tools available to
agents to be used within a society to influence, directly or
indirectly, the behaviour of its members by exploiting the
structure of the social network.

2. OUR SOCIAL EQUIPMENT

Rewiring.
Rewiring allows agents to “break” on runtime the rela-

tionships from which they are not receiving any benefit and
try to substitute intelligently those links by new ones. We
have developed three different methods: Random Rewiring
(RR) (randomly selected agent from the population), Neigh-
bour’s Advice (NA) (agent recommended by a neighbour),
and Global Advice (GA) (most similar strategy agent from
the whole population).

Observation.
In a social learning scenario, allowing agents to observe

the strategy of other agents outside their circle of interaction
can provide useful information to support the convention
emergence process.

We propose three different observation methods: Random
Observation (RO) (random agents from the society), Lo-

1Subconventions are conventions adopted by a subset of
agents in a social network who have converged to a different
convention than the majority of the population.
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cal Observation (LO) (immediate neighbours), and Random
Focal Observation (RFO) (neighbours of one random agent)
After the observation process, the agent will choose the ma-
jority action taken by the selected observed agents and will
reinforce it.

3. EXPERIMENTAL RESULTS
In order to test our social instruments, we test them in

the same simulation framework used in [5].
For the Rewiring Instrument, in general the Global Advice

(GA) rewiring method produces the best convergence time
due to its centralized nature and access to global informa-
tion. Nonetheless the decentralized methods, specially the
Neighbour’s Advice (NA) method, also show good perfor-
mances. The NA method improves the Random Rewiring
(RR) method as it more expediently resolves the subcon-
ventions that appear in the one-dimensional lattices during
the convention emergence process. These results are reaf-
firmed for the scale-free networks, although the final num-
ber of components is increased. We have also observed that
rewiring performs better in low clustered societies, produc-
ing a stratified population which results in significant reduc-
tion in convergence time.

As for the Observance, in general we have noticed that a
small percentage of Observation drastically reduces conver-
gence times. Comparing the results from the three Obser-
vation methods we observe that the Random (RO) and the
Random Focal Observation (RFO) methods are the most
effective ones, and have very similar results, when compared
with the Local Observation (LO) method. The reason for
this phenomenon is to be found on the frontier effect. When
agents use the LO method, they observe their direct neigh-
bours. If the observing agent is in the frontier area, then,
this observation is pointless. However, observing different
areas gives a better understanding of the state of the world,
and hence the RO and the RFO methods perform better.

4. SOLVING THE FRONTIER EFFECT
After experimenting with simple social instruments (like

rewiring or observation) we observed that subconventions
need to be resolved in what we defined to be the “frontier”
region [5].

Theoretically, a subconvention in a regular network is not
metastable, but unfortunately, slows down the process of
emergence. On the other hand, in other network types, such
as random or scale-free subconventions, they seems to reach
metastable states2.

We have designed a composed instrument for resolving
subconventions in the frontier in an effective and robust
manner. This composed instrument allows agents to “ob-
serve” when they are in a frontier, and then, apply rewiring,
with the intention of breaking subconventions. To effec-
tively use this combined approach, agents must first recog-
nize when they are located in a frontier. We have previously
defined a frontier as the group of nodes in the subconvention
that are neighbours to other nodes with a different conven-
tion and that are not in the frontier with any other group.

2By experimentation, we have observed that around 99% of
the generated scale-free networks do not converge (to full
convergence) before one million timesteps with any of the
decision making functions used in [3, 4, 5].

(a) Claw (b) Caterpillar

Figure 1: Self-Reinforcing Structures

In irregular networks (such as scale-free) we have iden-
tified Self-Reinforcing Substructures (SRS) (the Claw and
the Caterpillar in Fig. 1). These substructures, given the
appropriate configuration of agents’ preferences, do main-
tain subconventions. These two abstract structures can be
found as subnetworks of scale-free and random networks.

By giving agents the opportunity to identify (with Obser-
vation) and to dissolve (with Rewiring) these SRS, an impor-
tant improvement (43% on average with different rewiring
tolerances) is observed for convergence times when using the
composed instrument (with the recognition of SRS) on ir-
regular networks.
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ABSTRACT
Despite much research in recent years, newly created multi-
agent learning (MAL) algorithms continue to have one or
more fatal weaknesses. These weaknesses include slow learn-
ing rates, failure to learn non-myopic solutions, and inability
to scale up to domains with many actions, states, and asso-
ciates. To overcome these weaknesses, we argue that funda-
mentally different approaches to MAL should be developed.
One possibility is to develop methods that allow people to
teach learning agents. To begin to determine the usefulness
of this approach, we explore the effectiveness of learning by
demonstration (LbD) in repeated stochastic games.

Categories and Subject Descriptors
H.4 [Information Systems]: Miscellaneous

General Terms
Algorithms

Keywords
Multiagent learning, learning by demonstration

1. INTRODUCTION
Despite high research emphasis over the last few decades,

newly created multi-agent learning (MAL) algorithms con-
tinue to learn slowly, fail to learn non-myopic solutions, or
are unable to scale up to domains with many actions, states,
and associates. To overcome these repeated shortcomings,
we believe that fundamentally new approaches to MAL must
be developed. One potential solution is to augment the
learning process with intermittent interactions with a human
teacher. In this paper, we study the effectiveness of learning
by demonstration (LbD) [1], wherein the teacher intermit-
tently demonstrates the actions that he or she believes the
agent should perform, in repeated stochastic games.

LbD has been studied and applied to many problems, par-
ticularly in the robotics domain [1]. Most of this research has
pertained to situations in which the human teacher knows
successful behavior. However, in repeated games, informa-
tion about learning associates, their tendencies, behaviors,
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Figure 1: (a) A multi-stage prisoner’s dilemma
game. (b) High-level payoff matrix.

and goals, and even the game itself is lacking. Thus, a hu-
man teacher may not know how the agent should behave
to be successful. Since the teacher will also likely learn
throughout the repeated game, demonstrations provided by
the human are likely to be noisy and to change over time.

2. MULTI-STAGE PRISONERS’ DILEMMA
To begin to investigate the effectiveness of LbD in re-

peated stochastic games, we consider the game shown in
Fig. 1(a) [2]. In this game, two players begin each round in
opposite corners of the world, and seek to move across the
world through one of four gates to the other player’s start
position in as few moves as possible. If both agents seek to
go through gate 1, then gates 1 and 2 close and the agents
must go through gate 3. However, if only one agent goes
through gate 1, gates 1-3 close and the other agent must go
through gate 4. When both agents seek to go through gate 2
they are both allowed passage.

When a player attempts to move through gate 1, it is said
to have defected. Otherwise, it is said to have cooperated.
Viewed in this way, the high-level game is the prisoner’s
dilemma matrix game shown in Fig. 1(b). Each cell specifies
the negative cost, based on the minimum number of steps it
takes to reach the goal, of the row player (first number) and
the column player (second number), respectively. We refer
to this game as the multi-step prisoners’ dilemma (MSPD).

3. PREVIOUS LEARNERS IN THE MSPD
Existing MAL algorithms for repeated stochastic games

fall into two categories: followers and leaders [3]. Follower
algorithms typically attempt to learn a best response to asso-
ciates’ strategies using only their own payoffs. We represent

1163



MCRL SPaM Random
15

16

17

18

19

20

21

22

23

24

25

26

Associate

A
ve

ra
ge

 N
um

be
r 

of
 S

te
ps

 

 

MCRL
SPaM

Figure 2: Average number of steps taken by MCRL
and SPaM against various associates in the MSPD.

the performance of follower algorithms in the MSPD with
a Monte Carlo reinforcement learning (MCRL) algorithm
that uses k-nearest neighbor function approximation. So-
called leader algorithms coax associates to learn less-myopic
strategies. We represent follower algorithms with SPaM [2],
a leader algorithm designed for stochastic games that en-
courages associates to cooperate in the MSPD.

Fig. 2 shows the asymptotic performance of MCRL and
SPaM in the MSPD against several associates. SPaM learns
effectively when playing both itself and MCRL, reaching mu-
tual cooperation in both cases. On the other hand, MCRL
performs effectively when it associates with SPaM, but learns
mutual defection in self play. However, MCRL scores better
when associating with Random than does SPaM. The best
thing to do against Random in the MSPD is to always de-
fect, which MCRL learns to do. SPaM on the other hand,
continues to try to teach Random to cooperate. Thus, it co-
operates when it believes that Random will cooperate and
defects when it believes that Random will defect.

These results indicate that, in general, neither follower nor
leader algorithms perform well against all kinds of agents
in the MSPD. Additionally, both MCRL and SPaM require
domain-specific knowledge in order to learn effectively in the
MSPD, which limits the generalizability of these algorithms.

4. LBD IN THE MSPD
We next consider the potential of two LbD algorithms in

repeated stochastic games. These algorithms receive peri-
odic demonstrations from a human teacher throughout the
repeated game. In rounds in which the teacher provides
demonstrations, the agent follows the demonstrations. Oth-
erwise, the agent follows the strategy it has derived.

The first algorithm, called Imitator, uses a k-nearest neigh-
bor classifier to imitate the teacher’s demonstrations. We
anticipate that this algorithm will perform well when the
teacher provides good demonstrations, but that it will not
perform well when demonstrations are not well informed.
The second algorithm, called MCRL-LbD, uses reinforce-
ment learning to distinguish between effective and ineffective
demonstrations. Initially, MCRL-LbD imitates the teacher’s
demonstrations. However, as it gains experiences, it acts
so as to maximize its expected payoffs. Ideally, this algo-
rithm would eventually learn effective behavior even when
the teacher’s demonstrations are not well informed.

We ran simulations using three forms of teacher demon-
strations: tit-for-tat (TFT), random demonstrations (Ran-
dom), and demonstrations that transitioned from random to
always defect to TFT as the game progressed (Learner).
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Figure 3: Performance of Imitator and MCRL-LbD
in self play given various demonstration.
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Figure 4: Performance of Imitator and MCRL-LBD
against MCRL, SPaM, and Random.

The combination of the two algorithms with the three
forms of human demonstrations form six algorithms. The
average performances of these algorithms in self play and
against other learners are shown in Figs. 3 and 4. Imita-
tor is able to learn effective behavior when the teacher’s
demonstrations are well informed, but does not learn effec-
tively when demonstrations are not well informed. MCRL-
LbD typically learns successful behavior when demonstra-
tions are well informed. It also sometimes learns effective
behavior when demonstrations are not well informed. For
example, it learns effectively against Random (defects) and
SPaM (cooperates) regardless of the demonstrations given
(Fig. 4), but produces mixed results against MCRL.

5. CONCLUSIONS
These results show the potential of LbD in repeated games.

When teachers provide well informed demonstrations, LbD
is successful. Moreover, MCRL-LbD is also sometimes ef-
fective when demonstrations are not well informed. This in-
dicates that interactive learning algorithms can potentially
be developed that allow agents to learn successfully even
when human input is not well informed. Improvements can
likely be made by altering the learning algorithm itself, the
interactions between the teacher and the learner, or both.
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ABSTRACT
Consumers of resources in realistic applications (e.g., web, multi-
media) typically derive diminishing-return utilities from the amount
of resource they receive. A resource provider who is deriving an
equal amount of revenue from each satisfied user (e.g., by online
advertising), can maximize the number of users by identifying a
satisfaction threshold for each user, i.e., the minimal amount of re-
source the user requires in order to use the service (rather than drop
out). A straightforward approach is to ask users to submit their
minimal demands (direct revelation). Unfortunately, self-interested
users may try to manipulate the system by submitting untruthful re-
quirements.

We propose an incentive-compatible mechanism for maximizing
revenue in a resource allocation system where users are ex-ante
symmetric (same amount of revenue for any satisfied user) and have
diminishing-return utility functions. Users are encouraged by the
mechanism to submit their true requirements and the system aims
to satisfy as many users as possible. Unlike previous solutions,
our mechanism does not require monetary payments from users or
downgrading of service.

Our mechanism satisfies the number of users within a constant
factor of the optimum. Our empirical evaluation demonstrates that
in practice, our mechanism can be significantly closer to the opti-
mum than implied by the worst-case analysis.

Our mechanism can be generalized to settings when revenue
from each user can differ. Also, under some assumptions and ad-
justments, our mechanism can be used to allocate resource period-
ically over time.

Keywords
Auction and mechanism design

1. INTRODUCTION
There are many applications where the satisfaction of users, with

respect to improvements in product quality or product performance,
is not linear but is governed by diminishing returns. In such appli-
cations, there is some threshold value which quantifies the quality
or performance required for the satisfaction of the user: below the
threshold, the user is unsatisfied; however, above the threshold, the
additional satisfaction from a larger quantity or quality of a product
(or resource) grows at a slower and slower rate. This latter property
is often called diminishing returns.
Cite as: Maximizing revenue in symmetric resource allocation systems
(Extended Abstract), Roie Zivan, Miroslav Dudík, Praveen Paruchuri and
Katia Sycara, Proc. of 10th Int. Conf. on Autonomous Agents and
Multiagent Systems (AAMAS 2011), Tumer, Yolum, Sonenberg and
Stone (eds.), May, 2–6, 2011, Taipei, Taiwan, pp. 1165-1166.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

In order to maximize the number of satisfied users (agents), the
allocator needs to know their satisfaction thresholds. One way to
elicit the satisfaction threshold of agents is to have them submit
their demand when applying for service (direct revelation). How-
ever, in order to increase their own utility, which can be achieved
by receiving a larger amount of resource (even with diminishing
returns, larger amounts of resource give rise to increases in utility),
self-interested agents may try to manipulate the system by submit-
ting untruthful needs (thresholds).

In this paper we describe a method for truthful elicitation of pref-
erences from agents with diminishing-return utility functions in re-
source allocation applications. The contributions of our work are
as follows: First, unlike traditional mechanisms of truthful elicita-
tion (e.g., VCG [2]), we do not require either monetary transfers, or
even conversions of hypothetical payments into degradation of ser-
vice (e.g., [1]), indeed, our assumption that the user utility jumps
from unsatisfied to satisfied makes such conversions impossible.
Second, our method ensures that a large number of agents will be
satisfied. This is true even in cases where the standard VCG mech-
anism would assign allocations which would result in zero utility
for agents (when the demands of agents are tied, but there is in-
sufficient total resource). Third, we prove that the number of user
agents satisfied by our mechanism is within a constant factor of the
optimal allocation method. However, unlike our method, the opti-
mal allocation method does not guarantee truthfulness. Our exper-
imental comparison reveals that in practice, the number of satisfied
agents is close to optimal for various distributions of agents’ needs.
Fourth, our method can be extended and adjusted to systems that in-
clude priorities (some agents are expected to bring higher revenue
to the system and therefore are entitled for larger portions than oth-
ers), and (under some restrictions) in systems where the resource is
allocated periodically over time.

The goals we set for this study were most challenging consider-
ing the impossibility of payments (or payment conversions) which
is one of the foundations of traditional mechanism design. When
payments are part of the mechanism, an agent is indifferent be-
tween winning a resource and paying for it the appropriate amount,
or not winning a resource and not having to pay. In our setup,
agents are not charged anything (or possibly they are charged a flat
subscription fee independently of their demand), and thus we can-
not resolve tied demands by charging some agents and not charging
others. A naive approach either allocates resource to all or none of
the tied users, which can be very inefficient. Our work relies on
the diminishing returns property to remove this inefficiency while
preserving truthfulness.

2. RESOURCE ALLOCATION MECHANISM
Our goal is to allocate an infinitely divisible but bounded re-

source among agents from some set A. We assume that the total
available quantity of resource is Q > 0. The allocation is a vector
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q = (qa)a∈A where qa ≥ 0 and
∑
a∈A qa ≤ Q. The utility that

the agent a derives from the quantity q is denoted va(q). We as-
sume that va is non-negative, i.e., va(q) ≥ 0, and non-decreasing
in q. We also assume that each agent has some minimum demand
da which is of value to her and the additional benefit beyond this
amount is only small (the property of diminishing returns). We dis-
cretize demands at the precision ε > 0, i.e., we assume that da is a
positive integer multiple of ε. The agent derives no value for an al-
location smaller than da−ε. Then, within an ε amount, the agent’s
value dramatically increases to some value va(da) > 0. We for-
malize the diminishing returns beyond the demand da using a slope
parameter 0 ≤ λ < 1:

va(y)− va(x)
y − x ≤ λ · va(da)

ε
for y > x ≥ da,

i.e., we assume that beyond da, the utility grows at a rate slower by
a factor of at least λ compared with the initial jump. We say that
the agent a is satisfied if she receives an amount q ≥ da.

2.1 Mechanism
Agents from the set A apply for an allocation. Our mecha-

nism asks agents to submit their demands da. The submission of
the agent a will be referred to as a bid and denoted ba. We as-
sume that the bids {ba} are integer multiples of ε, but possibly
different from the true demands {da}. Our mechanism selects an
allocation q̂ which assigns only three possible values to agents:
q̂a ∈ {0, q̂, q̂ + ε}, for some q̂ ∈ R. The value q̂ is the largest
integer multiple of ε such that all submission ba ≤ q̂ can be sat-
isfied. Specifically, let M(q) denote the set of agents with sub-
mitted demands at most q: M(q) = {a ∈ A : ba ≤ q}, then:
q̂ = max {q ∈ εZ : |M(q)|q ≤ Q}.

All of the bids ba ≤ q̂ receive q̂ amount of the resource. Let
m denote the corresponding number of satisfied submissions, i.e.,
m = |M(q̂)|. We have an excess resource amount of Q − mq̂.
WhenQ−mq̂ ≥ q̂+ ε we distribute the excess among agents with
ba = q̂ + ε as follows. Let k denote the number of submissions
with ba = q̂ + ε, i.e., k =

∣∣{a ∈ A : ba = q̂ + ε}∣∣. Let

k̂ = min

{⌊
Q−mq̂
q̂ + ε

⌋
,

⌊
k

1 + λ

⌋}
.

We choose a random subset of k̂ agents among k. Thus, each indi-
vidual agent is chosen with probability k̂/k, and each of the cho-
sen agents receives q̂ + ε of the resource. Note that by definition
k̂ ≤

⌊
Q−mq̂
q̂+ε

⌋
and thus we always obtain a valid allocation (we

never redistribute more resource than available after giving q̂ to the
initial m agents). Since each of the k agents is chosen with prob-
ability at most 1/(1 + λ), it can be proved that agents with lower
true demands have no incentive to over-report. This random distri-
bution of excess resource among agents with ba = q̂ + ε ensures
that a constant fraction of agents is satisfied even when their bids
are tied, unlike VCG and other classical solutions.

2.2 Properties
Our mechanism has two key properties. First, it is incentive-

compatible, i.e., agents have no incentives to lie. Second, it satis-
fies the number of agents which is at least 1/(2 + 2λ) fraction of
the optimal allocation. Note that if the truthfulness is not a concern,
the smallest bid first allocation is optimal [3]. The reduction in the
number of satisfied agents compared with the optimum is the price
we pay for incentive compatibility. The guarantee ranges between
25% (for λ = 1) and 50% (for λ = 0). However, since this guaran-
tee is based on the worst-case analysis, in practice the mechanism
can be much closer to the (non-truthful) optimum.

For lack of space we omitted the proofs of incentive-compatibility
and of the approximation bound of the optimum. The empirical
evaluation of performance in a variety of settings was omitted as

Figure 1: The number of satisfied agents for varying amount of
available resource Q.
well. In Figure 1, we present the performance of our mechanism
relative to the optimal allocation for an increasing total amount of
resource Q. The number of agents was 100; their demands were
uniformly random integers between 1 and 20; we used ε = 1 and
assumed λ = 0.5. The graph shows that our mechanism satisfies a
number of agents much closer to the optimum than the loose theo-
retical bound of 33%, which we would obtain for λ = 0.5. Similar
results were obtained for a fixed quantity (Q = 200) and a varying
number of agents from zero to 200.

3. EXTENSIONS
In many resource allocation applications, some users should be

entitled to receive larger proportions of resource than others, i.e.,
some users may have a higher priority [3]. In our settings such
users are expected to bring more revenue to the service provider.
We model the differential entitlement by assigning each agent a a
priority pa ≥ 1, proportional to the expected revenue. Given a set
of submitted demands {ba} and a set of priorities {pa}, we require
that the mechanism satisfies the submitted demand ba only after
satisfying all the submitted demands ba′ with ba′

pa′
< ba

pa
, i.e., re-

source is redistributed in the order of decreasing per-unit revenue
(beginning with the largest per-unit revenue). Our mechanism can
be adjusted to include this form of priorities while preserving truth-
fulness.

Another extension to our mechanism, considers the case when
the resource is allocated to user agents periodically over multiple
rounds. We assume that beside the demand for an amount of re-
source, agents also have a time limit after which they are not will-
ing to wait for the service (as in a real-time allocation system [3]),
agents cannot manipulate their arrival times and their deadlines,
and their utility is constant between the arrival and the deadline.

4. CONCLUSIONS
We propose an incentive-compatible mechanism for resource-

allocation systems in which the system’s expected revenue from
satisfying different agents is equal. It is guaranteed to satisfy a
number of agents within a constant factor of the optimal (but not
necessarily truthful) allocation. Our empirical study demonstrates
that the number of satisfied agents is much closer to the optimum
than our theoretical bound. Our mechanism can be generalized to
systems with priorities and to multi-round allocation.
Acknowledgment: This research has been supported by a MURI
award through ARO W911NF-08-1-0301.
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ABSTRACT
Exceptions constitute a great deal of autonomous process execu-
tion. In order to resolve an exception, several participants should
collaborate and exchange knowledge. We believe that argumen-
tation technologies lend themselves very well to be used in this
context, both for elaborating on possible causes of exceptions, and
for exchanging the result of such elaboration. We propose an open
and modular multi-agent framework for handling exceptions using
agent dialogues and assumption-based argumentation as the under-
lying logic.

Categories and Subject Descriptors
I.2.1 [Distributed Artificial Intelligence]: Multiagent Systems

General Terms
Verification

Keywords
Agent commitments, Distributed problem solving, Argumentation,
Judgment aggregation and belief merging, Agent Reasoning (single
and multiagent)

1. INTRODUCTION
Open multi-agent systems enable distributed process execution

using autonomous agents. Each agent executes a different part of
the process. While this provides some advantages (e.g., privacy),
it also makes the process vulnerable to exceptions. For example,
if a buyer does not receive a merchandise that was scheduled for
delivery, it can conclude that there must have been an exception in
the workings of the entire process. Clearly, an agent’s misbehav-
ior affects others. Thus when such an exception occurs, the agent
facing the exception needs to identify the problem behind it, so as
to handle it properly and get back to normal execution. However,
this is a hard and complicated task, usually because the handling
of an exception requires significant information exchange among a
group of agents.
∗The first author is supported by Boğaziçi University Research
Fund under grant BAP5694, and the Turkish State Planning Or-
ganization (DPT) under the TAM Project, number 2007K120610.
Cite as: Collaborative Diagnosis of Exceptions to Contracts (Extended
Abstract), Özgür Kafalı, Francesca Toni, and Paolo Torroni, Proc. of 10th
Int. Conf. on Autonomous Agents and Multiagent Systems (AAMAS
2011), Tumer, Yolum, Sonenberg and Stone (eds.), May, 2–6, 2011, Taipei,
Taiwan, pp. 1167-1168.
Copyright © 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

We propose a distributed framework targeted for handling ex-
ceptions in open multi-agent systems. Contracts are expressed by
way of social commitments [5]. We propose a form of collabora-
tive diagnosis as a part of exception handling procedures, which
takes place when an exception occurs, such as the violation of a
commitment.

The diagnosis activities are embedded in an agent execution cy-
cle, and they are performed whenever necessary. That is, when an
exception is detected, the agents switch from normal process exe-
cution to diagnosis mode. When the exception is diagnosed (and
possibly resolved with some sort of compensation), the agents go
back to normal process execution.

Dialogues provide the information exchange among the agents
to enable diagnostic activities to step from agent to agent until the
reason of the exception is found. Reasoning uses the assumption-
based argumentation (ABA) framework [1]. Thanks to its ground-
ing on a consolidated argumentation theory, we are able to describe
the diagnosis process in a high-level, declarative way, we can en-
able agents to construct hypotheses (arguments) about what went
wrong and exchange such hypotheses between them, and we can
ensure that the overall process is deterministic.

2. DIAGNOSIS FRAMEWORK
The proposed framework comprises agents reasoning and inter-

acting for process execution and exception diagnosis.
A process begins execution as soon as it is initialized (e.g., the

contracts between the agents are created). The process continues
normal execution until an exception condition is detected. Then,
the process enters the exception state where the agent detecting the
exception starts investigating the cause of the exception. This ini-
tiates the diagnosis process, which is carried out by way of dia-
logues. When a valid justification is produced and agreed upon by
the agents involved in the diagnosis, the process enters the recov-
ery state. Ideally, if a reasonable compensation is found for the
exception (e.g., by way of negotiation), the process goes back to
the execution state, where it resumes its normal operation.

Agents act in an environment, as process entities and as diagnosis
entities. As process entities, they perform actions such as paying
for and delivering goods. As diagnosis entities they can gather ev-
idence from the environment, and engage in dialogues with one
another. In particular, request explanation dialogues correspond to
delegation of diagnosis from one agent to another. That is, the agent
requests an explanation from another agent about a property of in-
terest that it believes the other agent knows more about. The other
agent responds by either providing an explanation why the prop-
erty holds, or by rebutting with an explanation why the property
does not hold.
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The agent execution model is in charge of recording observa-
tions, identifying (communicative and physical) actions to be per-
formed, and executing such actions.

We propose the following dialogue utterances:

● explain(Ai, Aj , P ): agent Ai sends a diagnosis request to
Aj , asking for a justification for a given property P .

● justify(Ai, Aj , Q, P ): agent Ai provides agent Aj with a
justification Q to why P holds.

● rebut(Ai, Aj , Q, ¬P ): agent Ai provides agent Aj with a
justification Q to why P does not hold.

A request explanation dialogue commences with an utterance
of the form explain(Ai, Aj , P ). It then continues with either a
justify(Aj , Ai, Q, P ) or a rebut(Aj , Ai, Q, ¬P ), at which points it
ends. The form of the property P and of the justificationQ depends
on the domain. For example, if P means “the book has not been
delivered”, a possible justification Q for P , if privacy limitations
allow, may include a deliverer’s commitment to deliver the book,
indicating that the reason for P is the deliverer’s misbehaviour.

As an example, a request explanation dialogue may be:

c→ b) explain(customer,bookstore,¬delivered(book))

b→ d) explain(bookstore,deliverer,¬delivered(book))
d→ Ed) question(deliverer,Ed,¬delivered(book))
Ed → d) answer(Ed,deliverer,delivered(book))

d→ b) rebut(deliverer,bookstore, answer(Ed,deliverer,
delivered(book)), delivered(book))

b→ c) rebut(bookstore,customer,answer(Ed,deliverer,
delivered(book)), delivered(book))

whereEd represents the environment of the deliverer, and the utter-
ance answer(Ed,deliverer,delivered(book)) indicates the result of
the deliverer’s observation from Ed that the book has in fact been
delivered, e.g., the delivery chart had been signed.

3. REASONING
For agent knowledge representation and reasoning we propose

ABA [1], because of its strong theoretical properties, its proven ca-
pability of dealing with inconsistency and decision-making, and the
fact that it is equipped with provably correct computational mech-
anisms, that will support any future deployment of our proposed
representation.

In ABA, we define both domain-specific and general knowledge.
Examples of domain-specific knowledge are the following two
rules:

● by_contract(cc(bookstore, customer, paid(book),
delivered(book))).

● justification(¬paid_delivery(book),¬delivered(book))←
¬paid_delivery(book),¬delivered(book).

The first rule is a fact, which models a contract between customer
and bookstore. The second one represents that a problem in the
delivery payment may be the reason for no delivery.

General-purpose reasoning rules consist of belief rules, commit-
ment rules and action rules.

Belief rules allow to “internalise” beliefs drawn from observa-
tions and expected effects of actions, unless there are reasons not
to do so.

Commitment rules model the evolution of commitments during
the agent’s life-cycle. For example,

● fulfilled(c(X,Y,P ))← by_contract(c(X,Y,P )), P,
asm(fulfilled(c(X,Y,P ))).

is a defeasible rule (as commitments change during the agent’s life-
cycle) saying that we can assume a commitment about P to be
fulfilled if P holds, and this assumption is feasible. To prevent
unconstrained assumption making, asm(fulfilled(c(X,Y,P ))) will
be subject to restrictions. For example, the same commitment can-
not be assumed to be fulfilled and violated at the same time, or an
agent cannot ask a question that has already been answered.

Action rules are of two types: for determining whether and how
to consult the environment (action question) or for determining
whether and how to conduct a request explanation dialogue.

For example,

● explain(X,Y,¬P )← violated(c(Y,X,P )),
by_contract(cc(Y,X,Q,P )), answer(EX ,X,¬P ),

answer(EX ,X,Q), asm(explain(X,Y,¬P )).
● rebut(X,Y,R,P )← explain(Y,X,¬P ),

justification(R,P ), asm(justification(R,P )).
tell under which conditions to communicate possible explanations
of exceptions, by way of explain and rebut utterances. Thus agents
can produce dialogues such as the one illustrated above by way of
ABA reasoning. For instance, the 5th utterance (d→ b) is a conclu-
sion of d’s ABA framework supported by rules such as the above
for rebut, plus all legitimate assumptions that b can make based on
the current dialogue and its interaction with the environment.

4. RELATED AND FUTURE WORK
Related research on handling commitment exceptions has been

carried out by Kafalı et al. [2, 3], but without integrating the diagno-
sis process with agent reasoning and control cycle. Such an integra-
tion is enabled here by the underlying ABA argumentation logic. In
this way we can express knowledge and reasoning in a declarative
and modular way, and study properties about the overall diagnosis
process. A complete definition of the diagnosis framework in ABA
and the definition of its properties is ongoing work.

In the future we plan to address time, which has been recognized
to be a very important aspect of commitment specification and han-
dling [6]. To fill this gap, we plan to exploit the temporal reasoning
capabilities of the KGP agent model [4], which we identified as a
potential candidate for the embedding of this work.
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ABSTRACT 
In this paper, we propose a genetic algorithm aided optimization 
scheme for designing the organization of hierarchical multiagent 
systems. We introduce the hierarchical genetic algorithm, in 
which hierarchical crossover with a repair strategy and mutation 
of small perturbation are used. The phenotypic hierarchical 
structure space is translated to the genome-like array 
representation space, which makes the algorithm genetic-
operator-literate. Our experiments show that competitive 
structures can be found by the proposed algorithm. Compared 
with traditional operators, the new operators produced better 
organizations of higher utility more consistently. The proposed 
algorithm extends the search processes of the state-of-the-art 
multiagent organization design methodologies, and is more 
computationally efficient in a large search space. 

Categories and Subject Descriptors 

I.2.8 [Artificial Intelligence]: Problem Solving, Control Methods, 
and Search – heuristic methods.  

General Terms 
Algorithms 

Keywords 
Genetic Algorithm, Hierarchical Crossover, Multiagent Systems, 
Organization Design, Representation, Tree Structures. 

1. INTRODUCTION 
In the last few years, there has been a growing interest in the 
organization design of a multiagent system (MAS), since various 
organizations employed by a system with the same set of agents 
may have different impacts on its performance. Previous studies 
[1], [4] suggested the use of a utility as the quantitative 
measurement of the system performance to automate the process 

of organization design. 

Among all kinds of organizations, the hierarchical structure is one 
of the most common observed in multiagent systems. Due to the 
difference in the depth and width of the hierarchy, the number of 
organization instances increases exponentially with the number of 
agents. Although many methodologies for organization modeling 
have been proposed, few of them present an effective way to 
search for an optimal organization instance. 

Recently, evolutionary based search mechanisms have been used 
to help the design of MAS organizations [5], [2], [3]. These 
techniques show a promising direction to deal with organization 
search of hierarchical multiagent systems, as exhaustive methods 
become inefficient and impractical in a large search space. 

This paper proposes a genetic algorithm (GA) approach to 
optimize hierarchical multiagent systems. We design novel 
crossover and mutation operators to make the algorithm suitable 
for organization evolution and thereby ensure competitive 
performance. Experiment of the algorithm is carried out with the 
information retrieval (IR) model [1] which exhibits numerous 
possible organizational variants. 

2. ORGANIZATION REPRESENTATION 
We propose an array representation of hierarchical MAS 
organizations. It converts s set of hierarchical trees into a fixed-
length array with integer components. The representation is not 
limited to describing a single tree, or just binary trees. The 
number of subordinates of each node need not be a constant. 
Unbalanced trees, in which leaf nodes are not on the same 
hierarchical level, can also be depicted using this representation. 

We assume that the number of leaf node agents is fixed and that 
the upper bound of the level number is determined. Let N be the 
total number of leaf nodes, so that the they can be numbered as 1, 
2, …, N respectively from left to right. Let M be the maximum 
tree depth (i.e. maximum height of the structure). The 
organization of a hierarchical MAS can be outlined by: 

a1a2a3…aN–1 

where ai is an integer between 1 and M, denoting the level 
number where leaf nodes i and i+1 start to separate. An example 
with seven leaf nodes (N=7) is illustrated in Figure 1. (Agent 
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nodes are displayed as circles in the figure. Leaf nodes are 
numbered.) 

The representation is compatible with genetic operators such as 
one-point, two-point or uniform crossover. Bit-wise mutation can 
also be applied to this representation. 

3. CROSSOVER AND MUTATION 
OPERATORS 
To speed up the evolution and increase the chance of getting a 
desired structure with higher utility, we propose a novel crossover 
operator, hierarchical crossover, specially designed for optimizing 
tree-structured organizations. The operator, based on the 
representation described in Section 2, contains a swap of sub-
organizations and a repair strategy to keep the number of total 
leaf nodes constant.1  

In addition to the crossover operator, we use the mutation of small 
perturbation. It is different from bit-wise mutation in that the digit 
can only increase by 1 or decrease by 1 with equal probability. In 
the cases of the boundaries, if the perturbed digit is out of bounds, 
the original value is restored. 

4. EXPERIMENT 
We examine the algorithm in the IR system [1]. We compare the 
proposed algorithm, called hierarchical genetic algorithm (HGA), 
with the standard GA using one-point crossover with bit-wise 
mutation (SGA1) and two-point crossover with bit-wise mutation 
(SGA2) to show the benefits of the newly introduced operators. 
We evaluate the algorithms in terms of the accuracy and the 
stability of search, which are described by average percentage 
relative error (APRE) and success rate (SR) respectively. We 
investigate the test cases of 12, 14, 16, 18, 20, 22, 24, 26, 28, and 
30 database agents. The maximum height of the structures is set to 
be 4. All cases involve 10 independent runs. 

From Table 1, we can see that the accuracy of HGA is better than 
SGA1 and SGA2 in 9 out of the 10 cases. Regarding the search 
ability, HGA also has an advantage over SGA1 and SGA2 in the 
majority of the test cases. The superiority of HGA is more 
pronounced in larger-scale organizations which contain more than 
20 database nodes. 

Moreover, HGA uses much fewer evaluations compared to other 
methods such as ODML [1]. For example, number of evaluations 

                                                                 
1 Details can be found in: Ling Yu, Zhiqi Shen, Chunyan Miao 

and Victor Lesser. Genetic Algorithm Aided Optimization of 
Hierarchical Multi-Agent System Organization. Computer 
Science Technical Report UM-CS-2011-003, University of 
Massachusetts at Amherst, 2011. 

needed for HGA in the 30-database case is 200,000, where as 
ODML will have to evaluate 3,788,734,984 candidates. This 
saves a great amount of computation burden, as the calculation of 
utility functions can be very computationally expensive. 

5. CONCLUSION 
We have proposed a novel genetic algorithm based approach to 
solve the problem of designing the best organization in 
hierarchical multiagent systems. Complementary to existing 
methodologies that emphasize on the pruning of the search space, 
our algorithm uses a bio-inspired evolutionary approach to lead 
the search to promising areas, and is thus suitable for optimizing 
multiagent systems with a great variety of possible organizations 
where designer expertise alone is not enough or hard to acquire. 
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Figure 1. An organization and its array representation.

Table 1. APRE and SR 

SGA1 SGA2 HGA No. 
DBs APRE SR APRE SR APRE SR 
12 0.1103 0.5 0.1122 0.5 0.0370 0.8 
14 0.0090 0.8 0.0460 0.7 0 1 
16 0.0966 0.7 0.0869 0.8 0 1 
18 0.0940 0.8 0.0372 0.8 0.0505 0.8 
20 0.1150 0.5 0.3076 0.1 0.0749 0.3 
22 0.2037 0.1 0.3085 0 0.0031 0.9 
24 0.3376 0.2 0.4914 0 0.0406 0.9 
26 0.1556 0.4 0.3494 0.1 0 1 
28 0.2104 0.2 0.5307 0 0.0067 0.9 
30 0.2470 0.2 0.4825 0.1 0 1 
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ABSTRACT
In this paper we present and discuss a novel language restric-
tion for modal logics for multiagent systems that can reduce
the complexity of the satisfiability problem from EXPTIME-
hard to NPTIME-complete. In the discussion we focus on a
particular BDI logic, called TeamLog, which is a logic for
modelling cooperating groups of agents and which possesses
some of the characteristics typical to other BDI logics. All
the technical results can be found in the dissertation [5].

Categories and Subject Descriptors
I.2.4 [ARTIFICIAL INTELLIGENCE]: Knowledge Rep-
resentation Formalisms and Methods—Modal Logic

General Terms
Theory

Keywords
Multiagent Theories, BDI, Teamwork, Modal Logic, Satisfi-
ability

1. INTRODUCTION
One of the most influential models of agency is the beliefs-

desires-intentions (BDI) model [2] and logical formalisms
based on the BDI model [3, 10] are among the most impor-
tant in the field of multiagent systems. One of the charac-
teristics of these multimodal formalisms is adopting, along
with standard modal systems Kn, KDn or KD45n, mixed
axioms that interrelate modalities representing different as-
pects of agent description. Examples of such axioms are
realism axioms [3, 10] and introspection axioms [4].

It is well known that the extension of these formalisms
with fixpoint modalities representing group aspects of multi-
agent systems [9, 11, 1, 4] lead to EXPTIME-hardness of
the satisfiability problem, even if modal depth of formulas
is bounded by 2 [8, 7].

∗Supported by the MNiSW grant N N206 399334.
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To deal with this problem we propose a new kind of lan-
guage restriction called modal context restriction. In [6] we
applied this restriction to standard systems of multimodal
logics enriched with fix point modalities and showed that it
leads to PSPACE-completeness and, when combined with
modal depth restriction, to NPTIME-completeness of the
satisfiability problem. In this paper we present modal con-
text restrictions for BDI logics, choosing, as a ‘working’ for-
malism, TeamLog [4], a well known and important formal-
ism that focuses on teamwork.

2. THE FORMALISM
TeamLog is a logical framework proposed to formalize

individual and group aspects of BDI systems [4]. It is a
multimodal formalism with the set of modal operators based

on a non-empty and finite set of agents, A: ΩT = ΩB+∪ΩG∪
ΩI+, where ΩB+

= ΩB ∪ {[B]+G : G ∈ P(A) \ {∅}}, ΩI+ =
ΩI ∪ {[I]+G : G ∈ P(A) \ {∅}}, ΩB = {[B]j : j ∈ A}, ΩG =
{[G]j : j ∈ A} and ΩI = {[I]j : j ∈ A}.1 Operators [B]j ,
[G]j and [I]j stand for beliefs, goals and intentions of agent
j, respectively, while [B]+G and [I]+G are fixpoint modalities
standing for common beliefs and mutual intentions of group
G, respectively. The propositional multimodal language LT

of TeamLog and its semantics are defined in the usual way
(see [4] for details).

An important aspect of the formalism are mixed axioms,
interrelating different attitudes of individual agents. The
fact that for each agent j intentions are a subset of goals,
is reflected in the goals-intentions compatibility axiom
[I]jϕ→ [G]jϕ. The fact that each agent j is fully aware of his
goals and intentions is reflected in positive and negative
introspection axioms: [O]jϕ → [B]j [O]jϕ and ¬[O]jϕ →
[B]j¬[O]jϕ, where O ∈ {G, I}.

As was shown in [7], the TeamLog satisfiability problem
is EXPTIME-complete.

3. MODAL CONTEXT RESTRICTION
We start by defining the notion of modal context restric-

tion for general language of multimodal logic. First we need
a notion of modal context of a formula within a formula. Let
L be a multimodal language defined over some set of unary
modal operators Ω.

1 For the sake of conciseness we will use a more compact
notation for operators of TeamLog, replacing that standard
ones from [4].
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Definition 1. Let {ϕ, ξ} ⊆ L. The modal context of for-
mula ξ within formula ϕ is a set of finite sequences over Ω,
cont (ξ, ϕ) ⊆ Ω∗, defined inductively as follows:

• cont (ξ, ϕ) = ∅, if ξ /∈ Sub(ϕ),

• cont (ϕ,ϕ) = {ε},
• cont (ξ,¬ψ) = cont (ξ, ψ), if ξ 6= ¬ψ,

• cont (ξ, ψ1 ∧ ψ2) = cont (ξ, ψ1) ∪ cont (ξ, ψ2), if ξ 6=
ψ1 ∧ ψ2,

• cont (ξ,2ψ) = 2 · cont (ξ, ψj), if ξ 6= 2ψ and 2 ∈ Ω,

where Sub(ϕ) denotes the set of all subformulas of ϕ and
2 · S = {2 · s : s ∈ S}, for 2 ∈ Ω and S ⊆ Ω∗.

Definition 2. A modal context restriction is a set of finite
sequences over Ω, R ⊆ Ω∗, constraining possible modal con-
texts of subformulas within formulas. We say that a formula
ϕ ∈ L satisfies a modal context restriction R ⊆ Ω∗ iff for all
ξ ∈ Sub(ϕ) it holds that cont (ξ, ϕ) ⊆ R.

In this paper we propose two modal context restrictions
of the language of TeamLog that lead to PSPACE com-
pleteness of the satisfiability problem. The restrictions are
presented below.

Definition 3. Let

R1 = Ω∗ \
0@Ω∗ ·

24 [
G∈P(A)\{∅}

(SI(G) ∪ SIB(G)) ∪

[
G∈P(A),|G|≥2

SB(G)

35 · Ω∗
1A ,

where

SIB(G) =
[
j∈G

[I]+G · ([B]j)
∗ · TB({j}) · TI({j}), and

SO(G) = [O]+G · TO(G),

TO(G) = {[O]j : j ∈ G} ∪ {[O]+H : H ∈ P(A), H ∩G 6= ∅},
for O ∈ {B, I}. The set of formulas in LT satisfying restric-
tion R1 will be denoted by LT

R1
.

Definition 4. Let

R2 = Ω∗ \
0@Ω∗ ·

24 [
G∈P(A)\{∅}

(SI(G) ∪ SIB(G)) ∪

[
G∈P(A),|G|≥2

S̃B(G)

35 · Ω∗
1A ,

where

S̃B(G) = [B]+G ·
0@{[G]j : j ∈ G} ∪

[
O∈{B,I}

TO(G)

1A
and SIB, SI and TO, for O ∈ {B, I}, are defined like in the
case of restriction R1. The set of formulas in LT satisfying
restriction R2 will be denoted by LT

R2
.

Restriction R1 forbids any operator [O]j or [O]+H , with
O ∈ {B, I} in the context of [O]+G, if j ∈ G orH∩G 6= ∅. Ad-
ditionally the restriction forbids subsequences contained in
SIB. Forbidding subsequences from SIB is related to axioms
of positive and negative introspection of intentions. Restric-
tion R2 is a refinement of restriction R1 which forbids any
operator [O]j or [O]+H , with O ∈ {B,G, I} in the context of
[B]+G, if j ∈ G or H ∩G 6= ∅. Thus any formula ϕ ∈ LT sat-
isfying restriction R2, satisfies restriction R1 as well, that is
LT

R2
⊆ LT

R1
. Notice that if |A| = 1, then LT

R2
= LT

R1
.

We have the following results regarding the complexity of
the TeamLog satisfiability problems for formulas from LT

R1

and LT
R2

.

Theorem 1. The TeamLog satisfiability problem for for-
mulas from LT

R2
is PSPACE-complete. Moreover, it is NPTI-

ME-complete if model depth of formulas from LT
R2

is bounded
by a constant.

Theorem 2. The TeamLog satisfiability problem for for-
mulas from LT

R1
is PSPACE-complete, even if modal depth

of formula is bounded by a constant ≥ 2.

It is worth noting that the second result was obtained
despite the fact that formulas of LT

R1
can enforce exponential

path in the model.
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ABSTRACT
Forming effective coalitions is a major research challenge in AI
and multi-agent systems. A Coalition Structure Generation (CSG)
problem involves partitioning a set of agents into coalitions so that
the social surplus is maximized. Ohtaet al. introduce an innova-
tive direction for solving CSG, i.e., by representing a characteristic
function as a set of rules, a CSG problem can be formalized as the
problem of finding a subset of rules that maximizes the sum of rule
values under certain constraints. This paper considers two signifi-
cant extensions of the formalization/algorithm of Ohtaet al., i.e., (i)
handling negative value rules and (ii) handling externalities among
coalitions.

Categories and Subject Descriptors
I.2.11 [ARTIFICIAL INTELLIGENCE ]: Distributed Artificial
Intelligence – Multiagent systems

General Terms
Algorithms, Theory

Keywords
coalition structure generation, constraint optimization, cooperative
games

1. INTRODUCTION
Coalition formation is an important capability in automated ne-

gotiation among self-interested agents. Coalition Structure Gener-
ation (CSG) involves partitioning a set of agents so that social sur-
plus is maximized. This problem has become a popular research
topic in AI and multi-agent systems. Possible applications of CSG
include distributed vehicle routing [7], multi-sensor networks [3],
etc. and various algorithms for solving CSG have been developed.

Almost all existing works on CSG assume that the characteristic
function is represented implicitly and we have oracle access to the
function, that is, the value of a coalition (or a coalition structure as
a whole) can be obtained using a certain procedure. This is because
representing an arbitrary characteristic function explicitly requires

Cite as: Extension of MC-net-based Coalition Structure Generation: Han-
dling Negative Rules and Externalities (Extended Abstract), Ryo Ichimura,
Takato Hasegawa, Suguru Ueda, Atsushi Iwasaki and Makoto Yokoo ,
Proc. of 10th Int. Conf. on Autonomous Agents and Multiagent Sys-
tems (AAMAS 2011), Tumer, Yolum, Sonenberg and Stone (eds.), May,
2–6, 2011, Taipei, Taiwan, pp. 1173-1174.
Copyright c⃝ 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

Θ(2n) numbers, which is prohibitive for largen.
However, characteristic functions that appear in practice often

display a significant structure, and such characteristic functions can
be represented much more concisely. Indeed, recently, several new
methods for representing characteristic functions have been devel-
oped [1, 2, 4]. These representation schemes capture characteristics
of interactions among agents in a natural and concise manner, and
they can reduce the representation size significantly.

Recently, Ohtaet al. [6] introduce an innovative direction for
solving CSG. They assume that a characteristic function is repre-
sented using three compact representation schemes. Consequently,
they show that a CSG problem can be formalized as a problem of
finding the subset of rules that maximizes the sum of rule values
under certain constraints. They also develop mixed integer pro-
gramming (MIP) formulations of the above optimization problem
and show that an off-the-shelf optimization package could perform
reasonably well.

This paper considers two significant extensions of the work of
Ohtaet al.[6] on CSG when a characteristic function is represented
by marginal contribution nets (MC-nets) [4]. Our extensions are
introducing (i) negative value rules and (ii) rules that represent ex-
ternalities among coalitions. Ohtaet al. [6] consider other compact
representation schemes. In this work, we choose MC-nets because
its representation is more compact and natural than other represen-
tation schemes.

2. MODEL
Let A = {1, 2, . . . , n} be the set of agents. We assume a char-

acteristic function game, i.e., the value of a coalitionS is given by
a characteristic functionv : 2A → R.

CSG involves partitioning a set of agents into coalitions so that
social surplus is maximized. A coalition structureCS is a parti-
tion of A, divided into disjoint, exhaustive coalitions. To be more
precise,CS = {S1, S2, . . .} satisfies the following conditions:
∀i, j(i ̸= j), Si ∩ Sj = ∅,∪Si∈CS Si

= A. In other words, inCS, each agent belongs to exactly one
coalition, and some agents may be alone in their coalition. We de-
note byΠ(A) the space of all coalition structures overA. The
value of a coalition structureCS, denoted asV (CS), is given
by: V (CS) =

∑
Si∈CS v(Si). An optimal coalition structure

CS∗ is a coalition structure that satisfies the following condition:
∀CS ∈ Π(A), V (CS∗) ≥ V (CS).

An embedded coalitionis a pair(S, CS), whereS ∈ CS ∈
Π(A). We letM denote the set of all embedded coalitions, that is,
M := {(S, CS) : CS ∈ Π(A), S ∈ CS}. A partition function is
a mappingw : M → R.
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3. EXISTING WORKS
This section briefly describes themarginal contribution networks

(MC-nets)proposed by Ieong and Shoham [4] and the formaliza-
tion/algorithm of Ohtaet al. [6] for CSG problems based on MC-
nets. Furthermore, we describe an extension of MC-nets for parti-
tion function games,embedded MC-netsproposed by Michalaket
al. [5].

Definition 1 (MC-nets). An MC-net consists of a set ofrulesR.
Each ruler ∈ R is of the form: (Pr, Nr) → vr, wherePr ⊆
A, Nr ⊆ A, Pr ∩ Nr = ∅, vr ∈ R. We say that ruler is
applicableto coalitionS if Pr ⊆ S andNr∩S = ∅, i.e.,S contains
all agents inPr (positive literals), and it contains no agent inNr

(negative literals). For a coalitionS, v(S) is given as
∑

r∈RS
vr,

whereRS is the set of rules applicable toS. We assume each rule
has at least one positive literal.

Ohtaet al.[6] present a MIP formulation that finds afeasiblerule
set that maximizes the sum of rule values. A rule setR′ is feasible
if there exists a coalition structureCS such that each ruler ∈ R′

is applicable to coalitionS ∈ CS.
The limitation of the method presented by Ohtaet al. [6] is that

it cannot handle negative value rules and externalities among coali-
tions. Quite recently, Michalaket al.proposed a concise represen-
tation of a partition function calledembedded MC-nets, which is an
extension of MC-nets.

Definition 2 (Embedded MC-nets). An embedded MC-net con-
sists of a set of embedded rulesER. Each embedded ruleer ∈ ER
is of the form: r0|r1, . . . , rk → ver, wherer0 is satisfied in the
coalition that receives the value andr1, . . . , rk are satisfied in
other coalitions. We say that an embedded ruleer is applicable
to coalition S in CS if r0 is applicable toS and that each rule
of r1, . . . , rk is applicable to some coalitionS′ ∈ CS \ {S}.
For a coalitionS, w(S, CS) is given as

∑
er∈ER(S,CS)

ver, where

ER(S,CS) is the set of embedded rules applicable toS in CS.

4. CSG USING MC-NETS WITH NEGATIVE
VALUES AND EXTERNALITIES

In this section, we generalize the work of Ohtaet al. [6] on CSG
problems to handle negative value rules and externalities. We as-
sumeR is divided into two groups, i.e., a set of positive value rules
R+ and a set of negative value rulesR−.

Handling negative value rules is a challenging task. If we simply
add negative value rules, the MIP formulation in Ohtaet al. [6]
cannot properly find an optimal coalition structure. In this paper,
we develop a concise and efficient way to handle negative value
rules, i.e., adding dummy rules as follows.

Definition 3 (Dummy rules). Assume there exists a negative value
ruler− : (Pr− , Nr−) → −c (c > 0), wherePr− = {p1, . . . , pk},
Nr− = {n1, . . . , nl}. Dummy rules generated by this negative
value rule are following two types:

(i) ({p1}, {pi}) → 0, where 2 ≤ i ≤ k,

(ii) ({p1, nj}, {}) → 0, where 1 ≤ j ≤ l.

We denote the set of all dummy rules asRd.

We extend the concept of afeasible rule setby Ohtaet al. to
handle negative value rules.

Definition 4 (Properly feasible rule set). We say a set of rulesR′ ⊆
R ∪ Rd is properly feasible if there existsCS, where each rule
r ∈ R′ is applicable to someS ∈ CS and∀r− ∈ R− \ R′, r− is
not applicable to anyS ∈ CS.

CSG using MC-nets with negative values can be modeled as find-
ing a properly feasible rule set that maximizes the sum of the val-
ues. We develop a MIP formulation to solve this optimization prob-
lem.

Next, we introduce a method to find the optimal coalition struc-
ture when a partition function is represented as an embedded MC-
net. We extend the definition of properly feasible rule set (Defini-
tion 4) for an MC-net with negative values to handle an embedded
MC-nets. Then, CSG using embedded MC-nets can be modeled as
finding a properly feasible embedded rule set that maximizes the
sum of the values. We also develop a MIP formulation to solve this
optimization problem.

Furthermore, We experimentally evaluate the performance of our
proposed methods and confirmed that the overhead of our exten-
sions is reasonably small and our approach is scalable, i.e., an
off-the-shelf optimization package (CPLEX) can solve problem in-
stances with 100 agents and 100 rules within 10 seconds.

In this paper, we considered the formalization/algorithm of Ohta
et al.on CSG when a characteristic function is represented by MC-
nets and extended it in two directions: (i) handling a negative value
rule, and (ii) handling the embedded rule proposed by Michalak
et al., which represents positive/negative externalities among coali-
tions. These two extensions are essential for dealing with a wider
range of application domains of CSG. For either extension, we
proved that the problem is NP-hard and inapproximable and de-
veloped a MIP formulation. Experimental results showed that the
overhead of our extensions is reasonably small and our approach is
scalable.
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ABSTRACT
The success of contract-based multiagent systems relies on agents
complying with their commitments. When something goes wrong,
the key to diagnosis lies within the commitments’ mutual relations
as well as their individual states. Accordingly, we explore how
commitments are related through the three-agent commitment del-
egation operation. We then propose exception diagnosis based on
such a relation.

Categories and Subject Descriptors
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General Terms
Verification

Keywords
Agent commitments, Distributed problem solving, Reasoning (sin-
gle and multiagent)

1. INTRODUCTION
A commitment describes a contract between two agents: the

debtor commits to satisfy a property for the creditor. In a contract-
based multiagent system, several such commitments are in effect,
e.g., the merchant is committed to deliver the goods when the cus-
tomer pays. This is represented by a conditional commitment:

CC(merchant, customer, paid, delivered).

Often, agents delegate their commitments to others. For example,
C(courier, merchant, delivered) is a delegation of CC(merchant,
customer, paid, delivered) where the merchant delegates the task
of delivery to the courier.

When there are many such commitments in the system at hand,
in order to diagnose an exception we need effective ways to explore
the space of commitments. In particular, we need to identify links
between commitments and exclude from our search the irrelevant
instances. To this end, we propose a similarity relation to relate
commitments with each other. Through the relations, we identify
what has gone wrong when there is an exception.

∗The first author is supported by Boğaziçi University Research
Fund under grant BAP5694, and the Turkish State Planning Or-
ganization (DPT) under the TAM Project, number 2007K120610.
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2. DELEGATION OF COMMITMENTS
DEFINITION 1. A delegation of a commitment CC (X, Y, Q, P),

called primary, is a new commitment where either X or Y plays the
role of the creditor or debtor, and a new agent Z is responsible for
bringing about the antecedent Q or the consequent P.

Six types of delegation are particularly meaningful. Only some
of them have been considered in previous literature.

merchant

customer

pr
im

ar
y

C
C

(m
er

ch
an

t, 
cu

st
om

er
, p

ai
d,

 d
el

iv
er

ed
)

courier

Explicit delegation [5]

CC(courier, customer, p
aid, delivered)

or C(courier, customer, d
elivered)

Weak explicit delegation [2]

CC(customer, c
ourier, d

elivered, paid)

Implicit delegation [3]

CC(courier, merchant, paidDelivery, delivered)
or C(courier, merchant, delivered)

Weak implicit delegation
CC(merchant, courier, delivered, paidDelivery)

bank
Antecedent delegation

CC(bank, customer, enoughCredit, paid)
or C(bank, customer, paid)

Weak antecedent delegation

CC(customer, bank, paid, enoughCredit)

Figure 1: Sample Delegations

DEFINITION 2. (Explicit delegation) The primary is canceled
and a new commitment CC (Z, Y, Q, P) is created. That is, a new
debtor is committed to the same creditor. This delegation operation
was proposed by Yolum and Singh [5].

DEFINITION 3. (Weak explicit delegation) The primary is can-
celed and a new commitment CC (Y, Z, P, Q) is created. That is, the
creditor Y of the primary is now the debtor of the new commitment,
and Y wishes to achieve P via a new creditor Z. This is a weak
delegation to achieve P since there is no obligation for Z to satisfy
P unless Z needs Q satisfied. The concept of weak delegation is
inspired by Chopra et al.’s work [2].

DEFINITION 4. (Implicit delegation) While the primary is still
active, a new commitment CC (Z, X, R, P) is created. That is, the
debtor X of the primary is now the creditor of a new commitment
for the same consequent P. This type of delegation chain (e.g., two
dependent commitments) was proposed by Kafalı et al. [3].
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DEFINITION 5. (Weak implicit delegation) While the primary
is still active, a new commitment CC (X, Z, P, R) is created. That
is, the debtor X of the primary also becomes the debtor of a new
commitment where the antecedent P is the primary’s consequent.

DEFINITION 6. (Antecedent delegation) While the primary is
still active, a new commitment CC (Z, Y, R, Q) is created. That is,
the creditor Y of the primary also becomes the creditor of a new
commitment for the antecedent Q of the primary. We propose this
to connect delegations in a chain-like structure.

DEFINITION 7. (Weak antecedent delegation) While the primary
is still active, a new commitment CC (Y, Z, Q, R) is created. That is,
the creditor Y of the primary is now the debtor of a new commitment
which has the same antecedent Q as the primary.

The above definitions can be extended to base-level commit-
ments. In addition, (weak) explicit delegation can be extended to
have an antecedent R different from Q. Also note that a special case
of (weak) implicit delegation is where R equals Q. Figure 1 gives
some examples of commitment delegation.

We say that a commitment is delegation-similar to another com-
mitment if one is a delegation of the other according to Definitions
2-7. If we only consider “rational” delegations, where the respon-
sibilities of roles in relation with the primary’s properties are pre-
served, then our account of commitment delegation is exhaustive.

3. DIAGNOSIS
Full details on delegation-similarity and on the diagnosis process

can be found in [4]. Here, we only provide the main definitions and
an illustration.

DEFINITION 8. A diagnosis frameworkF is a tuple <P ,R,A,
T , D>, where P is a set of conditional commitments, representing
a protocol [2, 5], R is a set of roles, each consisting of a subset
of P’s commitments and a set of action descriptions, A is a set of
agents enacting roles inR, T is an event trace, e.g., a set of actions
performed at specific time points, and D is a diagnosis process.

Commitments in P are abstract entities, i.e., templates that in-
clude roles from R in place of agents. Table 1 shows part of the
protocol components for acquiring a credit card. When the agents
in A are bound to the roles in P , the commitments become real.
The trace of events T describes a specific protocol execution, by
which commitments change state accordingly [5]. A diagnosis pro-
cessD can be initiated throughout T upon a commitment violation,
which maps a diagnosis point Di to a diagnosis outcome Do. The
diagnosis pointDi consists of a violated base-level commitmentCi
and a time point T . Based on the current set of commitments CT
= {C1, ..., Ci,..., Cn} at T , the diagnosis outcome Do associates a
commitment Co ∈ CT that has caused the violation of Ci.

Reasoning of D is based on the delegation-similarity relation.
Let us consider the protocol in Table 1. The numbers inside the
consequents represent the deadlines for the commitments, e.g., the
bank must deliver the card within 7 days of the customer’s request
(CC1). When the card is requested, the bank notifies the office for
printing the card (CC3). Then, the courier delivers the card to the
client (CC2). The client’s role only includes the commitment CC1

and two actions, for requesting and getting the card delivered. The
last row of Table 1 shows which agents enact the corresponding
roles in the protocol. Consider now the following trace:

T =


1 request(cli, ban) (the client requests the credit

card from the bank on day 1)
4 confirm(ban, off) (the bank confirms the request)
7 print(off, cou) (the office produces the card and

passes it to the courier)

Pcard = {CC1(bank, client, requested, delivered(7)),
CC2(courier, bank, printed, delivered(3)),
CC3(office, bank, confirmed, printed(3))}

. . .
Rclient = {CC1, request(client, bank)→ requested,

deliver(_, client)→ delivered}
. . .
A = {bank(ban), client(cli), courier(cou), office(off)}

Table 1: Acquire credit card (Pcard)

The following commitments are in place at time 8:

C8 =

 C1(bank, client, delivered(8))
CC2(courier, bank, printed, delivered(3))
C3(office, bank, printed(7))

Notice the pattern among these three commitments; CC2 is an
implicit delegation of C1 (Definition 4), and C3 is an antecedent
delegation of CC2 (Definition 6). Then C3 is delegation-similar to
C1 via CC2.

Now assume that no delivery has occurred until time 9. C1 is
indeed violated since its deadline has passed and delivered has not
been brought about. Because of the delegation-similarity relation,
CC2 and C3’s deadlines together affect C1. Even though the print-
ing of the card is completed at day 7, the courier has 3 more days
for delivery, which will eventually exceed C1’s deadline. Here, the
bank should have confirmed the client’s request earlier, and notified
the office accordingly.

4. DISCUSSION
This paper advances the state of the art in several directions. We

identify the ways that a commitment can be extended with a third
party (e.g., a delegatee agent). We exploit the commitment dele-
gation operation to address related exceptions. Such an exhaustive
study on commitment delegation had never been published before.
Moreover, our similarity relations also account for the regulative
perspective [1] of contract execution as well as the well-known con-
stitutive side of commitment protocols.

Due to space limitations, we only mentioned some of the other
key features of our commitment diagnosis framework. In [4], we
give a more elaborate account of temporal constraints and we dis-
cuss prognosis alongside diagnosis.
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1. ABSTRACT
In this paper we present a lightweight teamwork implementa-

tion through use of abstraction hierarchies. The basis of this imple-
mentation is ADAPT, which supports Autonomous Dynamic Agent
Planning for Teamwork. ADAPT’s novelty stems from how it suc-
cinctly decomposes teamwork problems into two separate planners:
a task network for the set of activities to be performed by a specific
agent and a separate group network for addressing team organi-
zation factors. Because abstract search techniques are the basis
for creating these two components, ADAPT agents are able to ef-
fectively address teamwork in dynamic environments without ex-
plicitly enumerating the entire set of possible team states. During
run-time, ADAPT agents then expand the teamwork states that are
necessary for task completion through an association algorithm to
dynamically link its task and group planners. As a result, ADAPT
uses far fewer team states than existing teamwork models. We de-
scribe how ADAPT was implemented within a commercial training
and simulation application, and present evidence detailing its suc-
cess in concisely and effectively modeling teamwork.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial Intelligence

General Terms
Experimentation

Keywords
Simulation techniques, tools and environments, agent cooperation

2. TECHNIQUE DESCRIPTION
ADAPT’s model is based on decomposing teamwork problems’

task and group elements in a top-down manner from a high level
to progressively lower levels. Specifically, a given teamwork prob-
lem is converted into two hierarchical networks: a task network
to model the set of activities a given agent can perform and a sep-
arate group network for addressing organization factors. Within
both hierarchical networks, behaviors are decomposed such that
the general task and group problems are progressively redivided
into partial plans involving smaller sets of subtasks and subgroups.
ADAPT contains two novel elements designed to further reduce
the size of these hierarchies. First, as hierarchical abstraction is
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used, agents incrementally elaborate only relevant task and group
information during task execution. Second, ADAPT uses an as-
sociation algorithm to effectively perform task allocation. Agents
only check those constraints which it may possibly perform, further
adding to ADAPT’s concise nature. The net result is that ADAPT
can effectively implement teamwork problems, even in dynamic
environments, yet uses far fewer states than existing approaches.

The planning strategies of the elaboration processes of each net-
work in ADAPT are based on abstract search techniques [3]. Ac-
cordingly, the planning procedures of each elaboration process in-
volves three major steps: (1) A branching step identifies possible
candidates for expanding a partial plan; (2) A refinement step for
adding constraint information to the partial plan; (3) a pruning step
for removing unpromising candidates based on these constraints
in order to avoid failures. While abstract-search is a well known
technique for automated task planning [3], ADAPT’s contribution
stems from applying these techniques to teamwork modeling.

3. MOTIVATING EXAMPLE
Assume that a group must work as a team on a joint mission, say

to capture a flag. A group of blue agents must plan how they will
infiltrate the territory of the opposing team of red agents that are
defending the flag. In dynamic environments it is almost impossi-
ble to predict all possible event permutations that may occur while
the blue agents complete their task.

Figure 1: Stages in a Team Mission
Figure 1 depicts group states during the execution of the Capture

the Flag mission. At the start, a group of 4 red agents are divided
into 2 subgroups of pairs located on either side of the flag to defend
it (see the top left corner). At the same time, a group of 8 blue
agents approach the flag area. In the second stage, the blue group
splits into two subgroups of 4 agents according to their capabilities.
One subgroup splits again into two subgroups of 2 agents and each
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subgroup approaches and engages the 2 red subgroups. However,
during this stage an unplanned event occurs, and one of the blue
agents is incapacitated by a red team member. Consequently, the
blue team must replan their mission with only 7 of the 8 agents. In
the final stage (top right corner), we see the group of 7 remaining
blue agents still completing the task and capturing the flag.

We depict the networks of the teamwork model formation for the
blue team in the bottom of Figure 1. ADAPT decomposes team-
work into both task and group networks. In the first stage each of
these components are only described generally as one abstract node
(the bold vertices at Figure 1). To graphically differentiate between
the two task and group abstractions, we present the task hierarchy
in rectangles, and the group hierarchy in ovals. At the beginning of
execution, one rectangular task node describes the high level “Cap-
ture the Flag” task, and the group hierarchy “Package” describes
the blue agents’ attributes and capabilities that can be used to per-
form this task. In order for the blue agents can perform the team
task, “Capture the Flag”, their group and task planners must decide
exactly how they will properly connect these two hierarchies.

4. MODELING ADAPT’S NETWORKS
ADAPT contains many similarities to previous Hierarchical Task

Network (HTN) planning approaches [3]. Formally, we define an
atomic task in ADAPT as an action act(

→
v ) that can be directly ex-

ecuted by the agents (e.g., FlyTo(origin, dest)). A (higher-level)
complex task c(

→
v ) is one that cannot be executed directly and is

decomposed into subtasks. To execute a high-level complex task
c(
→
v ), agents must identify a method which encodes all constraints

for how this task including key information about who and how it
can be performed. We define a method, m, as a 5-tuple containing:
〈name(m), task(m), constr(m), subtasks(m), relation(m)〉, where
name(m) is the name of the method, and task(m) is the name of
the complex task. We define subtasks(m) as the sequence of tasks
and constr(m) as the set of constraints {ρ1 . . . ρp} that may apply
when using the method m. Each constraint ρk involves a subset
of variables and specifies all combinations of values for these vari-
ables. We define these variables as the set of {X1 . . . Xn} where
each value Xi is taken from a given domain Di with a set of pos-
sible values. Constraints may include specific required capabilities
that a certain number of agents perform a specific subtasks(m).
The relationship between subtasks, relation(m), contains con-
straints on the execution of the subtasks(m) and may be one of
the following: (i) AND; (ii) OR; and (iii) NEXT.

In parallel to the task hierarchy, ADAPT also deconstructs team-
work into a group component to model constraints about which
agents can perform given tasks. We refer to the hierarchy about the
entities’ combined capabilities as the group. Parallel to our task
definitions, we decompose the hierarchy as per the group decom-
position into higher levels of complex entities and atomic entities
which cannot be divided into further levels.

We define two separate networks dtask and dgroup. A network
di = [Gi, ρi] is defined as a collection of items i that have to be ac-
complished under constraints ρi (the item i denotes the type of the
network, i.e., group/task). Network di is represented by an acyclic
digraph Gi = (Vi, Ei) in which Vi is node set, Ei is the edge
set, and each node v ∈ Vi contains an item i. The Planning do-
main Di = (Mi,A) consists of library methodsMi and library
A of atomic items. A task planning problem is defined as a triple
Ptask = 〈dtask,B,Dtask〉, where dtask is the task network to be
executed, B is the initial state and Dtask is the planning domain.
A task plan is a sequence act1 . . . actn of atomic actions. A group
planning problem is defined as a triple containing Pgroup defined
as 〈dgroup,B,Dgroup〉 where dgroup is the group network to be

executed, B is the set of agents with their concrete capabilities and
Dgroup is the planning domain. A group plan assigns agents to the
appropriate nodes in the group network based on their capabilities
in such a way that all the constraints are satisfied. Given either task
or group planning problem instance, the planning process of each
of them involves the branching, refinement and pruning steps.

The branching step is defined by retrieving the entire set of meth-
ods inMi which may be applied to the required item. Refinement
then has each local agent check its constr(m) and sends what it
considers to be its best option to the mediator agent within the
DCOP solver. In ADAPT’s pruning stage, the mediator uses the
OptAPO algorithm (see [2]) to search for this teamwork solution.
If a solution forMi cannot be constructed the mediator agent asks
each agent to iteratively selects its next possible method until a so-
lution is found. This process can either result with a plan being
found, or a NULL plan in failure.

5. IMPLEMENTATION AND RESULTS
We have implemented ADAPT within a commercial training and

simulation system at Elbit Systems Ltd. Specifically, we applied
the general technique in Section 3 regarding the Capture the Flag
problem to scenarios involving fighter jets attempting to destroy
an enemy target. Each scenario involved a target that needed to
be destroyed, as well as groups of attacking and defending planes.
We relied on a group of professional fighter pilots to provide de-
tails about how they would perform theoretical missions. We then
encapsulated this information to form ADAPT’s networks.

BITE ADAPT max ADAPT average
# of Agents Task Group Task Group Task Group

5 561 18 44 5 37.1 3.67
8 624 146 53 8 39.65 6.29

12 829 400 68 8 56.86 6.17

Table 1: Comparing the number of task and group teamwork
states in ADAPT versus BITE teamwork models

To study the savings in the number of states within ADAPT ver-
sus other previous BITE static approaches [1], we focused on mis-
sions with groups of 5, 8 and 12 blue planes which needed to de-
stroy one target on the red team guarded by a fixed number of 5
jets. We recorded the number of task and group nodes required to
encode teamwork within ADAPT throughout the task’s execution
versus BITE. As Table 1 demonstrates, we found that ADAPT’s use
of abstraction yielded an enormous savings in the number of team-
work states needing to be stored and represents a radical depar-
ture over previous models which need to exhaustively describe all
possible interactions prior to task completion [1]. ADAPT builds
teamwork models incrementally during task execution, thus allow-
ing agents to apply refinement and pruning steps in order to limit
the size of the teamwork model which needs to be stored. This
fundamental difference not only yields teamwork models that are
smaller by several orders of magnitude, but allows agents to quickly
find their optimal behavior within this smaller model.
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ABSTRACT
We propose “Rip-off”, a new multi-player bargaining game
based on the well-studied weighted voting game (WVG)
model from cooperative game theory. Many different solu-
tion concepts, such as the Core and the Shapley value have
been proposed to analyze models such as WVGs. However,
there is little work on analyzing how humans actually play
in such settings. We conducted several experiments where
we let humans play “Rip-off”. Our analysis reveals that al-
though solutions of games played by humans do suffer from
certain biases, a player’s average payoff over several games
is roughly reflected by the Shapley value.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Multiagent Systems;
J.4 [Computer Applications]: Social and Behavioral Sci-
ences—Economics

General Terms
Economics, Experimentation, Algorithms, Human Factors

Keywords
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1. INTRODUCTION
Many domains involve both competition and cooperation.

Researchers have coined the term “co-opetition” to describe
such settings [6]. One example is the model of weighted vot-
ing games (WVG), where each player has a weight, and a
coalition of players wins the game if the sum of the weights
of its participants exceeds a certain quota. Agent behavior
in such settings has been studied in cooperative game the-
ory. Forming a stable coalition requires the agents to share
the gains in an appropriate way. Cooperative game the-
ory provides several solution concepts that define how these
joint gains should be distributed, such as the core [4] and
the Shapley value [8], which were also studied in the context
of WVGs [3, 1, 9, 2]. These solutions model “co-opetition”,
but it is unclear whether they predict human behavior. They
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Abstract), Yoram Bachrach, Pushmeet Kohli, Thore Graepel,Proc. of
10th Int. Conf. on Autonomous Agents and Multiagent Sys-
tems (AAMAS 2011), Tumer, Yolum, Sonenberg and Stone (eds.),
May, 2–6, 2011, Taipei, Taiwan, pp. 1179-1180.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

assume that agents are completely rational, however human
rationality may be bounded, and humans may have social
biases such as avoiding very unequal payoffs [5, 7].

We study how humans behave in “co-opetition” settings
and compare the payoff distribution results with those pre-
dicted by existing solutions. We have developed a new on-
line multi-player cooperative bargaining game called ”Rip-
off”, based on the WVG model. We conducted experiments
where groups of people played this game to win money. Our
analysis revealed that solutions agreed by humans contain
some biases, but that player’s expectations of their payoff
are roughly reflected by the Shapley value.

1.1 The Rip-off Game
A transferable utility (TU) coalitional game Γ is com-

posed of a set of n agents, I, and a characteristic function
vΓ : 2I → R, mapping any subset (coalition) of the agents
to a real value, indicating the total utility they achieve to-
gether. A specific class of games are weighted voting games
(WVGs). In WVGs each agent i ∈ I has weight wi, and
the game has a threshold t. A coalition C ⊆ I wins if its
total weight exceeds t: v(C) = 1 if

∑
i∈C wi ≥ t and other-

wise v(C) = 0. We denote the WVG over the n agents with
weights w1, w2, . . . , wn and threshold t as [w1, w2, . . . , wn; t].
Given a coalition C ⊂ I we denote w(C) =

∑
i∈C wi. Game

theory provides solutions that define how the participants
might distribute the gains. An imputation (p1, . . . , pn) is
a division of the gains, where pi ∈ R and

∑n
i=1 pi = v(I).

The value pi is the payoff of agent i, and a coalition’s payoff
is C is p(C) =

∑
i∈C pi. The Shapley value is an imputa-

tion fulfilling certain fairness axioms [8]. We denote by π a
permutation of the agents, by Π the set of all such permuta-
tions and by Sπ(i) the predecessors of i in π. The Shapley
value of a game Γ is sh(vΓ) = (sh1(vΓ), . . . , shn(vΓ)) where
shi(vΓ) = 1

n!

∑
π∈Π[vΓ(Sπ(i) ∪ {i})− vΓ(Sπ(i))].

“Rip-off” is an online instance of a WVG played by hu-
mans. Similarly to a WVG [w1, w2, . . . , wn; t] where C ⊆ I
wins if w(C) =

∑
i∈C wi ≥ t, in “Rip-off” each player i ∈ I

is endowed with a fixed random weight 0 ≤ wi ≤ 1 and a
‘desired-share’ 0 ≤ si ≤ 1 which is specified by the player.
The share represents the amount the player would win if
she is part of the winning coalition when the game ends.
Thus, players wish to have the highest possible share. How-
ever, the winning coalition is entitled to £1 in total, to
be shared among all the members of the winning coalition.
Each “Rip-off” player sees the entire board, which includes
the weight, desired payoff and current team number of each
player. There are as many teams as there are players. All
players who choose the same team number are considered
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as part of a single coalition. Given a team j, we denote the
players whose current choice is team j as Cj ⊆ I. A coalition
Cj ⊆ I is successful if the sum of the weights of its players
exceeds the threshold t = 1, ie. w(Cj) =

∑
i∈Cj wi ≥ t. A

coalition Cj ⊆ I of players is in agreement if the sum of the
‘desired-shares’ of its players is at most £1, ie.

∑
i∈Cj si ≤ 1.

A coalition wins if it is both successful and in agreement. We
say that Cj is in the “negotiation phase” if it successful so
w(Ck) ≥ 1 but has not yet reached agreement so s(Ck) > 1.
More formally, w(Cj) =

∑
i∈Cj wi ≥ t and

∑
i∈Cj si ≤ 1.

Such a coalition Cj is a winning coalition in the underly-
ing WVG. The player weights are chosen so no player can
win the game on their own ie. for all i, wi < 1. A suc-
cessful team could potentially win £1, however its players
must agree on how to split this reward. To negotiate how to
share the reward, each “Rip-off” player i ∈ I chooses a share
0 ≤ si ≤ 1 by entering a number into a text field.

Initial State: The game starts with player i starts in
team i, so all players are assigned to different teams. The
shares of all players are initialized to 1. Figure 1 shows the
initial state for the WVG [0.25, 0.25, 0.4, 0.4, 0.25; 1], from
the perspective of Player 1. Each player can identify who
she is, as the active player is marked with a box. A player
can only change her team and share and not those of the
other players, but the selections of all players are displayed.

Progress: At any time a player may change her selection
of a team, thereby choosing to join a different coalition. A
player may also change her share at any time. However, a
player is not allowed to join already successful teams.

Figure 1: Example of a “Rip-off” game board.

Termination: The game ends when a winning coalition
Cj is formed, ie. a team which is both successful and in
agreement. Upon termination, each player i ∈ Cj in the
winning coalition obtains a reward of si. Any agent i ∈ I\Cj
obtains a reward of zero, regardless of her share si.

2. RESULTS AND ANALYSIS
We invited 20 volunteers to play “Rip-off”. The partici-

pants were divided into 4 groups of 5 participants each. Each
group played for 90 minutes and players were awarded the
sum of their payoffs through all the games played. We picked
games with 9 different weight settings, to cover a broad range
of Shapley values. The configurations were chosen uniformly
at random for the various games, and the weights were ran-
domly assigned to the players. The “Rip-off” game are di-
rectly based on WVGs so one can view their game theoretic
solutions as predictions regarding the results of such games.

Not all “Rip-off” players are equally powerful: depending
on the weights, some coalitions are winning while others are
losing. Players are aware of all the weights and the team se-
lections of other players, although they cannot change them.
The Shapley value is considered a powerful tool to analyze

a player’s power in such settings, which may not be propor-
tional to her weight. It reflects the fair share each player
(weight) should get in a WVG.

One can interpret the Shapley value as the average amount
a weight is likely to get over many “Rip-off” games. We
denote the set of all weights as W . For each playing group
and each board (weight configuration) we logged the total re-
wards each weight has won, and denote this as tot(w). Given

a weight w, its proportional gain is p(w) = tot(w)∑
w∈W tot(w)

.

Figure 2 is a scatter plot, showing the relation between
a weight’s Shapley value and its proportional gain. An ex-
periment is the session of all the games a single group of
5 human participants played. Each data point represents
a single WVG board configuration in an experiment. The
x-axis is the Shapley value of the weight and the y-axis is
the proportional gains of that weight.

Figure 2: Scatter plot showing correlation between
a weights Shapley value and its gains proportion.

Figure 2 shows that the Shapley value is quite accurate
as a prediction of a weight’s proportional gains. If it fully
predicted the gains, all points should be on the line y = x.
The points are indeed close, and the correlation coefficient
is 95%. Although the Shapley value was designed as a the-
oretical tool for fair allocation, it can be a useful tool for
predicting human negotiation in “co-opetition” settings.
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ABSTRACT
Online virtual worlds provide a rich platform for remote human
interaction, and are increasingly being used as a simulation plat-
form for multi-agent systems and as a way for software agents to
interact with humans. It would therefore be beneficial to provide
techniques allowing high-level agent development tools, especially
cognitive agent platforms such as belief-desire-intention (BDI) pro-
gramming frameworks, to be interfaced with virtual worlds. This is
not a trivial task as it involves mapping potentially unreliable sensor
readings from complex virtual environments to a domain-specific
abstract logical model of observed properties and/or events. This
paper investigates this problem in the context of agent interactions
in a multi-agent system simulated in Second Life. We present a
framework which facilitates the connection of any multi-agent plat-
form with Second Life, and demonstrate it in conjunction with the
Jason BDI interpreter.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence ]: Intelligent agents, Mul-
tiagent systems

General Terms
Design, Experimentation

Keywords
Multiagent systems, BDI agents, Jason, Second Life

1. INTRODUCTION
Multi-purpose online virtual worlds provide a sophisticated and

convenient simulation platform for testing multi-agent systems and
other AI concepts, where software-controlled agents can be made
to interact with human-controlled agents. It would therefore be
beneficial to provide techniques allowing high-level agent devel-
opment tools, especially cognitive agent platforms such as belief-
desire-intention (BDI) programming frameworks, to be interfaced
with virtual worlds.
Cite as: Interfacing a Cognitive Agent Platform with a Virtual World:
a Case Study using Second Life (Extended Abstract), S. Ranathunga, S.
Cranefield, M. Purvis,Proc. of 10th Int. Conf. on Autonomous Agents
and Multiagent Systems (AAMAS 2011), Tumer, Yolum, Sonenberg
and Stone (eds.), May, 2–6, 2011, Taipei, Taiwan, pp. 1181-1182.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

When interfacing agent platforms with virtual worlds, there are
two non-trivial challenges to be addressed: how the agent actions
are performed on the virtual environment and how the large vol-
umes of (potentially unreliable) sensor readings from the virtual en-
vironment are mapped to a domain-specific abstract logical model
of observed properties and/or events, to be used by a multi-agent
system.

This paper addresses these challenges in the context of agent in-
teractions in a multi-agent system simulated in the popular multi-
purpose virtual world Second Life1. The main focus of this paper
is on how the potentially unreliable data received by an agent de-
ployed in a Second Life simulation can be processed to create a
domain-specific high-level abstract model to be used by the agent’s
cognitive modules. In order to accomplish this, we have developed
a framework with the use of theLIBOMV client library2, and this
framework facilitates the connection of any multi-agent framework
with Second Life. The main responsibility of the framework is to
accurately extract the sensor readings from Second Life, to identify
the high-level domain specific information embedded in those low-
level data, and finally to convert this information into a form that
can be used by the multi-agent system. Here, the latter two aspects
have not gained much attention in research related to Second Life.

2. SYSTEM DESIGN
Figure 1 shows how the different components of the system are

interfaced with each other. In this paper, we demonstrate our frame-
work in conjunction with the Jason BDI agent development plat-
form [2].

2.1 Interface Between the LIBOMV Client and
the Jason Agent

The interface between the LIBOMV client and the Jason agent
is facilitated using sockets (denoted by ‘S’ in Figure 1). This de-
coupling makes it possible to connect any agent platform with the
LIBOMV clients. The module that contains LIBOMV clients is ca-
pable of handling multiple concurrent LIBOMV clients and socket
connections. Therefore if the corresponding multi-agent system is
able to create concurrently operating agents, this can easily create a
multi-agent simulation inside Second Life. Consequently, the mod-
ule that contains the Jason platform is designed in such a way that
it is capable of handling multiple concurrent instances of socket

1http://secondlife.com
2http://lib.openmetaverse.org/wiki/Main_Page
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Figure 1: Overall System Design

connections connected to the Jason agents.

2.2 Interface Between the LIBOMV Client and
the Second Life Server

Although a LIBOMV client connected to Second Life can ex-
tract data from Second Life in a more robust way than using the
Linden Scripting Language (LSL), it also has several limitations,
which affect the accuracy of the extracted sensory readings. There-
fore we implemented a combined approach to extract data from
Second Life, where a scripted object is attached to the LIBOMV
client. Detection of the avatars and objects to be monitored is done
at the LIBOMV client side. Identification information for these
is then sent to the script. As the script already knows what to be
tracked, an efficient, light-weight function can be used to record
the position and velocity information instead of the normal LSL
sensor functionality. Avatar animation updates are directly cap-
tured by the LIBOMV client to make sure animations with short
durations (eg. crying or blowing a kiss) are not missed out. The
communication messages (chat exchanged in the public chat chan-
nels, instant messages sent to the agent) are also directly captured
by the LIBOMV client.

2.3 Data Processing Module
The data processing module consists of three main components;

the data pre-processor, the complex event detection module and the
data post-processor. The responsibility of the data processing mod-
ule is to map the received sensor readings from complex Second
Life environments to a domain-specific abstract logical model. In
essence, it creates snapshots of the system that include low-level
data (position and animation information of the avatars and ob-
jects) generated in the given Second Life environment in a given
unit of time, along with the identified high-level domain-specific
information and other contextual information.

In accomplishing this, first the data pre-processor amalgamates
the data received from the LSL script and the received updates for
avatar animations and communication messages, and creates snap-
shots of the environment. A snapshot includes the position and ve-
locity information of all the avatars and objects of interest that are
valid at a given instant of time, along with avatar animation infor-
mation. The data pre-processor also deduces the basic high-level

information about the avatars and objects, e.g. whether an avatar
is moving, and if so, in which direction and the movement type
(e.g. walking, running or flying), and whether an avatar is in close
proximity to another avatar or an object of interest. Other contex-
tual information such as the location of the avatar or the role it is
playing can also be attached to this retrieved information as needed.

These low level data are then sent to the complex event detec-
tion module, to identify the high-level domain-specific information
embedded in those low-level data. For this, we use an event stream
processing engine called Esper3.

Finally, the data post-processor converts the processed data into
an abstract model to be passed to the connected multi-agent sys-
tem. The detected low-level and high-level events, along with other
context information are grouped into states (a state corresponds a
snapshot of the Second Life environment at a given instant of time)
which are represented as a set of propositions. These propositions
are sent to the multi-agent system, to be converted to any represen-
tation needed by the multi-agent system. For example, in Jason,
these are converted to percepts, which are recorded as agent be-
liefs.

3. CONCLUSION
In this paper we presented a framework that can be used to de-

ploy multiple concurrent agents in complex Second Life simula-
tions, and demonstrated it with the Jason BDI agent development
platform. The main focus of this paper was on how the potentially
unreliable data received by an agent deployed in a Second Life sim-
ulation should be processed to create a domain-specific high-level
abstract model to be used by the agent’s cognitive modules. Al-
though there have been some practical implementations of agent
societies inside Second Life [1], they have mainly focused on cre-
ating Second life simulations specifically for human-agent interac-
tion, rather than trying to integrate agent platforms with the already
existing Second Life simulations as we have done. Moreover, we
do not see these specific problems have been properly investigated
there. On the other hand, the other theoretical proposals that ad-
dressed this issue have not been implemented yet [3].

We have successfully tested our framework with Jason agents
deployed in the SecondFootball4 simulation in Second Life, and
currently the framework is customized for this simulation. How-
ever in the future, we are planning to make the framework more
generalized. Further details, discussion and a comparison with re-
lated work can be found in the full version of this paper [4].
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ABSTRACT
We show how to generate multi-agent Kripke models from
message exchanges. With these models we can analyze the
epistemic consequences of a message exchange. One novelty
in this approach is that we include the messages in our logical
language. This allows us to model messages that mention
other messages and agents that reason about messages. Our
framework can be used to model a wide range of different
communication scenarios.

Categories and Subject Descriptors
E.4 [Coding and Information Theory]: Formal Mod-
els of Communication; H.1.2 [User/Machine Systems]:
Human Information Processing; H.3.4 [Systems and Soft-
ware]: Information Networks; I.2.0 [Artificial Intelligence]:
Cognitive Simulation

Keywords
Agent communication, message semantics, epistemic Kripke
models, dynamic epistemic logic

1. INTRODUCTION
This paper is a proposal to combine the best of history-

based message interpretation, as in [4] and [1], and dynamic
epistemic semantics, as in [2, 3].

We model communication between agents by means of
message sequences. Here a message is assumed to be a for-
mula sent by one agent to a group of other agents. We as-
sume all communication to be truthful, so all formulas that
are sent in messages must be true. We also assume that the
communication is reliable, so any message that is sent is also
received and immediately read.

We define a logical language containing both messages
and epistemic operators. This allows us to reason about
what knowledge agents have about the messages themselves.
Some interesting examples of communication we can model
with our framework are:

Send Communication step consisting of a single message
m.

Cite as: Message-Generated Kripke Semantics (Extended Abstract),
Jan van Eijck and Floor Sietsma, Proc. of 10th Int. Conf. on Au-
tonomous Agents and Multiagent Systems (AAMAS 2011),
Tumer, Yolum, Sonenberg and Stone (eds.), May, 2–6, 2011, Taipei, Tai-
wan, pp. 1183-1184.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

Acknowledgement Receipt of a message m can be ex-
pressed as (j,m, sm) where j ∈ rm.

Reply Reply to sending of m with reply-contents ψ can be
expressed as (j,m ∧ ψ, sm) where j ∈ rm.

Forward Forwarding of m can be expressed as (j,m, k)
where j ∈ rm, k /∈ rm.

Bcc A message m with bcc-list {j1, . . . , jn} can be treated
as a sequence of messagesm, (sm,m, j1), . . . , (sm,m, jn).
Each member on the bcc list of m gets a separate mes-
sage from the sender of m to the effect that message
m was sent.

2. FACTUAL COMMUNICATION
Let P be a set of proposition letters. Let N be a finite set

of agents.

Definition 1. Let L0 be the language given by ψ and let
L be the language given by φ in the following construct:

φ ::= ψ | ¬φ | φ ∧ φ | [m]ϕ | [α]φ

m ::= (i, ψ,G) where i ∈ G ⊆ N
ψ ::= > | p | m | ¬ψ | ψ ∧ ψ where p ∈ P
α ::= i |?φ | α;α | α ∪ α | α∗ where i ∈ N

L0 is propositional logic enriched with factual messages. The
formula m expresses that message m was sent at some mo-
ment in the past. If m = (i, ψ,G) is a message, we use bm
for its body ψ, sm for its sender i, and rm for its recipient set
G. The body of a message must be from the basic language
L0, so it cannot contain arbitary L-formulas.

The language L contains an epistemic modality [α]φ which
is standard for epistemic logic: [i]φ expresses that agent i
knows φ, [(

S
i∈G i)

∗]φ expresses common knowledge in the
group G. The message modality [m]φ expresses that imme-
diately after sending message m, φ will hold.

For each formula we define its vocabulary: the set of
propositions and messages used in it.

Definition 2 (Vocabulary of ψ).

Vp := {p}
Vm := {m} ∪ Vbm
V¬ψ := Vψ

Vψ1∧ψ2 := Vψ1 ∪ Vψ2

We interpret the formulas from L on Kripke models as is
standard in epistemic logic. Specifically, [α]φ holds in a
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state s of a Kripke model iff for all states t such that there
is an α-path from s to t, φ holds in t.

We need to define the interpretation of our new modality
[m]φ. For this purpose, we define a ‘message update’ in the
style of [3]. Rather than giving a formal definition, we will
give an example to demonstrate our modeling procedure.

Assume 1 knows (only) about p and 2 and 3 have common
knowledge about q. Suppose p is true and q false. Given that
the initial facts only mention p and q, we can assume that
the initial vocabulary is the set {p, q}. Our initial Kripke
model looks like this:

pq

pq

pq

pq

2, 3

2, 3

1 1

As usual, a link for agent i between two worlds indicates that
agent i cannot distinguish the two worlds and does not know
which one of them is the case. The grey shading indicates
the actual world.

Now message m@(1, p ∨ q, 2) gets sent. The first step of
processingm is expansion of the model to include m as a new
vocabulary element m. Now m can be either true or false
at each node (true means the message was sent, false means
that it was not). If it was sent, then the sender must know
its contents. This rules out situations where m is true and
K1(p ∨ q) is false, and it gives the following Kripke model:

pqm

pqm

pqm

pqm

pqm

pqm

2, 3

2, 3

1 1

1

1, 2, 3

1, 2, 3

Convention: an i link exists if there is an i path in the
picture, so all relations are equivalence relations. Note that
the picture represents that no-one knows whether m was
actually sent. What we have done is make the awareness
of the agents include a new element, the message m. Both
of the situations pqm and pqm could be true, and this is
common knowledge at this stage.

Note that none of the agents learns anything new about
the facts of the world. All of them become aware of the
existence of a certain message that can be sent or not. Since
the message can only be sent in worlds where 1 knows p∨ q,
pqm and pqm are ruled out from the set of worlds.

Now the epistemic effect of the actual sending of m is
three-fold:

• it rules out pqm from the set of candidates for the
actual world;

• it erases accessibility links for 2 between p ∨ q and
¬(p ∨ q) worlds, indicating that 2 has learned from m
that p ∨ q is true.

• it erases accessibility links for 1 and 2 between worlds
where the message was sent and worlds where it was

not, indicating that 1 and 2 now know whether m was
sent, but 3 still does not.

These effects are expressed in the following model, which
models the final result of sending m:

pqm

pqm

pqm

pqm

pqm

pqm

2, 3

2, 3

1 1

1

3

3

Note that pqm is no longer a candidate for the actual world.
Agent 3 still cannot distinguish situations where m was sent
from situations where m was not sent. But as a result of
the sending action, 2 now knows everything there is to know
about the vocabulary: that p is true, that q is false, and that
m was sent.

If we consider the class of models that are generated in
such a way from a sequence of sent messages, then the fol-
lowing axiom is sound:

m@(i, ψ,G)→ ψ

This indicates that we are indeed modeling truthful commu-
nication.

3. CURRENT AND FURTHER WORK
We have found a sound and complete axiomatisation of

our language using reduction axioms in the style of [3].
We are also considering an extension with messages con-

taining any formula of L, not just L0. This would allow the
agents to send messages containing information like “Alice
does not know that Bob sent this message”. We are cur-
rently working on a sound and complete axiomatization of
this language.

Another extension we are investigating is to lift the re-
striction to truthful communication and consider the effects
of lying.

There could also be a great use of our framework in a
distributed setting, where every agent has a local Kripke
model expressing his knowledge. We are currently inves-
tigating this perspective by tracing the logical connections
between the distributed and the global views on communi-
cation histories.

4. REFERENCES
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ABSTRACT 

We propose a method for using ethnographic field data to 

substantiate agent-based models for socially-oriented systems. We 

investigate in-situ use of domestic technologies created to 

encourage fun between grandparents and grandchildren separated 

by distance. The field data added an understanding of what 

intergenerational fun means when imbued with concrete 

activities. Our contribution is twofold. First, we extend the 

understanding of agent-oriented concepts by applying them to 

household interactions. Second, we establish a new method for 

informing quality goals with field data to enable development of 

novel applications in the domestic domain. 

Categories and Subject Descriptors 

I.2.11 [Artificial Intelligence]: Distributed Artificial Intelligence 

– multiagent systems. 

General Terms 

Design, Human Factors. 

Keywords 

Socially-oriented requirements, ethnography, quality goals. 

1. SOCIAL REQUIREMENTS 
Technology can facilitate interpersonal contact in social 

situations, but that technology is only valuable if it addresses and 

fulfils the felt needs of people acting in their social environments. 

Domestic and social goals do not fit well with traditional software 

engineering methods and processes. Social needs typically include 

many that are high-level, cognitive, emotional, and hard to 

measure, such as playfulness, the act of engaging in an activity or 

expressing feelings. Such socially-oriented requirements are 

difficult to quantify and measure, and as such, engineering 

systems to fulfil them is a non-trivial task. Our method is defined 

to substantiate these high-level quality goals [2] with more 

meaningful attributes that are obtained from ethnographic data. 

Ethnographic data can be used to inform system models and to 

help define socially-oriented requirements [3]. However, 

ethnographic data does not translate directly into requirements 

[1]. Themes extracted from ethnographic data are not limited to 

functionality; that is, it is not what users actually want. Therefore 

a problem occurs when we want to inform models with rich field 

data: the ethnographic data is a bottom-up view of the domain, 

while system models are typically derived top-down (albeit 

iteratively). Development tools typically deal best with clearly 

defined, hierarchical goals that endure over time while the field 

researchers' focus is on the current and complex lives of people. 

Consequently there are gaps and disconnections that have to be 

made up in the design process. Our work defines a method for 

closing the gap between ethnographic data and agent-oriented 

models via the use of quality goals. Agent-oriented models are 

suitable for modelling the social domain because they represent 

the goals and motivations of individuals using everyday language. 

2. QUALITY GOALS 
Technologies for strengthening bonds within separated families 

must fulfil hard-to-define and complex quality goals. In our 

requirements elicitation process, we seek complexity reduction 

without losing the richness of the social concepts themselves 

while generating models that can be implemented into 

technologies. High-level quality goals can be used as such a 

descriptive complexity reduction mechanism.  

High-level goals associated with activities can act as a point of 

reference for discussing the usefulness of design alternatives to 

achieve these goals instead of a decomposition into single 

requirements. To this end, we suggest that quality goals are a 

necessary part of the abstraction process because they can be used 

to represent a set of goals comprising the kinds of complex social 

concepts that are present in field data. Our research builds on the 

work of Sterling and Taveter [2]. Their motivation models contain 

goals and quality goals that can be connected using arcs, which 

indicate relationships between them. Here we look more closely 

into quality goals describing the essence of intergenerational 

activities. The motivation model for intergenerational fun contains 

the goals play, gift, show & tell, look & listen and the quality 

goals show presence, share fun and show affection. 

2.1 Substantiating quality goals via field data 
The success of a design in achieving its goals can really only be 

investigated after implementation. Therefore we started with 

building a set of “lightweight" technologies that focus on certain 

goals of the model such as gifting. For example the “electronic 

Magic Box” allowed the sending of a treasure box that could be 

Cite as: Substantiating quality goals with field data for socially-oriented 

requirements engineering (Extended Abstract), Pedell et al., Proc. of 10th 

Int. Conf. on Autonomous Agents and Multiagent Systems – Innovative 

Applications Track (AAMAS 2011), Tumer, Yolum, Sonenberg and Stone 

(eds.), May, 2–6, 2011, Taipei, Taiwan, pp. 1185 - 1186.  Copyright © 
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filled with photographs and messages. The box was hidden in a 

forest and a maze had to be solved by the recipient in order to 

open the box. The applications were installed in three family 

homes between three and six weeks over a period of four months. 

The technology probe data collected for example with the 

Electronic magic box application included 102 boxes (electronic 

letters and photographs), time stamps for all messages and seven 

interviews about the application use. 

The data was analysed focusing on the quality goals as over-

arching themes. We investigated and evaluated the activities and 

interactions and not the technology per se. On the goal model 

level we do not prescribe how to use specific technologies and 

independent of one concrete implementation. This procedure 

enabled us to find sub-themes for all of the quality goals and 

therefore to learn more about each goal in the light of typical 

activities between grandparents and grandchildren. This analytic 

procedure helped us to keep the focus on the human needs with 

the technology as mediator tying them back to the motivation 

model. We avoid the risk of focusing on the technology as our 

aim is not to create a finalised technology, but implementations 

that support us in further investigating the social requirements 

themselves. Even further this approach evaluated our existing 

understanding in looking for examples for “this was fun" or “this 

was not fun". The sub-themes that emerged from our data analysis 

were organised into quality clouds, as shown in Figure 1 for the 

quality goal show affection. The quality clouds consist of one 

quality goal with associated qualities factored around. The quality 

clouds can be seen as an abstract representation of field data into 

which we are able to zoom into the associated quality goal more 

closely. Each sub-quality of a main quality goal is briefly 

described and directly linked to the respective quotations in the 

interview data. Certain value sets we discovered have so far been 

marginalised such as disclosing weaknesses and laughing about 

them or the demonstration of grief and openly sharing it with a 

loved one. In one instance the grandmother does not try to brush 

the child’s grief about the loss of the loved dog away with some 

happy comment, but she honestly acknowledges that this is indeed 

sad. 

 

Figure 1. Quality cloud for the quality goal show affection. 

We also permitted new main quality goals to emerge, and hence 

allow changes to our overall goal model. For example qualities 

emerging that we could not group with our existing quality goals 

were themes surrounding the technology use itself - still explicitly 

described as fun. The new quality goal that emerge is build up 

confidence with sub-themes such as mastering the technology and 

showing off. 

2.2 From quality goals to design requirements 
The quality representations of the field data helped to formulate 

high-level requirements for a design of a more complex and 

refined technology concept for grandparents-grandchildren 

interactions that we are currently building. For example 

requirements are influenced by the new quality goal. Building 

confidence is part of the intergenerational interaction and it has 

implications on how the technology should be designed: not put 

everything in an application at once, because it scares the 

grandparents away. We now maintain simple screen views and a 

layered application instead of one packed with functionality. 

Another important insight was discovering “the other side of fun". 

According to our results, the dealing with these kinds of emotions 

is just as important for a strong tie relationship as demonstrating 

love, play together and laugh about a joke. It is no contradiction 

that technologies for intergenerational fun also allow and even 

aim for activities that deal with aspects we would normally avoid 

to show openly. 

3. BENEFITS OF OUR APPROACH 
We experienced many practical benefits of this interleaved 

process and information exchange between the field data and the 

agent-oriented models. The standard software engineering process 

is a top down process. We used the high-level structured view – 

the quality goals – as a lens to analyse the bottom-up field data in 

a top-down manner. We changed the model as we found new 

qualities and learnt about existing quality goals. We matched the 

two different perspectives of top-down and bottom-up. The two 

processes overlap and inform each other and demonstrate to what 

extent the gap was closed appropriately and where we still have to 

achieve a better match. 

Quality goals allow a focus on understanding the reasons why 

people do things or the essence of a relationship rather than 

describing a physical action. With the quality clouds, we were 

creating a set of new testing artefacts for lightweight evaluation. 

They were useful in the process to validate associations between 

activities and high-level goals and evaluate the degree of the 

match between the two. The proposed method helped us to 

substantiate quality goals for social interactions for the 

development of meaningful domestic technologies, helping us to 

bridge the gap between the agent-oriented models, and the 

ethnographic data. The main features of our approach are: 

-Use of agent-oriented models with a focus on quality goals. 

-The implementation of lean, but focused technologies. 

-Iterative exploration and discussion of social requirements. 

-Lightweight evaluation of quality goals in ethnographic studies. 

-Analysis of quality goals and creation of quality clouds. 

-Refining user needs and eliciting socially-oriented requirements. 
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ABSTRACT
The environment is an essential component of multi-agent
systems, which is often used to coordinate the behaviour of
individual agents. Recently many programming languages
have been proposed to facilitate the implementation of such
environments. This extended abstract is motivated by the
emerging programming languages that are designed to im-
plement environments in terms of normative concepts such
as norms and sanctions. We propose a formal analysis of
normative environment programs from a mechanism design
perspective. By doing this we aim at relating normative en-
vironment programs to mechanism design, setting the stage
for studying formal properties of these programs such as
whether a set of norms implements a specific social choice
function in a specific equilibria.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial Intel-
ligence—Multiagent Systems; I.2.4 [Artificial Intelligence]:
Knowledge Representation Formalisms and Methods—Modal
logic

General Terms
Theory, Verification, Languages

Keywords
Normative Environment, Mechanism design, Programming
Languages

1. INTRODUCTION
The overall objectives of multi-agent systems can be en-

sured by coordinating the behaviors of individual agents
and their interactions. Existing approaches advocate the
use of exogenous normative environments and organisational
models to regulate the agents’ behaviors and interactions
[4, 5, 7]. Norm-based environments regulate the behavior
of individual agents in terms of norms being enforced by
means of regimentation and sanctioning mechanisms. Gen-
erally speaking, the social and normative perspective is con-
ceived as a way to make the development and maintenance

Cite as: Normative Programs and Normative Mechanism Design (Ex-
tended Abstract), Nils Bulling and Mehdi Dastani, Proc. of 10th Int.
Conf. on Autonomous Agents and Multiagent Systems (AA-
MAS 2011), Tumer, Yolum, Sonenberg and Stone (eds.), May, 2–6, 2011,
Taipei, Taiwan, pp. 1187-1188.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

of multi-agent systems easier to manage, e.g., AMELI [4]
and Moise+ [6].

This extended abstract departs from the normative en-
vironment programming perspective and proposes a formal
analysis of normative environment programs by relating them
to concurrent game structures (a well-known model used for
modelling multi-agent systems) [2] and mechanism design.
In our view, normative environment programs can be mod-
elled as concurrent game structures where possible paths
in game structures denote possible execution traces of the
corresponding normative environment programs. This rela-
tion would set the stage for studying formal properties of
normative environments such as whether a set of norms im-
plements specific choice functions in specific equilibria. This
also allows, for example, to analyse whether groups of agents
are willing to obey the rules specified by a normative sys-
tem. Such a formal analysis is closely related to the work
presented in [1, 11], where norms are modelled by the de-
activation of transitions, and the work presented in [9, 10],
where social laws were proposed to be used in computer sci-
ence to control agents’ behaviours.

2. NORMATIVE PROGRAMS
The general setting of our programming framework is as

follows. A normative multi-agent program consists of a nor-
mative environment program and a set of agents programs
that when executed perform actions in the normative envi-
ronment. In this framework, the programmed agents may or
may not have access to the specified norms in the environ-
ment, their actions are performed simultaneously, and the
actions’ outcomes are determined by the normative environ-
ment programs.

We are interested in programming languages which are
designed to implement normative environments in terms of
norms and sanctions. These languages often provide pro-
gramming constructs to specify 1) the (initial) state of an
environment, 2) the outcomes of the agents’ actions, and
3) norms and sanctions. The interpreter of such languages
is based on a cyclic process that continuously monitors the
agents’ (observable) actions, determines the outcome of the
actions, and imposes norms and sanction if necessary. In-
tuitively, the performance of agents’ actions will change the
environment state and possibly cause a violation of some
specified norms. Imposing sanctions may in turn modify
the environment state, which can be considered as a way to
bring the violated state of the environment back to an op-
timal one. It is important to note that possible executions
of a normative environment program depend on the agents’
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actions and the interpreter of a normative environment pro-
gramming language which selects an execution path among
all possible ones. In order to relate the execution models of
such normative environment programs to mechanism design
and study their formal properties, the normative environ-
ment programming languages are required to have formal
(operational) semantics. A candidate for a such a norma-
tive environment programming language is 2OPL [3].

3. NORMATIVE MECHANISM DESIGN
We propose to use concurrent game structures [2] as ab-

straction and as a formal model of normative environment
programs. In such models it is assumed that all agents exe-
cute their actions synchronously. A combination of actions
together with the current environment state determines the
next state of the environment. An environment and a con-
current game structure are considered equivalent if the set
of environment program executions coincides with the set of
paths in the concurrent game structure. As program exe-
cutions and paths are considered as the semantics of both
normative environments and concurrent game structures, it
is very natural to consider agents’ preferences as relations
on the sets of executions. In this way, an agent prefers some
executions over others.

In social choice theory a social choice function assigns
outcomes to given preference profiles (cf. e.g.[8]), where a
preference profile consists of one preference for each par-
ticipating agent. The task of a social choice function is to
determine an outcome with respect to the preference pro-
file. Various natural requirements are imposed on the social
choice function in order to ensure e.g. fairness.

Mechanism design is concerned with creating a protocol
or a set of standards for behaviours such that the outcome
agrees with a social choice function provided that agents
behave rationally–in some sense–according to their prefer-
ences. In game theoretic terms behaving rationally means to
act according to some solution concept (e.g. the concept of
Nash equilibria). If such a mechanism exists it is said that
the mechanism implements the social choice function in an
equilibrium (e.g., Nash equilibrium).

We define a normative behaviour function as a social choice
function that assigns a set of “desired” environment execu-
tions to each preference profile. We refer to the outcomes
as the normative behaviours wrt a specific preference profile.
As a consequence, the aim of normative mechanism design
is to come up with a normative mechanism or a normative
environment program which imposes norms and sanctions
based on the performed agents’ actions such that agents–
again following some rationality criterion according to their
preferences–behave in such a way that the system executions
stay within the normative outcome. Given an environment
program and its corresponding concurrent game structure
we are interested in the following question: Can we spec-
ify a set of norms and sanctions such that extending the
environment programs with the norms and sanctions imple-
ments a normative behaviour function in an equilibrium (e.g.
dominant or Nash)?

As said before, our work is closely related to [1, 11]. In the
former, labelled Kripke structures are considered as models
supposing that each agent controls some transitions. A norm
is then considered as the deactivation of specific transitions.
The main difference to our work is that adding norms and
sanctions to an environment program in our framework can

also “activate” new transitions in the underlying environ-
ment execution model. This is because the activation of
transitions in our framework does depend on actions’ pre-
and postconditions.

4. CONCLUSIONS
In this extended abstract we are proposing normative mech-

anism design as a formal tool for analysing normative envi-
ronment programs. We have argued how one can abstract
from such programs and then apply methods from mecha-
nism design to verify whether the restrictions imposed on
the program agree with the behaviour the designer expects.
More precisely, we have introduced normative behaviour
functions for representing the “ideal” behaviour of the sys-
tem with respect to different sets of agents’ preferences. The
latter has enabled us to apply concepts from game theory
to identify agents’ rational behaviour. These ideas can now
be used to verify whether a programmed normative envi-
ronment is sufficient to motivate agents to act in such a way
that the behaviour described by the normative behaviour
function is met.
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[4] M. Esteva, J.A. Rodŕıguez-Aguilar, B. Rosell, and J.L.
Arcos. AMELI: An agent-based middleware for
electronic institutions. In Proceedings of AAMAS
2004, pages 236–243, New York, US, July 2004.

[5] D. Grossi. Designing Invisible Handcuffs. PhD thesis,
Utrecht University, SIKS, 2007.
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ABSTRACT
In this paper, we introduce a self-disclosure decision-making
mechanism based on information-theoretic measures. This
decision-making mechanism uses an intimacy measure be-
tween agents and the privacy loss that a particular disclosure
may cause.
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Theory

Keywords
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1. INTRODUCTION
Westin [5] defined privacy as a “personal adjustment pro-

cess” in which individuals balance “the desire for privacy
with the desire for disclosure and communication”. Westin
proposed his definition for privacy long before the explosive
growth of the Internet. As far as we are concerned, it also
applies to autonomous agents that engage in online interac-
tions that require the disclosure of their principals’ personal
data attributes (PDAs). Agents, then, need to incorporate
self-disclosure decision-making mechanisms allowing them
to autonomously decide whether disclosing PDAs to other
agents is acceptable or not.

Current self-disclosure decision-making mechanisms are
usually based on a privacy-utility tradeoff ([2]). This trade-
off considers the direct benefit of disclosing a PDA and the
privacy loss it may cause. There are many cases where the
direct benefit of disclosing PDAs is not known in advance.
This is the case in human relationships, where the disclosure
of PDAs in fact plays a crucial role in the building of these
relationships [1]. In such environments, the privacy-utility

Cite as: Privacy-intimacy tradeoff in self-disclosure (Extended Ab-
stract), J. M. Such, A. Espinosa, A. Garcia-Fornes and C. Sierra, Proc.
of 10th Int. Conf. on Autonomous Agents and Multiagent
Systems (AAMAS 2011), Tumer, Yolum, Sonenberg and Stone (eds.),
May, 2–6, 2011, Taipei, Taiwan, pp. 1189-1190.
Copyright c© 2011, International Foundation for Autonomous Agents and
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tradeoff is not appropriate and other more social approaches
are needed. We present a self-disclosure decision-making
mechanism based on what we call the privacy-intimacy trade-
off. This tradeoff considers the increase in intimacy to an-
other agent rather than considering a direct benefit when
disclosing a PDA.

2. UNCERTAIN AGENT IDENTITIES
We assume a Multiagent System composed of a set of

intelligent autonomous agents Ag = {α1, . . . , αM} that in-
teract with one another through message exchanges. Agents
in Ag are described using the same finite set of PDAs, A =
{a1, . . . , aN}. Each PDA a ∈ A has a finite domain of pos-
sible values Va = {v1, . . . , vKa}.

Definition 1. Given a set of PDAs A = {a1, . . . , aN}, each
one with domain Va = {v1, . . . , vKa}, an uncertain agent
identity (UAI), I = {P1, . . . , PN} is a set of discrete proba-
bility distributions Pi over the values Vai of each PDA ai.

We thus denote Pa as the probability distribution of a over
Va and pa(· ) as its probability mass function, so that pa(v)
is the probability for the value of a being equal to v ∈ Va.

An agent α ∈ Ag manages its own UAI and two UAIs
associated to each agent β ∈ Ag \ {α}. We will refer to
the UAI of an agent α as Iα. We denote Iα,β as the UAI
that α believes that β has, i.e., what α knows (or thinks it
knows) about Iβ . Finally, we denote Iα,β,α as the UAI that
α believes that β believes that α has. This UAI is crucial
for an agent α to model what agent β may know about its
own UAI Iα for measuring privacy loss.

2.1 Uncertainty Measures
An agent needs to measure how much uncertainty there

is in the probability distribution of a PDA. Taking into ac-
count this uncertainty, the agent may decide, for instance,
whether to take specific actions to reduce this uncertainty
under a desired threshold or not. A well-known measure
of the uncertainty in a probability distribution is Shannon
entropy:

H(Pa) = −
X
v∈Va

pa(v) log2 pa(v) (1)

A method for aggregating the uncertainties of all of the
probability distributions in an UAI is needed. In this paper,
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we use a simple computational method that is the mean of
the uncertainties in each of the probability distributions in
an UAI:

H(I) =
1

|A|
X
a∈A

H(Pa) (2)

With this measure an agent is able to know how certain
it is about an UAI. We assume that at initialization time
the entropy of an UAI I is the highest possible, i.e., the
uncertainty in I will decrease as the agent obtains more
information related to the PDAs being modeled.

2.2 Updating UAIs
UAIs are supposed to be dynamic, i.e., they may change as

time goes by. These changes will potentially reduce the un-
certainty in an UAI. An agent α may update the UAIs that
it manages as it gets more information about the probability
distributions for the PDAs in these UAIs. PDA values are
private to each agent. We assume that α discloses its PDA
values for a to β by sending a messageµ = 〈α, β, 〈α, a, Pa〉〉,
where α represents the sender, β represents the receiver, and
〈α, a, Pa〉 represents the claim “the probability distribution
for the PDA a of α is Pa”.

UAIs are updated with the disclosures that agents carry
out. The update process of an UAI has two steps: (i) up-
dating the probability distribution of the PDA being dis-
closed; and (ii) inferring updates of probability distributions
of other PDAs based on the PDA being disclosed and other
information already known. We denote that an UAI I is
updated with a message µ as Iµ. Moreover, we denote that
an UAI I is updated sequentially and in order considering a
tuple of messages M = (µ1, . . . , µP ) as IM .

Details about the updating process are obviated due to
space restrictions.

3. INTIMACY
According to [3], intimate human partners have extensive

personal information about each other. They usually share
information about their PDAs, including preferences, feel-
ings, and desires that they do not reveal to most of the other
people they know. Indeed, self-disclosure and partner dis-
closure of PDAs play an important role in the development
of intimacy[1].

Definition 2. Given an UAI I and a message µ, the infor-
mation gain of message µ is:

I(I, µ) = H(I)−H(Iµ) (3)

Definition 3. Given an UAI I and a tuple of messages M ,
the information gain of M is:

I(I,M) = H(I)−H(IM ) (4)

Sierra and Debenham [4] defined the intimacy between α
and β considering the amount of information that α knows
about β and vice versa. We adapt this definition for the case
of UAIs. Thus, we define intimacy as follows.

Definition 4. Given the UAIs Iα,β and Iα,β,α, a tuple of
messages M from β to α and a tuple of messages M ′ from
α to β, the intimacy between α and β is:

Yα,β = I(Iα,β ,M)⊕ I(Iα,β,α,M
′) (5)

Where ⊕ is an appropriate aggregation function.

4. PRIVACY LOSS
Disclosing PDAs always comes at a loss of privacy because

personal information is made known. Therefore, it is crucial
for agents to estimate the privacy loss that a disclosure may
imply before deciding whether they actually carry it out.

Agent α may estimate (from its point of view) the extent
to which β knows Iα by measuring the distance between Iα
and Iα,β,α. Agent α can calculate this distance by measur-
ing the Kullback-Leibler divergence between each probabil-
ity distribution for each PDA in these UAIs.

Definition 5. Given two agents α and β, the message µ,
and considering Qa ∈ Iα,β,α, Qµa ∈ Iµα,β,α and Pa ∈ Iα , the
privacy loss for agent α if it sends µ to agent β is:

L(Iα,β,α, µ) =
X
a∈A

wα(a) · (KL(Qa ‖ Pa)−KL(Qµa ‖ Pa)) (6)

KL(·) is the Kullback-Leibler divergence. wα(·) is the sen-
sitivity function for agent α that is defined as wα : A →
[0, 1], such that wα(a) is the subjective valuation that α at-
taches to the sensitivity for disclosing a.

5. DECISION MAKING
We consider the estimation of intimacy gain between two

agents and the privacy loss. To estimate the increase in
intimacy that the sending of a message µ may cause be-
tween α and β, we consider the information gain of µ, i.e.
I(Iα,β,α, µ). We consider that I(Iα,β,α, µ) also acts as an
estimation for I(Iα,β , ν), considering ν as a future message
received by α from β as the reciprocation to µ. Then, α
estimates that after sending µ to β and receiving ν from
β, Yα,β ≈ I(Iα,β,α, µ) ⊕ I(Iα,β,α, µ). This assumption is
grounded on the disclosure reciprocity phenomenon [1].

Disclosing PDAs always comes at a privacy loss. Then,
α may choose to disclose a PDA that maximizes the esti-
mation of the increase in intimacy while at the same time
minimizing the privacy loss.
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ABSTRACT
This paper proposes a reasoning process to allow agents to
decide when and how norms should be violated or obeyed.
The coherence-based reasoning mechanism proposed in this
paper, allows norm aware agents to confront the norm com-
pliance dilemma and build alternatives for such normative
decisions.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Intelligent
agents

General Terms
Theory

Keywords
Norm compliance, Coherence, BDI agents

1. INTRODUCTION
The conventional understanding of regulated open MAS

presumes the existence of autonomous rational agents that
are subject to some explicit conventions that regulate their
behaviour. Of special interest are those systems where con-
ventions may be understood as norms and agents may decide
whether to comply with those that are in force at any given
time. In this paper we look into that problem, not from
the normative system designer’s perspective but from that
of the individual agent who faces the dilemma. We propose
an architecture for agents whose deliberations are aware of
those norms that currently apply to them.

The main topic addressed by this paper is the problem of
making decisions about violating or obeying norms. Specif-
ically, a reasoning process for making decisions about norm
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compliance is proposed. This mechanism has been applied in
a Normative BDI Architecture (or n-BDI for short) [2]. The
n-BDI proposal is an extension of a Multi-Context Graded
BDI architecture [1] with an explicit representation of norms.

2. NORMATIVE MULTI-CONTEXT GRADED
BDI ARCHITECTURE (N-BDI)

A logical multi-context system [3] is defined as a set of
interconnected contexts. Each context has its own language
and, typically, a modal logical system with axioms and in-
ference rules. Contexts are connected through bridge infer-
ence rules whose premises and conclusions belong to different
contexts. It is assumed that logical multi-context systems
have computational implementations. The n-BDI architec-
ture for norm aware agents that we propose (detailed in [2])
is formed by (see Figure 1):

Figure 1: The n-BDI Architecture

1. Mental contexts that characterize beliefs (BC), in-
tentions (IC), and desires (DC). Following [1], they
are defined with propositional graded modal logics for
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representing degrees of certainty, desirability, or inten-
tionality of mental predicates.

2. We assume two functional contexts (also based on
[1]) the Planner Context (PC), which allows agents to
decide the set of actions that will be attempted accord-
ing to their desires; and the Communication Context
(CC), which communicates agents with their environ-
ment.

3. Finally, we include two normative contexts that al-
low agents to reason about an explicit representation
of norms that are relevant for their actions [2]:

• Norm Acquisition Context (NAC). It updates
the set of norms that are in force at a given mo-
ment, i.e. the legislation the agent is subject
to. Specifically, the NAC receives information
from the environment (observed and communi-
cated facts), determines if that information is a
norm that regulates his own behaviour and up-
dates, accordingly, his existing set of norms.

• Norm Compliance Context (NCC). This is
the component responsible for reasoning about
the set of norms that hold at a specific moment.
It determines those norms whose activation con-
ditions are met. In this sense, the NAC contains
all the abstract norms that are in force, whereas
the NCC only contains those norm instances that
are active in the current situation.

3. REASONING PROCESS IN THE N-BDI
ARCHITECTURE

The n-BDI architecture described in [2] allows agents to
have an explicit representation of norms. Thus, agents are
capable of detecting the activation of norms and selecting
those plans that comply with active norms. However, a
norm-aware agent may decide whether to comply with a
norm or not. In this work we propose a coherence-based
mechanism to enable such an agent to make that decision.
Namely, this paper proposes carrying out the reasoning pro-
cess in the n-BDI architecture in three steps:

Step 1. Norm-based Expansion. This first step con-
sists in extending the agent’s theory of mental propo-
sitions with those norms that become active as well
as those norms that become inactive. In other words,
this step creates a state of mind where the agent is to
fulfil all applicable norms. The norm-based expansion
process is made up of two phases: (i) NCC update, i.e.
when the activation conditions of a norm in the NAC
hold, the abstract norm is instantiated and included
in the NCC: likewise, when a termination condition
is satisfied, the norm instance is removed from NCC;
and (ii) norm internalization, where norms, currently
in NCC, are propagated –through bridge rules– to the
agent’s mental and functional contexts. Notice that
the updating of NCC is the agent’s truthful under-
standing of the norms that are objectively applicable to
him. The consequences of applicable norms are prop-
agated to the agent’s mental and functional contexts
(internalized) every time NCC is updated because his

actions are triggered by his prevalent state of mind. 1

Step 2. Coherence-based Contraction. The inter-
nalization process just described may produce deon-
tic conflicts within each context. In those cases, the
agent needs to address those conflicts so that he may
take action. Specifically, our proposal employs coher-
ence as a criterion for determining which propositions
(both mental and normative) must be removed to re-
solve those conflicts. In fact, we use coherence to face
three different problems: (i) deliberating about the co-
herence of desires in view of applicable norms; (ii) de-
termining degrees of coherence in states with norma-
tive conflicts; and (iii) in each context, choose a subset
of maximal coherence to resolve normative conflicts.
Actually, the coherence-based contraction algorithm
takes into account the following: (i) the beliefs that
sustain the activation of norms and other beliefs that
explain or contradict them; (ii) the norm instances
and the conflict relationships among them; and (iii)
the evaluation of the main goals as well as other goals
that potentially facilitate them.

Step 3. Decision Making. Finally, intentions are gen-
erated by considering plans that achieve those desires
belonging to the coherence maximizing set. These in-
tentions will determine the next action to be performed
by the agent. For the key decision of norm compliance,
we will profit from Joseph’s proposal [4] to enable n-
BDI agents to choose the propositions that maximize
the coherence of the context. 2
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ABSTRACT
We discuss the emergence of social norms for efficiently re-
solving conflict situations through reinforcement learning
and investigate the features of the emergent norms, where
conflict situations can be expressed by non-cooperative pay-
off matrix and will remain if they fail to resolve the conflicts.
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I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Multiagent systems
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Keywords
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1. INTRODUCTION
Facilitation of coordination and conflict resolution is an

important issue in multi-agent systems. One method to cope
with these problems is to use social laws or social norms
that all agents are expected to follow. In this paper, we
discuss whether the conventions which are the special form
of norms can emerge by reinforcement learning and based
on the payoff matrices that characterize the participating
agents.

There are a number of studies on learning-based norm
emergence such as in [2, 3], where agents individually learn,
through interactions with others, the identical conventions
that maximize their payoffs. For example, [2], uses coordina-
tion games that have simple but multiple equilibria, whereby
all agents evolve a policy to select one of the equilibria.

On the other hand, our research concerns competitive or
conflicting situations that can be expressed as a two-player
game. In addition, the game is iterated if the agents fail to
resolve the situation. Thus, agents want to make the society
more efficient by using norms.

Cite as: Emergence of Norms for Social Efficiency in Partially Iterative
Non-Coordinated Games (Extended Abstract), Toshiharu Sugawara, Proc.
of 10th Int. Conf. on Autonomous Agents and Multiagent
Systems (AAMAS 2011), Tumer, Yolum, Sonenberg and Stone (eds.),
May, 2–6, 2011, Taipei, Taiwan, pp. 1193-1194.
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The aim of this paper is to investigate the question of
whether norms that lead efficient conflict resolutions in the
society emerge as a result of reinforcement learning. Al-
though agents act and learn according to their own payoff
matrices, they may have different matrices in each experi-
ment; thus, the average payoffs that all the agents gain can’t
be compared with each other. Some agents cannot take the
obvious best action that may lead to zero or negative payoffs
because of conflicts. However, by taking a less than best ac-
tion, they may be able to create an efficient society and, as
the result, yield better payoffs in the end. In such situations,
we want to investigate how changing the agent type affects
norm emergence and the efficiency of the resulting societies.
Our results indicate that agents having explicit orders of ac-
tions can evolve stable social norms, whereas those that are
not willing to give the other an advantage (negative payoffs)
cannot evolve stable norms.

P

P

Figure 1: Narrow Road Game.

2. MODEL AND PROBLEM

2.1 Narrow Road Game in Agent Society
We consider a modified version of the narrow road game

(MNR game) [1] in which car agents encounter the situation
shown in Fig. 1. This is a two-player game, more precisely
a sort of Markov game, expressed by the following payoff
matrix where the agents take one of two actions, p (proceed)
or s (stay):

p s← Actions of the adversary agent.
p
s

„ −5 3
−0.5 0

«
(M1)

The agents having matrix (M1) receives−5 (maximum penalty)
if their action is (p, p) because they have to go back to escape
the deadlock. However, (s, s) does not induce any benefit or
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penalty because no progress occurs (later, we introduce a
small penalty for (s, s)).

1100

99

298

1 2

100

99

Right direction

Left direction
at  (a , L  )t

L
2

Figure 2: Narrow Road Game.

We consider that agents in two parties AL and AR, which
are the disjoint sets of agents, play the MNR game. We also
assume that A = AL∪AR is the society of agents. The two-
lane road, as shown in Fig. 2, is one in which agents in AL

(AR) move forward in the left (right) lane. The road has a
number of narrow parts where left and right lanes converge
into one. In this environment, two agents aL

i ∈ AL and
aR

j ∈ AR play the narrow-road game when they are on ether
side of a narrow part. We assume that this road has a ring
structure.

2.2 Emergence of Norms and Payoff Matrices
We investigated how agents learn the norms for the MNR

games by reinforcement learning and how their society be-
comes more efficient as a result of the emergent norms. We
expect that the consistent joint norm in agents in AL (or
AR) emerges.

To introduce some kinds of agents in this game, we define
addition four payoff matrices that characterize the agents:

(M2) Moderate (M3) Selfish„ −5 3
0.5 0

« „ −5 3
−0.5 −0.5

«
(M4) Generous (M5) Self-centered„ −5 3

3 −0.5

« „ −5 3
−5 −0.5

«
Note that we call an agent characterized by matrix M1 nor-
mal. An agent has only one payoff matrix.

Matrix M2 characterizes a moderate agent whose payoff
of (s, p) is 0.5 (positive); it may be able to proceed the next
time. The selfish (or self-interested) agent is characterized by
M3 which has a positive payoff only when it can proceed the
next time. (Joint action (s, s) also induces a small penalty
because it is the waste of time). The generous agent defined
by M4 does not mind if its adversary proceeds first (it can
proceed the next time if the game is over). This matrix
defines the coordination game and has two obvious equilib-
ria [2] if this is not a Markov game. The self-centered agent
characterize by (M5) is only satisfied when it can proceed
and is very unhappy if the adversary goes ahead. Matrix M5
has the obvious best action p if the game is not iterative.

3. EXPERIMENT – IMPROVEMENT OF SO-
CIAL EFFICIENCY

We assume that the populations of both parties |AL| and
|AR| are 20, the road length l is 100 and there are four
narrow parts along the road (the positions are random). All
agents in AL (AR) are randomly placed on the left (right)

lane except the narrow parts. The data shown in this paper
are the average values of 1000 trials.

We examine a number of cases, but here we will show
the result when the society consists of homogeneous agents.
We compared the average go-round times (AGRT) of the
societies, where go-round time is the time required to come
back to the start position. The results are shown in Fig. 3.
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Figure 3: Average go-round time (AGRT).

This figure indicates that the AGRT values become smaller
in all societies except the self-centered one. Because a smaller
AGRT means that conflicts can be resolved more quickly, we
can say that the society become more efficient by reinforce-
ment learning.

4. CONCLUDING REMARK
We are interested in the emergence of social norms (con-

ventions) that may incur a certain cost/penalty to a number
of agents but are beneficial to the society as a whole. This
kind of norm plays a significant role in conflicting situations.

Our results showed that selfish agents, which have a large
positive payoff for its own advantage and a small negative
payoff for other’s advantage, can evolve stable social norms.
However, they cannot evolve norms if they also have a large
negative payoff for the adversary’s advantage.
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1. INTRODUCTION
The term Multi-Agent Planning (MAP) refers to any kind

of planning in domains in which several independent enti-
ties (agents) plan and act together. Recently, a number of
attempts have used argumentation to handle the issue of
selecting the best actions for an agent to do in a given sit-
uation [4]. Particularly, there have been proposals to apply
argumentation theory to planning, for dealing with conflict-
ing plans or goals. Most notably, the work in [3] represents
a step ahead towards the resolution of a planning problem
through argumentation by modeling a planner agent able to
reason defeasibly. None of these works, however, apply to a
multi-agent scenario except the work in [2] which presents an
argumentation-based approach for cooperative agents who
discuss plan proposals.

MAP is regarded here as devising a mental process (plan)
among several heterogeneous agents which have different ca-
pabilities, different (and possibly conflicting) views of the
world, and different rationalities. In this paper we present
an argumentation-based partial-order planning model that
allows agents to solve MAP problems by proposing partial
solutions, giving out opinions on the adequacy of these pro-
posals and modifying them to the benefit of the overall pro-
cess. We adapt the instantiation of an argument scheme
and the associated critical questions to a MAP context by
following the computational representation of practical ar-
gumentation presented in [1].
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2. THE MAP FRAMEWORK
A MAP task is a tuple T = 〈AG, P, A, I,G,F〉, where
AG is the set of planning agents, P is a finite set of proposi-
tional variables, A is the set of deterministic actions of the
agents’ models, I is the initial state of the planning task, G
is the set of problem goals and F is the utility function.

In our model agents interact to design a plan that none of
them could have generated individually in most cases. An
agent in AG is equipped with three bases 〈B,Θ,PG〉 such
that B is the agents’ belief base, Θ is the agents’ base of
actions (planning rules), and PG is a (possibly empty) set
of private goals. A literal is a proposition p or a negated
proposition ∼p. Two literals are contradictory if they are
complementary. Agents discuss on the truth value of belief
literals and when they reach a consensus the literal becomes
an indisputable statement, a fact that is stored in the set
commitment store CS. An action a is a tuple 〈PRE,EFF 〉
where PRE is a set of literals representing the preconditions
of a, and EFF is a consistent set of literals representing the
consequences of executing a. PRE denotes the set of literals
that must hold in a world state S for that a be applicable
in this state. Additionally, actions have an associated cost;
cost(a) ∈ R+

0 is the cost of a in terms of the global utility
function F . Finally, the problem’s initial state I is com-
puted as the union of the beliefs of the agents so I might
initially comprise contradictory beliefs.

A partial plan is a triple Π = 〈∆,OR, CL〉, where ∆ ⊆ A
is the set of actions in the plan, OR is a set of ordering
constraints (≺) on ∆, and CL is a set of causal links over
∆. A partial plan Π is a consistent multi-agent plan
if for every pair of unequal and unordered actions ai and
aj that belong to different agents, then ai and aj are not
conflicting (mutex) actions. An open goal in a partial plan
Π = 〈∆, OR, CL〉 is defined as a literal p such that aj ∈ ∆,
p ∈ PRE(aj), and it does not exist a causal link in CL which
enforces p. openGoals(Π) denotes the set of open goals in
Π. A partial plan Πj is a refinement of another partial
plan Πi if and only if ∆i ⊆ ∆j , ORi ⊆ ORj , CLi ⊆ CLj
and ∃p ∈ openGoals(Πi)/p 6∈ openGoals(Πj).

3. THE ARGUMENTATION PROCESS
We propose here an adaptation of the computational rep-

resentation of practical argumentation presented in [1] for
solving a MAP task. Agents present refinements on the cur-
rent base plan Πb, which initially is the empty plan Π0, in
the form of an argument scheme to solve one or more of the
open goals in Πb:

1195



AS In the current circumstances given by Πb, G, and CS
We should proceed with the partial plan Πs

Which will result in a new valid base plan Πr = Πb ◦Πs

During this evaluation process, if agents do not agree with
the presumptive argument, they may challenge some of its
elements by presenting critical questions. A critical question
identifies a potential flaw in the argument, so they are used
to attack the argument scheme. Five critical questions in [1]
are adapted to our model to assess the acceptability of the
argument.

Critical questions CQ1: Are the believed circum-
stances true? and CQ12: Are the circumstances
as described possible? are put forward by an attacker
agent if the beliefs used by the proponent agent of Πs get
in contradiction with his own beliefs. The critical question
CQ13: Is the action possible? is used as an attack
against the refinement step Πs if a ∈ ∆s, p ∈ PRE(a),
p ∈ openGoals(Πr), and, according to the knowledge of the
attacker agent, the literal p is an unreachable precondition.
The critical question CQ14: Are the consequences as
described possible? is articulated when, according to the
beliefs of an agent, there exist two mutex actions in Πr.
Finally, the attack CQ15: Can the desired goal be re-
alised? occurs when a problem goal, g ∈ G, is still unsup-
ported in Πr, i.e. g ∈ openGoals(Πr), and the attacker says
g is unreachable because there is not a refinement upon Πr

for solving g.
The undefeated refinements, i.e. the ones which do not

receive an attack or the attack is counterattacked by another
agent, are considered as accepted arguments and thus as
valid refinements. If there are no valid refinements for the
current base plan, then a backtracking step is carried out. A
backtracking step implies to return to the previous base plan
to evaluate and select a different backup refinement. If the
current base plan is Π0, backtracking leads to an unsolvable
MAP task. If Πr is a valid refinement, then the beliefs used
in Πr become facts and are stored in CS as they turn out
not to be defeated during the argumentation.

Once the argumentation process is finished, we have a set
V R of valid refinements. In the next step, agents select
the refinement through which to proceed towards the plan
construction. In this case, the argument scheme used is:

AS Given the current base plan Πb and the set V R
We should proceed with the partial plan Πs

Which will result in a new valid base plan Πr

Which realize some subgoals, SG, of Πb

Which will promote some values V

An agent suggests to proceed with the refinement Πr from
the set of valid refinements V R, emphasizing the open goals
of the base plan that Πr solves, SG = openGoals(Πb) \
openGoals(Πr), as well as the values V that Πr promotes.
V represents the agent’s preferences like Uniqueness, num-
ber of enforced subgoals in Πb which have just one way of
being solved; promoting this value decreases the possibil-
ity of selecting a wrong refinement; Selfishness, number
of private goals solved by Πr; Reliability, number of con-
tradictory beliefs discussed during the argumentation along
with the number of received attacks; in general, the lower
number of attacks, the more reliable Πr; Cost, cost of the
refinement according to the utility function F , plus an es-
timate of the cost of solving the pending open goals; the

lower the cost, the better the solution; and Participation,
promotes a more balanced distribution of the plan actions
among the agents.

The values V of one same refinement are differently re-
garded (estimated) by the agents due to their different abil-
ities and knowledge. These differences emphasize the im-
portance of arguing about the advantages and limitations
of selecting a particular refinement. Given a refinement Πr

from V R proposed by an agent, the rest of agents express
their opinion on Πr by articulating some of the following
critical questions, and then run a voting process to select
the refinement which will be adopted as the next base plan.

Questions CQ5: Are there alternative ways of re-
alising the same consequences?, CQ6: Are there al-
ternative ways of realizing the same goal? and CQ7:
Are there alternative ways of promoting the same
value? state there is an alternative refinement Π′

r ∈ V R
with the same degree of accomplishment than Πr, and that
Π′
r is a better choice to reach a solution. Questions CQ8:

Does doing the action (refinement) have a side ef-
fect which demotes the value?, CQ9: Does doing
the action (refinement) have a side effect which de-
motes some other value? and CQ11: Does doing
the action (refinement) preclude some other action
which would promote some other value? state a neg-
ative opinion on Πr as it is considered it would prevent the
plan construction from progressing. CQ10: Does doing
the action (refinement) promote some other value?
states that Πr also promotes other important values V ′,
V ∩ V ′ = ∅ (this CQ actually represents an additional sup-
port to Πr). CQ16: Is the value indeed a legitimate
value? states the promoted values V are not relevant.

4. CONCLUSIONS
In our proposal agents argue over plan refinements and

try to reach an agreement on the presumptively best plan
composition for the joint plan. Novelties in our model are
the instantiation of the argument scheme to a set of elements
rather than to a single action, goal or value, and a sophisti-
cated evaluation of attacking situations able to envisage the
future consequences of the agents’ decisions.
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ABSTRACT
Team Coverage Games (TCGs) are a representation of coop-
erative games, where the value a coalition generates depends
on both individual contributions of its members and syner-
gies between them. The synergies are expressed in terms of
the importance of the agents in various teams. TCGs model
the synergy as a reduction in utility that occurs when team
members are missing, causing the team not to achieve its
full potential. We focus on the case where the utility re-
duction incured is a concave function of the importance of
the missing team members and analyze the domain from a
computational game theoretic perspective.

Categories and Subject Descriptors
F.2 [Theory of Computation]: Analysis of Algorithms
and Problem Complexity;
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Multiagent Systems;
J.4 [Computer Applications]: Social and Behavioral Sci-
ences—Economics

General Terms
Algorithms, Theory, Economics

Keywords
Computational complexity, Cooperative Game Theory

1. INTRODUCTION
Game theory analyzes and provides models for many types

of interaction between self-interested agents. Using such
analysis to automate such interactions has immediately raised
the question of computational complexity. Cooperative games
consider coalitions of agents, each capable of achieving a cer-
tain utility. This utility is generated by all the coalition’s
agents together. Representation languages for cooperative
games define the value generated by each coalition.

Cooperative game theory characterizes possible gain dis-
tributions through solution concepts, such as the core [5],
the least-core and the nucleolus [7]. We suggest a represen-
tation for cooperative games called Team Coverage Games

Cite as: Team Coverage Games (Extended Abstract), Yoram Bachrach,
Pushmeet Kohli, Vladimir Kolmogorov,Proc. of 10th Int. Conf.
on Autonomous Agents and Multiagent Systems (AAMAS
2011), Tumer, Yolum, Sonenberg and Stone (eds.), May, 2–6, 2011,
Taipei, Taiwan, pp. 1197-1198.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

(TCGs), where the value a coalition generates depends both
on the utility generated by each of its members, and on the
coverage of various agent teams. If a team of agents is not
covered by a coalition, the value generated by that coalition
is reduced, as a function of the importance of the missing
team members. We provide algorithms for finding the op-
timal coalition which generates the highest utility and for
computing the core, ε-core and least-core of TCGs. We be-
lieve that TCGs can help model many interactions, while
allowing tractably computing solutions.

1.1 The Team Coverage Game Model
We propose a model where agents operate in teams, but

only achieve their full contribution in the presence of other
team members. If members of a team are missing, the agent
can only contribute part of the full contribution she makes
in the presence of the whole team. TCGs have n agents, I =
{1, 2, . . . , n}, each having an individual (possibly negative)
contribution ui which it supplies to the coalition.

Given a coalition C, if some agents are missing for a team
tj (so agents Tj \ C 6= ∅ of tj are missing), the utility is
reduced due to the degredation in that team’s performance.
This models the utility loss of the coalition due to breaking
the well-formed teams. We model this team coverage loss
by assigning each member i ∈ Tj of the team a weight,
wi,j indicating the agent’s importance to the team tj . If
i /∈ Tj then wi,j = 0. We denote the total weight of a subset
T ′ ⊆ Tj of team members as w(T ′, tj) =

∑
i∈T ′ wi,j , which

indicates the total importance of the members of T ′ to team
tj . The reduction in utility due to missing members in team
tj is expressed as a function of the importance of missing
members. Note that Tj \ C are the missing members of
team tj in coalition C. The total importance of the missing
members is w(Tj\C, tj). We use a team consistency function
fj : R → R mapping the total weight (importance) of the
missing members to the decrease in the coalition’s utility.

The coalition’s value depends on both its members’ indi-
vidual contributions and the coverage of teams. Coalition
C’s utility given the teams t1, . . . , tk is: U(C) =

∑
i∈C ui −∑

tj∈T fj (w(Tj \ C, tj)). We represent any coalition C ⊆ I

of agents using boolean indicator variables xi ∈ {0, 1}, i ∈ I,
one variable per agent, where xi = 1 if agent i ∈ C, and
xi = 0 if i /∈ C. Any vector x ∈ {0, 1}|I| represents a
coalition. The utility of any coalition x can be written as:
U(x) =

∑
i∈I uixi −

∑
tj∈T fj

(∑
i∈I wi,j(1− xi)

)
We define cardinal and threshold TCGs. In Cardinal TCGs

(CTCG) the value of a coalition is simply its utility. In
Threshold TCGs (TTCG) a coalition wins if it obtains a util-
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ity higher than a threshold k, and loses otherwise. A CTCG
has the characteristic function v(C) = U(C). A TTCG has
the characteristic function (using a fixed threshold r ∈ R)
where v(C) = 1 if U(C) > r and otherwise v(C) = 0.

We now discus optimal coalitions and core issues in CTCGs.
The problem of finding the coalition with the highest utility
is CTCG-OPT-COALITION: Given a TCG G, find C∗ with
highest utility, i.e. a coalition C∗ such that for any C′ 6= C∗

we have U(C′) ≤ U(C∗). Solving this problem requires find-
ing: x∗ = arg maxx

∑
i∈I uixi−

∑
tj∈T fj

(∑
i∈I wi,j(1− xi)

)
.

We show this problem is generally hard, but tractable for
submodular consistency functions.

Theorem 1 (CTCG-OPT-COALITION is NP-hard).
Finding the maximal value coalition x∗ is NP-hard for gen-
eral team consistency functions f .

Theorem 2. CTCG-OPT-COALITION is polynomially
solvable for submodular consistency functions.

Algorithms for minimizing submodular functions have a
high complexity. Some submodular functions can be min-
imized efficiently by solving an ST-Min-Cut problem. In
particular, certain forms relying on concave functions can
be minimized [6] and Theorem 2 relies on this method.

We now turn to considering core related problems. It is
known that the core is non-empty for convex games [8], i.e.
games with supermodular functions v satisfying ∀Cv(C) ≥ 0
and v(∅) = 0. However, in CTCGs for some coalitions C
we might have v(C) < 0, and specifically v(∅) can also be
negative. We now generalize the result in [8] as follows.

Theorem 3. If v is supermodular, v(∅) ≤ 0 and v(C∗) =
maxC v(C) ≥ 0 then the core is non-empty.

Theorem 3 is constructive: it allows constructing a core
imputation from C∗, when the theorem’s condition hold.

We now consider the ε-core. The excess of C as d(C) =
v(C) − p(C). The CTCG-ME problem is: Given a CTCG,
an imputation p = (p1, . . . , pn) and q ∈ R, test whether
maxC⊆Id(C) ≤ q. The TCG-ε-CORE-MEMBERSHIP (TCG-
ECM) problem is: Given a CTCG G, ε and an imputation
p = (p1, . . . , pn), test whether p is in the ε-core. Theorem 4
shows we can solve TCG-ECM in polynomial time, using a
linear program that finds a violated ε-core constraint.

Theorem 4. CTCG-ME and TCG-ECM are in P.

Another important proble is finding an impuation in the ε-
core. The TCG-ε-CORE-FIND-IMPUTATION (TCG-ECFI)
problem is: Given a TCG and ε, find an imputation p =
(p1, . . . , pn) in the ε-core if one exists, or reply that no such
imputation exists. We show a tractable algorithm for TCG-
ECFI based on the above method for finding the maximal
excess coalition, using a technique similar to the one used
in [4] for weighted voting games.

Theorem 5. TCG-ECFI is in P.

Theorem 5 allows finding the least-core, using a binary
search on the minimal ε making the ε-core non-empty.

We now provide results for the threshold version TTCG,
where a coalition wins if its utility is higher than k.

Theorem 6. In submodular TTCGs, finding vetoers and
computing the core are in P.

Theorem 7. Any problem that is computationally hard
for Weighted Voting Games is also hard for TTCGs.

Although TTCGs appear to be similar to CTCGs, the
two differ in computational complexity. In CTCGs we can
compute the least-core in polynomial time, but in TTCGs
even computing the maximal excess is NP-hard. Finding the
maximal excess coalition is NP-complete in weighted voting
games [4], so hardness follows for TTCGs through Theo-
rem 7. Transforming a TTCG to a weighted voting game
creates agents with potentially different individual contri-
butions. The maximal excess problem remains hard even
in domains with identical individual contribution, and with
only pair teams (i.e. each team has at most two agents).

Theorem 8. In TTCGs, finding the minimally paid win-
ning coalition for an imputation is NP-hard, even with iden-
tical individual contribution and pair teams.

2. CONCLUSIONS AND RELATED WORK
We proposed the Team Coverage Games (TCG) represen-

tation. TCGs have some similarities with other game forms,
such as classes are based on skills [3, 1]. However, TCGs are
a “softer” version of such games replacing “hard” constrains
with a “punishment” for missing members. Another some-
what similar analysis is [2]. It studies coalitional stability,
but focuses on overlapping coalitions. Several questions are
open for future research. First, our analysis has focused on
the core and the least-core. It would be interesting to exam-
ine other solutions. The relation between TCGs and WVGs
allows translating hardness results for WVGs to TTCGs.
However, CTCGs do not generalize WVGs so computational
results for CTCGs must be derived some other way. Finally,
we have relied on submodularity, and it would be interesting
to see which results apply to more general settings.
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ABSTRACT
In previous work we [1] and other authors (e.g. [2]) have
shown that agent-based systems are successful in optimizing
delivery plans of single logistics companies and are mean-
while successfully productive in industry. In this paper we
show that agent-based systems are particularly useful to
also optimize transport across logistics companies. In inter-
company optimization, privacy is of major importance be-
tween the otherwise competing companies. Some data has
to be treated strictly private like the cost model or the con-
straint model. Other data like order information has to be
shared. However, typically the amount of orders released to
other companies has also to be limited. We show that our
agent-based approach can be easily fine tuned to trade off
privacy against the benefit of cooperation.

Categories and Subject Descriptors
I.2.11 [Computing Methodologies]: Distributed Artifi-
cial Intelligence—Multiagent systems

General Terms
Algorithms, Economics

Keywords
transport optimization, inter-company collaboration, agents

1. INTER-COMPANY TRANSPORT OPTI-
MIZATION

The problem solved here is a set of dynamic multi-vehicle
pickup and delivery problem with soft time windows (dy-
namic m-PDPSTW) [3, 1]. In a dynamic m-PDPSTW a
fleet of vehicles of a logistics company has to transport goods
from various pickup locations to various delivery locations
within specified time windows that may be missed to some
degree and are hence called soft time windows.

Apart from pickup and delivery time constraints, the op-
timizer has to take other constraints into account like ve-
hicle load and weight constraints, legal drive time regu-
lations or order-vehicle and order-order compatibility. In
Cite as: Agent-based Inter-Company Transport Optimization (Extended
Abstract), Klaus Dorer, Ingo Schindler and Dominic Greenwood, Proc.
of 10th Int. Conf. on Autonomous Agents and Multiagent
Systems – Innovative Applications Track (AAMAS 2011),
Tumer, Yolum, Sonenberg and Stone (eds.), May, 2–6, 2011, Taipei, Tai-
wan, pp. 1199-1200.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

inter-company optimization constraints may differ in type or
parameterization. Especially, constraints that define a qual-
ity of service like the parameters used for defining soft con-
straints of pickup and delivery times vary. Also some con-
straints differ in type between companies like some compa-
nies enforcing LIFO loading/unloading or enforcing a max-
imum amount of empty kilometers by constraints. Partner-
ship negotiations before setting up inter-company optimiza-
tion will include agreements on boundaries of these param-
eters to assure a certain quality of service.

The goal is to find optimal plans for each fleet of trucks
with respect to the costs involved. Two types of cost models
are typically distinguished: fix-variable for own vehicles and
matrix-based for subcontracted vehicles. Matrix based cost
models specify costs classes for each kilometer and loading
meter in a matrix. In the context of this paper, two dis-
tance classes and thirteen load classes have been used. In
inter-company optimization cost models of different compa-
nies may vary in type and parameterization. Some logis-
tics companies solely manage own vehicles applying a fix-
variable cost model. Others are only subcontracting vehi-
cles or have a mixture of own fleet and subcontractors. In
general, the cost parameters used in the above models are
different from company to company. In any case, the cost
model and specifically the cost parameters are considered
strictly confidential. The agents representing the companies
have to keep this information private.

2. AGENT DESIGN
Inter-company exchanges require the collaboration of dis-

tributed optimization platforms. It is therefore perfectly
suitable for an agent-based approach. In our approach, ev-
ery participating company is running its own local agent sys-
tem. Cost model and constraints are adjusted to the needs
of each company. Local optimization of transport plans can
be done by classical planners or by an underlying agent sys-
tem as described in [1] with the latter having the advantage
of just having to add agents. A company optimizer agent
(COA) on each local system cares for the interaction with
other companies. COAs identify each other through yellow
pages. Whenever local optimization is idle, the COA tries
to identify orders with bad utility for example by looking at
low utilization trucks or the revenue/loss the order produces,
if available. Then it checks for a partner company to offer
the order for exchange. Companies participating in inter-
company exchanges are assumed to be usually competitive
(see below) wishing privacy of their data as much as possi-
ble. In a competitive setup the only information necessary
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Setup Cost Savings Exchanges

Homogeneous 0.3% 23

Heterogeneous 2.2% 65

Table 1: Cost savings achieved by homogeneous and
heterogeneous companies.

to exchange are orders. But companies will also hesitate to
offer the whole set of orders to their competitors. Therefore,
the company agents have to be able to limit the number of
orders sent to balance privacy with the potential for cost
savings. This is achieved by introducing a factor pc that
limits the selection of orders to be sent to company c to a
subset of p% of the orders.

The order is passed to the COA of a partner company to
check if an exchange of orders is possible The agents have
to be able to distinguish two types of partnership: compet-
itive and collaborative. In a competitive partnership only
exchanges are performed that produce a win-win situation,
i.e. both companies have reduced costs after the exchange.
Collaborative partnership additionally allows to have win-
lose exchanges or order moves, i.e. getting an order without
returning another back if the overall costs are reduced. In a
competitive partnership, no cost information is necessary to
be sent to other companies while in collaborative partner-
ships cost information is required in order to assure that an
order exchange reduces the overall costs of both companies.
If COA2 identifies such a possibility to exchange or move
orders it suggest it back to COA1. If COA1 accepts they
perform the exchange.

3. RESULTS
Empirical results are based on real data of two logistics

companies operating in Europe. The data included 876 or-
ders of company1 and 2134 orders of company2. Consider-
able effort was spent to make sure that the resulting plans
are executable in real world. Manual plans have been repro-
duced to reduce differences in the underlying distance maps
or cost calculations to a minimum. Resulting plans have
been inspected by experienced transport planners.

The available data allowed us to evaluate the cost sav-
ing potential of inter-company transport optimization with
respect to company type, partnership type and privacy.

In our example company1 has a majority of own trucks
while company2 is mainly subcontracting. In order to evalu-
ate the cost saving potential of inter-company exchange be-
tween homogenous companies the set of orders and trucks
of company2 have been randomly split into two subsets and
setup as two separate ’companies’. For the heterogeneous
case a subset of 212 orders from company2 have been used
to match the region and time slots of company1’s orders.
In both setups the type of partnership was competitive and
privacy set to be not limited. Table 1 shows the results.

In our experiments we distinguished competitive and col-
laborative partnership. Not surprisingly the cost savings
potential in the latter is higher as shown in table 2. In the
collaborative case both companies profit in our example data
which can, however, not be guaranteed in general.

As described in section 2 company agents have to control

Setup Competitive Collaborative

Inter-Company 1.6% 3.8%

Company1 1.6% 6.2%

Company2 1.5% 1.2%

Table 2: Cost savings achieved by partnership type.

pc Cost Savings Exchanges

20% 0.00% 0

40% 0.48% 20

60% 0.74% 30

80% 1.20% 39

100% 2.17% 65

Table 3: Impact of privacy factor pc to cost-savings.

the number of orders sent to another company. The impact
of this to the cost-saving potential is shown in table 3.

4. FUTURE WORK
One factor that is still ignored by this work is that in

a dynamic m-PDPSTW the company agent does not only
have to decide if an order should be offered for exchange,
but also when. Offering an order too late will reduce the
chances that a partner will profit from it. Offering an order
too early bares the risk of more orders arriving that would
have fit to the already exchanged order.

Finally, the optimization described in this paper is cost-
based. This is suitable for intra-company optimization where
the assumption holds that all orders have to be transported
and produce a certain income. Reducing costs in an inter-
company exchange only increases revenue, if an order is
given away that would have produced loss or if a more suit-
able order is received instead. It is expected that revenue-
based optimization bares even higher optimization potential.
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ABSTRACT
This paper proposes a modularisation framework for BDI
based agent programming languages developed from a soft-
ware engineering perspective. Like other proposals, BDI
modules are seen as encapsulations of cognitive components.
However, unlike other approaches, modules are here instan-
tiated and manipulated in a similar fashion as objects in
object orientation. In particular, an agent’s mental state
is formed dynamically by instantiating and activating BDI
modules. The agent deliberates on its active module in-
stances, which interact by sharing their beliefs and goals.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Intelligent agents, languages and structures

General Terms
Theory, Design, Languages

Keywords
Agent programming languages, BDI, Modularity

1. INTRODUCTION
The agent oriented programming paradigm promotes a so-

cietal view of computation, where solutions are achieved by
cooperation of autonomous entities - agents. This paper fo-
cuses on a family of agent programming languages based on
the Belief-Desire-Intention (BDI) theory [3]. BDI languages
(e.g. [2]) offer constructs inspired by mental notions such
as beliefs, goals and plans to implement agent behaviour.
As in other programming paradigms, the ability to decom-
pose BDI programs to separate, to some extent independent
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Grant Agency of the Czech Technical University in Prague,
grant no. SGS10/189/OHK3/2T/13 and by the Czech Min-
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modules, is crucial for the development of complex software
systems. Yet, a widely accepted concept of modularisation
for BDI programming languages is still missing.

We propose a modularisation framework for logic-based
BDI languages to overcome some of the limitations of ex-
isting frameworks and unify commonly accepted character-
istics of various existing approaches [4, 7–9] into one single
framework. The proposed framework extends earlier work
by Dastani et al [5, 6].

2. BDI MODULARISATION
Our proposed modularisation framework for the BDI pro-

gramming languages has the following characteristics. 1) A
module is an encapsulation of beliefs, goals, plans and rea-
soning rules that together specify a functionality, a capa-
bility, a role, or a behaviour. 2) An agent’s mental state is
modelled as a tree of module instances, in which a link is cre-
ated when one module instance activates another. Using this
mechanism, a set of dependent module instances can be de-
activated and reactivated by means of a single action. 3) An
agent’s module instances are executed in parallel. This al-
lows the agent to play several roles or use several capabilities
at the same time. 4) Module instances can be created and
released, and added to or removed from an agent’s mental
state at run-time. This can be used, e.g., to dynamically en-
act and deact roles. 5) Inactive and active module instances
are distinguished. An inactive module instance is generally
used as a named container for beliefs and goals, while an
active module instance is typically used for encapsulation of
behavioural rules (specifying plans to achieve goals and re-
spond to events). 6) Each module instance is associated with
an interface determining its interaction with other module
instances, i.e. the beliefs and goals that are shared with
other module instances. This way, a module’s public inter-
face is separated from its private internals. 7) An agent’s
module instances can be clustered into separate belief/goal
sharing scopes. Modules in different scopes do not interact
which allows an agent to maintain mutually inconsistent be-
lief bases, e.g. to model different possible worlds or profiles
of other agents.

From a methodological point of view, we can identify
the following characteristics. 1) The framework is easy to
grasp for programmers acquainted with object orientation
because module instances are manipulated similarly to ob-
jects. 2) Programmers have explicit control over the life
cycle of a module, i.e. they can indicate when to create/in-
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stantiate modules, how to operate on them, and when to
release them. 3) The module interface can be used to deter-
mine the intended use of a module. By convention, the use of
particular interface should be documented by a semi-formal
comment (similar to JavaDoc comments) above the respec-
tive interface entry. 4) Active module instances interact by
sharing some of their beliefs and goals which promotes loose
coupling. A module instance can easily be replaced (even
at runtime) as long as the new module uses the same beliefs
and goals for interaction with the agent’s other modules.

3. BELIEF/GOAL SHARING
The mechanism of belief/goal sharing, which realizes the

run-time interaction between active module instances, is a
distinguishing feature of our approach. Each module in-
stance has an interface which is defined as a set of interface
entries. An interface entry is an atomic formula used as a
template that matches concrete beliefs and goals. All beliefs
and goals of a module instance matched by its interface are
exported and become global beliefs and goals of a sharing
scope, and vice versa, all global beliefs and goals of a sharing
scope matched by the module’s interface are imported and
treated identically to its own beliefs and goals.

A module interface serves several functions. First, it spec-
ifies the language that is to be used to interact with the
module. All beliefs and goals interfaced by the module in-
stance will be expressed in the module interface language.
Second, a module interface defines which of its local beliefs
and goals are interfaced and will thus be constitute beliefs
and goals of its sharing scope. Third, a module interface de-
fines which of the global beliefs and goals will be accessible
for the module instance. And last, a module interface may
be used to limit the visibility of the internals of a module in-
stance. Any belief or goal that cannot be expressed in terms
of the module interface language stays private and cannot
be accessed from outside the module instance.

We introduce a simple example to demonstrate one of the
typical interaction patterns exploiting the belief/goal shar-
ing mechanism — the delegation of a goal pursuit. Suppose
we are specifying a worker agent who operates in a grid-like
environment. The agent consists of the main worker mod-
ule instance and a moving module instance providing the
agent a capability to move in the environment. The agent’s
module tree is depicted in Figure 1.

worker

Interface = {at(X,Y)}

��
moving

Interface = {at(X,Y)}

Figure 1: Modules of the Worker Agent

A goal pursuit is delegated when a module instance is
incapable to achieve that goal itself, but another module in-
stance in the same sharing scope is capable to achieve it.
The first module instance can monitor the pursuit of the
goal by a query on the corresponding belief. In our example,
the working module instance may desire to be at position
(5,7) , i.e. it adopts the goal at(5,7), although it has no
actual means to achieve the goal itself. However, since the
atom at(X,Y) is declared as an interface entry in the worker

module specification, the goal at(5,7) will be exported and
becomes a global goal of the agent. The moving module
specification also declares the atom at(X,Y) in its interface,
and therefore imports the global goal. Subsequently, it gen-
erates a plan to perform actions in the external environment
towards the achievement of the goal. Eventually, the mov-

ing module instance will have sensed that the agent is at the
target position and updates its belief base with a new po-
sition belief at(5,7). Using the belief sharing mechanism,
the belief gets propagated back to the worker module. Fur-
thermore, due to the rationality principle1 the goal at(5,7)
is automatically dropped.

4. CONCLUSION
We have designed a belief/goal sharing modularisation

framework suitable for BDI-based agent programming lan-
guages with declarative goals. It shares some of its charac-
teristics with the other approaches and adds several novel
features. The concept of belief/goal sharing was outlined us-
ing a simple example. We have used the open source codes of
2APL to incorporate the proposed constructs into this pro-
gramming language and implemented an interpreter able to
execute such modular programs [1].
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ABSTRACT
In this paper we propose a neural-symbolic architecture to represent
and reason with norms in multi-agent systems. On the one hand,
the architecture contains a symbolic knowledge base to represent
norms and on the other hand it contains a neural network to rea-
son with norms. The interaction between the symbolic knowledge
and the neural network is used to learn norms. We describe how
to handle normative reasoning issues like contrary to duties, dilem-
mas and exceptions by using a priority-based ordering between the
norms in a neural-symbolic architecture.

Categories and Subject Descriptors
I.2 [Artificial Intelligence]: Applications and Expert Systems

General Terms
Algorithms, Theory, Legal Aspects

Keywords
Norms, Computational architectures for learning, Emergent behav-
ior, Logic-based approaches and methods

1. NEURAL-SYMBOLIC ARCHITECTURE
Figure 1 visualizes the architecture of an agent adopting a neural-

symbolic system [2]. The agent builds a network from the symbolic
knowledge it possesses. The neural network is used to process the
data incoming from the surrounding environment. The output re-
sulting from the neural network are the actions the agent has to per-
form. Furthermore the network can be trained by feeding it with in-
stances representing the correct behaviors in certain situations that
the agent cannot perform due to its incomplete knowledge. After
the training, the resulting neural network can be used to improve
the symbolic knowledge of the agent as explained in details in [2].
The improved knowledge base can be used to build a new neural
network that the agent will use to interact with the environment.
The new neural network is an improvement over the old one due to
the new knowledge added within the existing symbolic knowledge
after the training. The normative agent is capable to automatically
Cite as: Neural Symbolic Architecture for Normative Agents (Extended
Abstract), G. Boella, S. Colombo Tosatto, A. d’Avila Garcez, V. Genovese,
D. Ienco and L. van der Torre, Proc. of 10th Int. Conf. on Autonomous
Agents and Multiagent Systems (AAMAS 2011), Tumer, Yolum, So-
nenberg and Stone (eds.), May, 2–6, 2011, Taipei, Taiwan, pp. 1203-1204.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

improve its performance by interacting with the surrounding envi-
ronment.

Symbolic
Knowledge

Neural
Network ENVIRONMENT

AGENT
(2) Learn from 

Examples

Actions

(1) CILP

(3) Update the KB

Figure 1: Normative Agent representation.

2. NORMATIVE AGENT
The normative agent has to reason with norms. To do so we use

I/O logic [3] to represent the norms contained in the knowledge
base representing the symbolic knowledge. I/O logic rules (α, β).
Both α and β represent a set of literals in conjunction. β represents
the input, the antecedent of the rule and determines whenever β is
observed the activation of the rule. Instead α represents the output,
the consequent of the rule which is the obligation or permission
returned in the result whenever the rule is activated.

In order to allow the agent to efficiently reason about norms, we
have to handle some of the issues known in normative reasoning,
like contrary to duties, dilemmas and exceptions. We are going to
use a priority-based ordering in some of these problems in order to
handle them [1].

Priority-based ordering: By introducing a priority-based or-
dering between the rules, we are able to decide when two differ-
ent rules were activated at the same time which one has to be and
the one which should not. by enforcing a priority-based order-
ing between two rules, in the case where both are activated, then
only the one with the higher priority is. We use the negation as
failure to embed the priority concept within the rules. We are go-
ing to explain it with an example, we need to consider two rules:
r1 = a ∧ b → O(c) and r2 = a ∧ d → O(e) and having a
priority-based ordering r1 � r2 which means that the first rule has
the priority over the second. We embed the priority within the rule
which is overcome because is the one that must be suppressed by
the activation of the other. To embed the priority we modify the
antecedent of the rule with the lower priority in a way that it is not
activated if the other is. To obtain so we add to the antecedent of
this rule the negation as failure of the literals which are only in-
cluded in the antecedent of the rule with the higher priority. By ap-
plying this process to our example we obtain a new modified rule:
r′
2 = a ∧ d∧ ∼ b → O(e) which is not activated if b is observed,

because otherwise also r1 would be.
Contrary to duty: A contrary to duty is composed by two rules,

one is used to regulate the optimal situation and the other has to be
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applied in a sub-optimal situation where the first cannot. A clas-
sic example due to Sergot [4] refers to a situation where a cottage
should not have a fence, the rule r1 : > → O(¬f) describes the
ideal situation. Instead the rule r2 : f → O(w) can be used to
handle a sub-optimal situation where a cottage has a fence. The
rule states that if the cottage has a fence it should at least be white.
The problem with contrary to duties can be noted when considering
the sub-optimal situation. In the Sergot’s example the sub-optimal
situation refers to the case where the cottage has a fence f . If we
apply the rules to the sub-optimal situation we obtain two obliga-
tions: ¬f and w, the obligation to not have a fence is unfulfillable
because the cottage already has it. We want to avoid to produce
obligation that cannot be achieved. By setting a priority-based or-
dering between the rules r2 � r1 we state that we do not want
to apply the first rule whenever the second holds. This because, if
the second rule can be applied, means that we are in a sub-optimal
situation where the first rule consequent cannot be complied.

Dilemma: A dilemma is a controversial situation that can occur
in normative reasoning. It happens when analyzing a situation, two
different rules produces contradicting obligations that have to be
fulfilled. A classic example of dilemma is Sartre’s soldier, it can
be described with two rules, the first says that everyone should not
kill > → ¬O(k) and the second states that a soldier has the duty
to kill his enemies s → O(k). The dilemma is generated when
both rules are applied in the same circumstance. If we consider
the case of an ordinary person (which is not a soldier) then only
the first rule is applied returning the obligation ¬k which does not
produce a dilemma. Instead if we consider the case where a soldier
is involved, both rules are applied and the outputs produced are
both ¬k and k which is a moral dilemma that the soldier has to
cope with. Having described the structure of a dilemma problem,
we have decided not to use a priority-based ordering between the
rules to enforce a decision. Instead, by considering that dilemmas
are part of everyday life decisions, we decided to leave to leave the
dilemma open for the agent which will have to make a decision
considering that both choices are suitable.

Exception: An exception refers to a situation where a rule should
be applied instead of another one. We can consider a clarifying ex-
ample, a general rule is that a person should not activate the fire
alarm r1 : > → O(¬a) but in the case where someone spots a fire,
then he should activate the alarm r2 : f → O(a). If we consider
the two rules and a situation where someone spots a fire, then both
rules are activated producing the dilemma a and ¬a which is un-
desirable, because we want that when someone spots a fire he must
activate the alarm. To address this problem we use a priority-based
ordering between the rules r2 � r1. In this way by activating the
second rule, it inhibits the first one resulting in the single obligation
a to trigger the fire alarm.

Permissions: In normative reasoning the permission is another
important element, because in some scenarios it is important to de-
fine also when it is permitted to do something. We can suppose that
the symbolic knowledge of the agents contains both rules that pro-
duce obligations and rules that have permissions as consequents.
In our case we are going to consider that something is permitted if
not explicitly forbidden, so we do not explicitly represent permis-
sion in the neural network translation. We instead use rules that
produce permissions to undercut obligation rules with which they
are in conflict. To do so we use a priority-based ordering between
the rules. Considering two generic rules r1 : a → O(¬c) and
r2 : b→ P (c), we can see that the permission in the consequent of
the second rule is in contradiction with the obligation of the first.
By applying a priority-based ordering r2 � r1 we use the rule with
the permission to inhibit the first. After applying the translation on

r1 due to the priority-based ordering, r2 will not be translated into
the network.

3. NORMATIVE NETWORK
The neural network is built from the symbolic knowledge, in this

way the resulting network is already capable to analyze some sit-
uations and returning for those the correct behaviors without any
training. Due to using a symbolic knowledge containing normative
rules expressed with I/O logic [3], we have to use a variant of the
CILP translation algorithm already described in [2]. We keep the
inputs and the outputs of the neural network well separated as for
I/O logic, because we do not use feedback connections in the net-
work. This means that the outputs produced by the network are not
reused as input and fed again to the network. In this way we do not
need to wait for the network to stabilize but with a single step it is
sufficient to obtain the outputs for the situation that is being ana-
lyzed. Output neurons are interpreted as obligations when positive
and as denials when the label of the output is a classically negated
atom.

Normative-CILP is a (sound) algorithm to embed I/O rules into
a feedforward NN.
N-CILP

1. For each literal αij (1 ≤ j ≤ m) in the input of the rule. If there
is no input neuron labeled αij in the input level, then add a neuron
labeled αij in the input layer.

2. Add a neuron labeled Nk in the hidden layer.
3. If there is no neuron labeled βo1 in the output level, then add a neu-

ron labeled βo1 in the output layer.
4. For each literal αij (1 ≤ j ≤ n); connect the respective input neu-

ron with the neuron labeled Nk in the hidden layer with a positive
weighted arc.

5. For each literal ∼ αih (n + 1 ≤ j ≤ m); connect the respective
input neuron with the neuron labeled Nk in the hidden layer with a
negative weighted arc1.

6. Connect the neuron labeled Ni with the neuron in the output level
labeled βo1 with a positive weighted arc2

The N-CILP has been implemented and tested over a case study
based on RoboCup rules. A java implementation of N-CILP is
available at

http://www.di.unito.it/∼genovese/tools.
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1. MOTIVATION
The values shared within a society influence the (social)

behaviour of the agents in that society. In this paper we fo-
cus on the effect of norms on behaviour, taking into account
the different types of norms: implicit norms that emerge
among the people, norms that are explicitly imposed on the
community (by a governing body) on the other, and norms
that agents develop privately over their lives (by being part
of different communities and having certain experiences).
This last type can be seen as a sort of default behaviour of
an agent. We will refer to these three types as social, legal
and private norms respectively.

In particular, we study the difference in conforming to so-
cial conventions versus complying with explicitly given laws
(with penalties). This is partly motivated from an interest in
the design of new governance models for socio-technological
systems, which aim to include elements of self-regulation.

The work in this paper extends current work on multi-
agent models for norm compliance, e.g. [1, 2]. We validate
our model using the framework of Hofstede on national cul-
tures [3].

2. NORM TYPES
For the three norm types we distinguish, different consid-

erations will play a role in the agent’s decision to behave
according to the norm or not. We characterize an agent by

Cite as: No Smoking Here (Extended Abstract), F. Dechesne and M.V.
Dignum, Proc. of 10th Int. Conf. on Autonomous Agents and
Multiagent Systems (AAMAS 2011), Tumer, Yolum, Sonenberg
and Stone (eds.), May, 2–6, 2011, Taipei, Taiwan, pp. 1205-1206.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

his primary preference which norm type he considers guiding
for his behaviour: 1) lawful agents: law-abiding, whatever
the law prescribes, they do; 2) social agents: whatever most
of the agents in a certain shared context prefer, they do as
well; 3) private agents: irrespective of law or context, they
do what they themselves judge to be right.

3. EXAMPLE CASE AND SIMULATION
We developed a simple simulation to illustrate how differ-

ent preferences over the three norm types may result in dif-
ferent behaviour changes after the introduction of the anti-
smoking laws. Agents in this scenario have a private attitude
towards smoking and a preference order on the three types
of norms (legal, social and private) discussed in the previous
section. For the sake of this simulation, we simplified this
into each agent having one preferred norm type (i.e. the top
element in his preference order on the norm types).

The legal norms range over the entire society, the social
norms are relative to the contingent context of those people
present in the cafe. This gives the simulation its particular
dynamics.

Figure 1 shows the results of the simulation for differ-
ent population compositions. In this scenario, agents have
a fixed private preference towards smoking (assigned ran-
domly with 50% chance) and a fixed norm type preference
(i.e. they will either follow legal, social or private norms).

As can be expected, highly normative societies (where the
percentage of lawful agents is above 50%) react positively to
the introduction of the smoking ban. This can be explained
by the fact that non-smokers will be more inclined to go to
the cafe, as they can be sure that the place will be smoke free.
In configurations where social agents are in the majority, the
number of clients typically diminishes after the introduction
of the law. Non-smokers and lawful agents will not stay in
the cafe as none of those feels comfortable either because of
the smoke or because the law is not being uphold.

4. MODEL: NORM TYPE ORDERS
With norms functioning as links between values and ac-

tions, preferences reflecting values can explain why –in par-
ticular in case of norm conflict– a certain action is chosen
by an agent rather than another. In our model, we take the
norm types to represent agents’ values concerning following
rules of conduct: compliance, conformity, consistency.

The six orders of the norm types can be taken to define
a part of the agent’s “personality”. Here we give some ten-
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Figure 1: Results of the simulation for different compositions of the population

tative characterisations of the six agent types corresponding
to the six norm type orders. The structure of the orders
gives us some oppositions:

• L � S � P: authoritarian

• L � P � S: absolutist

• S � L � P: collectivist

• S � P � L: relativist (opposite of absolutist)

• P � L � S: individualist (opposite of collectivist)

• P � S � L: anarchist (opposite of authoritarian)

This characterisation of the norm type orders gives us three
character dimensions that are not necessarily orthogonal:
absolute–relative, authoritarian–anarchist, collectivist–indi-
vidualist.

Each society is composed of agents with different norm
type preferences. The ratio in which each of the agent types
is present in a society, reflects its culture with respect to
rules of conduct. For example, the highly individualist non-
hierarchical character of a society is reflected by it having a
large portion of agents of the last type (P � S � L). The
model in terms of norm types can in that way be used to
represent different cultures in their response to the intro-
duction of new (types of) regulation. A very well-known
characterisation of cultures is the one of Hofstede [3].

A link between cultural dimensions to our norm type or-
ders, would provide a translation from the (known) Hofstede
cultural characterisation of societies with their norm type
preference profile, and could validate our model. We at-
tempt to link our simulation results with the reality of the
smoking prohibitions in Ireland and the Netherlands.

Unfortunately, the effect of the introduction of the smok-
ing laws these two countries does not give a clear picture
because the Irish law differs from the Dutch one, in that it
prescribes a complete ban of smoking, while the Dutch law
allows cafes to install separate, unserviced, smoking areas.

5. APPLICATION TO VALUE SENSITIVE
DESIGN

Our work contributes to Value Sensitive Design [4] as it
enables to link design choices to value and norm preferences.
According to VSD the process of implementing a (institu-
tional and/or technologic) system should be guided by so-
cial values which not only must be made explicit but also
must be systematically linked to design choices. The degree
of acceptance of a certain policy is influenced by the cul-
tural background of the groups affected by that policy. The
analyses the norm preference model of that group guides
the choices on policy implementation. E.g. a society where
social norms are preferred will more likely react positively
to a policy that is introduced by word of mouth in social
networks, whereas a society that prefers legal norms will re-
act better to an implementation of the policy by legislation
means.

6. CONCLUDING REMARKS
We see this research as a contribution to the research pro-

gramme of Value Sensitive Design, as it aims to be a way
of making the connections between values and design more
explicit, more formal, and more manageable. Taking into
account the preference profile of a community with respect
to norm types, and thereby aligning with the values of that
community, should help to design more effective policies.
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ABSTRACT
We present a modal logic of belief and announcements in a
multi-agent setting. This logic allows to express not only
that ψ holds after the announcement of ϕ as in standard
public announcement logic (PAL), but also that the an-
nouncement of ϕ occurs. We use the logic to provide a formal
analysis of several concepts that are relevant for multi-agent
systems (MAS) theory and applications: the notions of com-
municative action (an agent informs another agent about
something) and communicative intention (an agent has the
intention to inform another agent about something), and the
notion of information source.

Categories and Subject Descriptors
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1. DEFINITION OF THE LOGIC OF BA

In this section, we introduce our logic BA of beliefs and
announcements in a linear time setting.

Let PRP and AGT be countable sets of propositions and
agents. The grammar for the language LBA of BA is:

ϕ ::= p | ⊥ | ¬ϕ | ϕ ∨ ϕ | dBel iϕ | 〈ϕ〉ϕ
where p ∈ PRP and i ∈ AGT . 〈ϕ〉ψ can be read “the
announcement of ϕ occurs, and afterwards ψ is true”, anddBel iϕ can be read “ϕ is consistent with i’s beliefs”.

Cite as: Agents that speak: modelling communicative plans and infor-
mation sources in a logic of announcements (Extended Abstract), P. Bal-
biani, N. Guiraud, A. Herzig, E. Lorini, Proc. of 10th Int. Conf.
on Autonomous Agents and Multiagent Systems (AAMAS
2011), Tumer, Yolum, Sonenberg and Stone (eds.), May, 2–6, 2011,
Taipei, Taiwan, pp. 1207-1208.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

The Boolean operators >, ∧, →, and ↔ are defined in
the usual way, and the dual modal operators are defined by:

[ϕ]ψ
def
= ¬〈ϕ〉¬ψ and Bel iϕ

def
= ¬dBel i¬ϕ.

A BA-model is a tuple M = 〈P, π, {Bi}i∈AGT , V 〉 where
P = {w, u, ...} is a non-empty set (the set of protocols),
π : P × N∗ → LBA is a function, each Bi ⊆ P × P is a
transitive and euclidean relation on P and V : P → 2PRP is
a valuation.

Let M = 〈P, π, {Bi}i∈AGT , V 〉 be a model. Truth of a
formula ϕ in a protocol w ∈ P at a moment n ∈ N∗ is
inductively defined as usual for the Boolean operators, and
as follows for the modal operators:

M,u, n |= dBel iϕ iff there is u s.th. uBiv and M, v, n |= ϕ

M,u, n |= 〈ψ〉ϕ iff π(u, n) = ψ and M,u, n |= ψ and

Mψ,n, u, n+1 |= ϕ

where Mψ,n = 〈P, π, {Bψ,ni }i∈AGT , V 〉 is the update of M
by the announcement of ψ at n, defined as:

uBψ,ni v iff uBiv and π(v, n) = ψ and M, v, n |= ψ

Doxastic operator dBel i is interpreted as usual. The truth
condition for 〈ψ〉ϕ is not. Just as in PAL [4], only true
announcements can occur, and they do not change the valu-
ation V . However: (1)Announcements do not modify the set
P, but only the accessibility relations Bi ; (2)At a given state
at most one announcement is possible (and there is none for
example when π(u, n) = ⊥, or when M,u, n 6|= π(u, n)).

A formula ϕ is said to be valid, noted |= ϕ, if and only
if for all models M = 〈P, π, {Bi}i∈AGT , V 〉, for all protocols
u ∈ P, and for all n ∈ N , M,u, n |= ϕ.

2. APPLICATIONS
In this section, we show how BA can be used in order to

model some concepts that are relevant for MAS theory and
applications: the concept of communicative action, the con-
cept of communicative intention (or communicative plan),
and the concept of information source.

As a first step, we incorporate a basic notion of preferences
in our framework. Modal operators for preferences and goals
have been widely studied (see e.g. [2]). Our alternative is to
specify propositional atoms good i (in PRP) for every agent
i that capture the “goodness” of the protocols for this agent.
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We say that i wants that ϕ is true (or i prefers ϕ to be
true), noted Goal iϕ, if and only if i believes ϕ is true in all
states that are good for him:

Goal iϕ
def
= Bel i(good i → ϕ).

2.1 “Telling” and “intention to tell”
In DELs announcements are usually viewed as communi-

cation actions performed by an agent that is ‘outside the
system’, i.e. that is not part of the set of agents AGT under
consideration. However, communicative actions performed
by agents from AGT can be modelled in our logic BA by
considering particular announcements that are about agents’
mental states. We do so by identifying agent i’s action of
telling agent j that ϕ with:

〈tell i,j ϕ〉ψ def
= 〈Goal iBel jBel iϕ〉ψ.

Following speech act theory, we identify the assertive act
of “telling” with the event of making public the speaker’s
goal that the hearer believes that the assertive act’s sincerity
condition (the speaker believes what he is telling) is satisfied.

As common in Propositional Dynamic Logic (PDL), we
introduce an operator of sequential composition “;”. We de-
fine the set SEQ of announcement sequences as the smallest
set such that: ϕ ∈ SEQ for any formula ϕ ∈ LBA, and if
χ1, χ2 ∈ SEQ then χ1;χ2 ∈ SEQ . Thus:

〈tell i,j (χ1;χ2)〉ψ def
= 〈tell i,j χ1〉〈tell i,j χ2〉ψ.

We use the notion of “Telling” in order to define the con-
cept of communicative intention or communicative plan. Fol-
lowing some foundational works on the theory of intention
[1],we here consider that having a plan means nothing else
than intending to perform a certain sequence of actions which
leads to a given state. We identify “i intends to tell to j that
χ”(or“i has the plan of telling to j that χ”), noted CInt i,j χ,
with “i wants to tell to j that χ”:

CInt i,j χ
def
= Goal i〈tell i,j χ〉>.

2.2 Reasoning about information sources
From now on, we study in our logic the relationships be-

tween the notion of “Telling” defined above and the proper-
ties of information sources like sincerity, competence, valid-
ity, etc. An information source is for us nothing else than
an agent informing another agent about something. We call
the agent that is informed information receiver.

Following [3], we suppose that the properties of an infor-
mation source can be all defined in terms of the relationships
between three facts: (1) an information source j informs an
agent i that a certain fact ϕ is true; (2) an information source
j believes that ϕ is true; (3) the fact ϕ is true.

Thus, agent j is a valid information source about ϕ with
regard to i if and only if, if j tells to i that ϕ then ϕ is true:

Valid(j,i,ϕ)
def
= 〈tell j,i ϕ〉> → ϕ.

Agent j is a sincere information source about ϕ with re-
gard to i if and only if, if j tells to i that ϕ then j believes
that ϕ:

Sinc(j,i,ϕ)
def
= 〈tell j,i ϕ〉> → Bel jϕ.

Remark 1. One might be tempted to say that sincerity
(resp. validity) could be defined in standard PAL by the

formula [tell j,i ϕ]Bel jϕ (resp. the formula [tell j,i ϕ]ϕ) and
there is no need to make the distinction between the effects of
a given announcement and the fact that a given announce-
ment takes place. That is, j is sincere (resp. valid) about
ϕ with regard to i if and only if after j tells to i that ϕ,
she believes ϕ (resp. ϕ is true). However, this goes wrong
when ϕ is a Moore sentence of the form p ∧ ¬Bel ip. We
only present the informal argument. Suppose agent j tells
to agent i that p is true and that i does not believe this.
Moreover, suppose that what j tells to i is true, that j be-
lieves what she tells to i, that i trusts what j tells and that j
believes that i trusts what j tells. Hence, after j’s speech act,
i believes that p and j believes that i believes that p. In this
situation, j has been a valid and sincere information source
with regard to i even though, after j’s speech act, what j
told to i is false and j does not believe anymore what she
told to i. This example indicates that defining sincerity and
validity in standard PAL by the formulas [tell j,i ϕ]Bel jϕ and
[tell j,i ϕ]ϕ would be incorrect, and that a logic like ours ex-
pressing that a given announcement takes place is necessary
in order to define such concepts.

Agent j is a complete information source about ϕ with
regard to i if and only if, if ϕ is true then j tells to i that ϕ:

Compl(j,i,ϕ)
def
= ϕ→ 〈tell j,i ϕ〉>.

Agent j is a competent information source about ϕ if and
only if, if j believes that ϕ then ϕ is true:

Compet(j,ϕ)
def
= Bel jϕ→ ϕ.

Agent j is a vigilant information source about ϕ if and
only if, if ϕ is true then j believes ϕ:

Vigil(j,ϕ)
def
= ϕ→ Bel jϕ.

Agent j is a cooperative information source about ϕ with
regard to i if and only if, if j believes that ϕ then j tells to
i that ϕ: 1

Coop(j,i,ϕ)
def
= Bel jϕ→ 〈tell j,i ϕ〉>.

The following validities describe the conditions under which
the information receiver infers whether a certain fact is true
or false through the attribution of certain properties to the
information source. If ϕ 6= ψ, with ϕ Boolean, then:

|= Bel iValid(j,i,ϕ)→ [tell j,i ϕ]Bel iϕ (1)

|= Bel iSinc(j,i,ϕ)→ [tell j,i ϕ]Bel iBel jϕ (2)

|= Bel iCompl(j,i,ϕ)→ [tell j,i ψ]Bel i¬ϕ (3)
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1This definition of cooperativity does not exclude that i does
not want to be informed about ϕ, like in spamming.

1208



Procedural Fairness in Stable Marriage Problems

(Extended Abstract)

Mirco Gelain
University of Padova, Italy

mgelain@math.unipd.it

Maria Silvia Pini
University of Padova, Italy
mpini@math.unipd.it

Francesca Rossi
University of Padova, Italy
frossi@math.unipd.it

Kristen Brent Venable
University of Padova

Padova, Italy
kvenable@math.unipd.it

Toby Walsh
NICTA and UNSW
Sydney, Australia

toby.walsh@nicta.com.au

ABSTRACT
The stable marriage problem is a well-known problem of
matching men to women so that no man and woman, who
are not married to each other, both prefer each other. It has
a wide variety of practical applications, ranging from match-
ing resident doctors to hospitals, to matching students to
schools, or more generally to any two-sided market. Given a
stable marriage problem, it is possible to find a male-optimal
(resp., female-optimal) stable marriage in polynomial time.
However, it is sometimes desirable to find stable marriages
without favoring one group at the expenses of the other one.
To achieve this goal, we consider a local search approach
to find stable marriages with the aim of exploiting the non-
determinism of local search to give a fair procedure. We test
our algorithm on classes of stable marriage problems, show-
ing both its efficiency and its sampling capability over the
set of all stable marriages, and we compare it to a Markov
chain approach.

Categories and Subject Descriptors
I.2.8 [Artificial Intelligence]: Problem solving, Control
Methods, and Search

General Terms
Algorithms

Keywords
Stable marriage problem, local search, fairness

1. STABLE MARRIAGE PROBLEMS
The stable marriage problem (SMP) [5] is a well-known

problem of matching n men to n women to achieve a certain
type of ‘stability’. Given n men and n women, where each
person expresses a strict preference ordering over the mem-
bers of the opposite sex, the problem is to match the men to
the women such that no two people of the opposite sex, who

Cite as: Procedural Fairness in Stable Marriage Problems (Extended
Abstract), Mirco Gelain, Maria Silvia Pini, Francesca Rossi, Kristen
Brent Venable, and Toby Walsh,Proc. of 10th Int. Conf. on Au-
tonomous Agents and Multiagent Systems (AAMAS 2011),
Tumer, Yolum, Sonenberg and Stone (eds.), May, 2–6, 2011, Taipei, Tai-
wan, pp. 1209-1210.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

are not married to each other, both prefer each other to their
current partners. If there are no such pairs, called blocking
pairs, every marriage is stable. In [2] Gale and Shapley pro-
vided an O(n2) time algorithm for finding two specific sta-
ble marriages, called male-optimal and female-optimal, that
favour one gender over the other one. It is known that the
set of the stable marriages forms a distributive lattice where
the male-optimal is the top and the female-optimal is the
bottom [5]. Male-optimality (and also female-optimality)
may be considered too unfair between the two genders: al-
though stability is assured, only one of the genders is as
happy as possible. For this reason, other kinds of fairer sta-
ble marriages have been considered, such as the minimum
regret stable marriage [4]. Besides the fairness of the gen-
erated stable marriage, it is also interesting to consider the
fairness of how a stable marriage is generated. We now de-
scribe how the fairness of stable marriage procedures can be
achieved by considering a local search approach.

2. LOCAL SEARCH FOR SMPS

In [3] we presented a local search algorithm to find sta-
ble marriages. Given an SMP instance P , we start from
a randomly generated marriage M . Then, at each search
step, we compute the set BP of blocking pairs in M and
the neighborhood, which is the set of all marriages obtained
by removing one of the blocking pairs in BP from M . To
select the neighbor M ′ of M to move to, we use an evalu-
ation function that counts the number of blocking pairs in
all neighboring marriages, and we move to the one with the
smallest number of blocking pairs. To avoid stagnation in
a local minimum of the evaluation function, at each search
step we perform a random walk with a certain probability
which removes a randomly chosen blocking pair in BP from
the current marriage M . The algorithm terminates if a sta-
ble marriage is found or when a maximal number of search
steps, or a timeout, is reached. The number of such blocking
pairs may be very large. Also, some of them may be useless,
since their removal would surely lead to new marriages that
will not be chosen by the evaluation function. This is the
case for the so-called dominated blocking pairs. In our pro-
cedure we consider only undominated blocking pairs. Let m
be a man and (m, w) and (m, w′) two blocking pairs. Then
(m, w) dominates (from the men’s point of view) (m, w′) if
m prefers w to w′. Since dominance between blocking pairs
is defined from one gender’s point of view, to ensure gender
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Figure 1: Average runtime entropy of MC (a), average runtime distance from the male-optimal of MC (b),
Local Search vs. MC in terms of entropy and distance from the male-optimal (c).

neutrality, at each search step we swap the role of the two
genders.

3. MEASURING PROCEDURAL FAIRNESS
We ran experiments on randomly generated SMPs of dif-

ferent size, up to 500 men and 500 women, with random
walk probability 0.2. Our algorithm always found a stable
marriage. Also, its runtime behavior suggests that the num-
ber of steps grows as little as O(nlogn) [3]. Here we show
that the algorithm is able to find a stable marriage for all
the problems in the test set within 10000 steps, and for each
set of problems of the same size, the probability to find a
stable marriage grows very fast within a small interval of
steps (see the figure below). This means that it is possible
to predict the number of steps needed by our algorithm to
find a stable marriage with a reasonable precision.
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In [3] we evaluated the sampling capability over the lattice
of stable marriages of a given SMP. To do this, we randomly
generated 100 SMP instances for each size between 10 and
100, with step 10. We then measured the distance Dm of the
found stable marriages (on average) from the male-optimal
marriage. If Dm is equal to 0 (resp., 1), it means that all the
stable marriages returned coincide with the male-optimal
(resp., female-optimal) marriage. The average distance from
the male-optimal is around 0.5 as shown in Fig. 1(c), where
our algorithm is called SML2. This is encouraging but not
very informative, since also an algorithm which always re-
turns the same stable marriage, with distance 0.5 from the
male-optimal, would have Dm = 0.5. To have more informa-
tive results on the sampling capabilities, we considered the
entropy of our algorithm, say En, that is, the uncertainty to
find a specific stable marriage. More precisely, En is the av-
erage normalized frequency of the stable marriages returned
by our algorithm over the whole lattice (see [3] for the formal

definition). Experimental results showed that this entropy is
in general very high (about 70% of the maximum and even
higher as shown in Fig. 1(c)) and thus we are not far from
the ideal behavior.

To better evaluate the sampling capability of our approach,
here we compare it to a Markov chain approach (MC) [1],
defined by using rotations exposed in each stable marriage.
This approach converges in exponential time to the uniform
distribution over the stable marriages. We consider the en-
tropy and distance from the male-optimal of MC computed
on executions where we vary the number of steps from 10
to 200. While the entropy of MC increases quite rapidly,
the distance from the top of the lattice (i.e., from the male-
optimal) increases more slowly (see Fig. 1(a) and Fig. 1(b)).
For each problem instance in the test set, we start MC from
the male-optimal marriage and take the stable marriage re-
turned by MC after exactly the same number of steps needed
by our algorithm to find a stable marriage for that instance.
Then we measure and compare the entropy and the distance
from the male-optimal for MC to those of our algorithm
(SML2). While the entropy of MC is roughly the same as
that of our algorithm, the distance from the male-optimal
achieved by our approach (about 0.5) is on average higher
that that achieved by MC (about 0.2) (see Fig. 1(c)).

Summarizing, our approach is efficient and it has sampling
capabilities comparable with a Markov chain approach con-
sidering the same number of steps, and may even perform
slightly better considering the distance measured from the
top or the bottom of the lattice.
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ABSTRACT
This paper studies the emergence of cooperation in the N-
Player Prisoner’s Dilemma (NPD) using a tag-mediated in-
teraction model. Tags have been widely used to bias agent
pairwise interactions which facilitates the emergence of co-
operation. This paper shows some of the key parameters
that influence the emergence of cooperation in an evolution-
ary setting. The aim of this paper is to demonstrate the
most vital factors that are commonly ignored in many ex-
isting NPD studies.

Categories and Subject Descriptors
I.2.11 [Distribute Artificial Intelligence]: Multi-Agent
Systems

General Terms
Experimentation

Keywords
Cooperation, Tag-Mediated Interactions

1. INTRODUCTION
When a common resource is shared among a number of

individuals, each individual benefits most by using as much
of the resource as possible. While this is the individually
rational choice, it is collectively irrational and a non pareto-
optimal result. NPD’s involve many individuals interacting
as a group. NPD’s have been shown to result in widespread
defection unless agent interactions are structured. This is
most commonly achieved through using spatial constraints
such as spatial grids [3]. This paper examines a series of
simulations involving a tag environment. Tags are visible
markings or social cues which serve to bias agent interac-
tions based on their similarity [1]. Further to studying tags,
this paper also examines the key payoffs used in the NPD.
This paper uses a traditional tag-mediated interaction model
as proposed by Riolo, due to its clarity and generality [4].
By proposing a tag mediated interaction model for n-player
games, we hope to bridge the gap between the research al-
ready conducted involving tags in two player games [4], and
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tonomous Agents and Multiagent Systems (AAMAS 2011),
Tumer, Yolum, Sonenberg and Stone (eds.), May, 2–6, 2011, Taipei, Tai-
wan, pp. 1211-1212.
Copyright c© 2011, International Foundation for Autonomous Agents and
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the need for more detailed research involving tags and the
NPD.

2. MODEL DESIGN
The NPD stipulates that individual rationality favors de-

fection. In our base case when all individuals defect they
each receive 0.25, while if all cooperate they each receive 5.
If Ud represents the utility to a defector, while Uc is the util-
ity to cooperator for a given value of x then in the traditional
NPD game we can state the following: Ud(x) > Uc(x)

Figure 1: The N-Player Prisoner’s Dilemma

Figure 1 shows the utility values Ux=1
c and Ux=1

d which
in this paper are set to 5 and 0.25 respectively. Therefore,
we can state that Umax

c = Ux=1
c and Umax

d = Ux=1
c + Ux=1

d

for the maximum payoffs. Therefore Umax
c = 5 and Umax

d =
5.25

In this research, a population of 100 individuals evolves
using a genetic algorithm. Each agent is represented using
a agent structure {GC , GT } where the GC gene represents
an agent’s probability of cooperating, and GT represents its
tag value. Each of these values are in the range [0.0, 1.0].
Similar to previous tag-mediated models, the tag values are
used to determine peer interactions [1, 4]. In our model each
agent A is given the opportunity to make game offers to all
other agents in the population. The intention is that this
agent A will host a game and the probability other agents
B will participate is determined using the relative tag dif-
ference; dA,B = 1 − |AGT − BGT |. The genetic algorithm
determines the fittest individuals through their average pay-
offs. Roulette wheels based on these fitnesses are then used
to select parent pairs to generate new offspring. A probabil-
ity of 0.9 is applied in favor of selecting two genes from the
the fittest parent, and a 0.1 probability of choosing one gene
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from each parent. Similar to the implementation used by
Riolo, each gene is exposed to a two percent chance of mu-
tation. This mutation operator determines a displacement
using a Gaussian distribution with a mean of zero.

3. RESULTS
The impact of partitioning the agent population, or lim-

iting interactions has previously been shown to significantly
effect cooperation [2]. This experiment examines the impact
of alternative ratios of agents in a fixed size tag environment.
We will refer to this as examining the ‘tag space’. The simu-
lation data is from 200 experiments and 10000 generations.
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Figure 2: Tag Space - Average Cooperation

The data shown in Figure 2 shows the average levels of
cooperation achieved for alternative population sizes in a
tag space limited to the range of [0.0, 1.0]. The results use
the final generation of each experimental run to calculate
the average. The results show the dramatic effects of the
population size on the levels of cooperation. High levels of
cooperation occur in relatively small populations but these
fall dramatically once the population sizes become larger.
In larger populations the probability of avoiding exploita-
tion is reduced as increased peer interactions increase the
chance of meeting an exploiter. This is a key factor in the
success of failure of tag environments to facilitate the emer-
gence of cooperation. Once small clusters of cooperators can
emerge due to a low probability of meeting exploiters then
the tag environment will be a success. Larger populations
that result in a crowded tag space undermine this principle
and therefore result in low levels of cooperation.
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In second experiment examines the effects of the Ux=1
c

value. This value reflects the maximum utility that a co-
operative individual can receive. The additional benefit to

defectors (Ux=1
d ) remains fixed at 0.25. Figure 3 shows al-

ternative values of Ux=1
c in the range [0.0,10.0]. Since the

defector reward (Ux=1
d ) is fixed at 0.25 the Ux=1

c value has
a direct impact on the utilities received by defectors. These
exploiters receive the Uc value and in addition to the defec-
tor reward. The results shown in Figure 3 demonstrate the
impact of this ratio between the reward to cooperators and
defectors in the game environment.

The final experiment examines benefit to defectors param-
eter (Ux=1

d ). While previously fixed at 0.25, this value is now
varied in order to examine its influence on the emergence of
cooperation in the tag environment while the value of Ux=1

c

remains fixed at 5.0.
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Figure 4 shows the levels of cooperation recorded for vari-
ous values of Ux=1

d . The benefit to defectors has a significant
influence on the emergence of cooperation in the population.
The parameter has a major impact on the ability of coopera-
tive individuals to survive in the population and as the value
of Ux=1

d directly impacts on the advantage to exploiters in
the population. The data shows this parameter can dramat-
ically influence the emergence of cooperation in the NPD.

This paper has shown the key factors that result in the
emergence of cooperation in the NPD in a tag-mediated en-
vironment. While significant research has examined these
individual questions, this paper has shown in a very clear
and concise manner the key criteria that are necessary for
cooperation to emerge. The authors would like to gratefully
acknowledge the continued support of Science Foundation
Ireland.
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ABSTRACT
The focus of multiagent planning research has recently turn-
ed towards domains with self-interested agents leading to
the definition of Coalition–Planning Games (CoPGs). In
this paper, we investigate algorithms for solving a restricted
class of “safe” CoPGs, in which no agent can benefit from
making another agent’s plan invalid. We introduce a novel,
generalised solution concept, and show how problems can
be translated so that they can be solved by standard single–
agent planners. However, standard planners cannot solve
problems like this efficiently. We then introduce a new mul-
tiagent planning algorithm and the benefits of our approach
are illustrated empirically in an example logistics domain.

Categories and Subject Descriptors
I.2.8 [Artificial Intelligence]: Problem Solving, Control
Methods, and Search—Plan execution, formation, and gen-
eration, Heuristic Methods; I.2.11 [Artificial Intelligence]:
Distributed Artificial Intelligence—Multiagent systems

General Terms
Algorithms, Performance, Experimentation, Theory

Keywords
Multiagent planning, single-agent planning, Coalition-
Planning Games

1. INTRODUCTION
Historically, multiagent planning has assumed coopera-

tive agents, and has mostly ignored issues associated with
strategic behaviour among self-interested agents. Recently
however, this problem has started to attract more interest [1,
5] and Brafman et al [2] have introduced Coalition-Planning
Games (CoPGs), multiagent planning problems with self-
interested but ready to cooperate agents.

We introduce a new solution concept for CoPGs that avoids
some unintuitive properties of the concept existing in the
literature and show that a restricted subset of CoPGs can
be solved using existing planners. However, this approach
fails to make use of the powerful heuristics tools provided by
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modern planners. We therefore introduce a novel algorithm
that combines heuristic calculations with the distinction be-
tween an agent’s public and internal actions as introduced
in [1].

2. COPGS
Definition: A Coalition-Planning Game CoPG [2], with

n agents N = {1, . . . , n}, is an extension to a classical
STRIPS planning problem and is represented by a 6-tuple
Π = 〈P,A, I,G, c, r〉. P is a set of grounded atoms and
I ⊆ P represents the initial state of the world, A = {Ai}ni=1

comprises of a set of actions for each agent and G = {Gi}ni=1

contains a goal set for each agent, c : A→ <+ is a cost func-
tion and r : N → <+ is a reward function. Agents are
assumed to be self-interested, but able to form coalitions
(costless binding agreements).

A solution to a planning problem Π is a plan π = {a1, . . . ,
an}, an ordered sequence of actions that can be executed in
sequence.1 The utility of an agent’s plan is defined as:

ui(π) =


r(i)−Pa∈{a∈π:a∈Ai} c(a) if π achieves Gi
−Pa∈{a∈π:a∈Ai} c(a) otherwise

Let uS(π) represent the vector of utilities for agents in S ⊆
N . Let (πS , πS′) be the joint plan constructed by combining
the plans πS and πS′ for disjoint subsets S, S′ ⊆ N . We
say a vector u > u′ if every element of u is greater than the
equivalent element in u′. For S ⊆ N we call Π|S the CoPG Π
restricted to S defined as: Π|S = 〈P,∪i∈SAi, I,∪i∈SGi, c, r〉
We use sol(Π) to represent the set of plans that are possible
solutions to Π.

3. SOLUTION CONCEPT
Definition: We define a solution π as stable iff there

doesn’t exist a strategy πS for any subset of agents S ⊆
N , S 6= ∅ such that uS(πS , π

∗
N\S) ≥ uS(π) and ∃i ∈ S :

ui(πS , π
∗
N\S) > ui(π). π∗N\S is the stable solution to the

smaller planning game over the set of agents N \ S formed
by fixing S’s strategy to πS . If (πS , π

∗
N\S) is not a valid plan

then we assume uS(πS , π
∗
N\S) = 0.

Note that this reduced planning problem is strictly smaller
than the previous problem so eventually the non-deviating
set will be reduced to ∅ at which point the definition becomes
trivial.

1We consider asynchronous actions here and leave the con-
current action case for another paper.
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4. USING SINGLE–AGENT PLANNERS
For a CoPG Π, its related centralised planning problem is

Π′ = 〈P,∪i∈NAi, I,∪i∈NGi〉 where each action in ∪i∈NAi
is given cost c(a). Solving the centralised version of a CoPG
leads to a plan that achieves each agent’s goals. Solving it
optimally produces the social welfare maximising plan, but
not necessarily a stable solution.

We add the numerical state variables (i-cost) represent-
ing the cost of the joint plan so far for agent i for each i ∈ N
and update action effects with appropriate functions. Given
a CoPG Π, let Π′ be the centralised transformation of the
problem. Also let Π′|i be the single-agent transformation of
problem Π|i, i.e. agent i’s local planning problem involving
only its own action and goal sets. We can apply the following
algorithm to attempt to find a stable solution to Π:

input CoPG Π over agents N
for all i ∈ N

for all a ∈ Ai
append increase((i-cost), c(a)) to add(a)

π = the solution to (Π′|i)
append (i-cost) ≤ c(π) to Gi
append (i-cost) = 0 to I

construct Π′ from Π
output the solution to Π′.

5. SAFE–COPGS
The above algorithm does not guarantee outputting a sta-

ble solution. However, it is successful on certain empirically
tested domains. The following definition captures the prop-
erty that causes the above algorithm to output stable solu-
tions.

Definition: A CoPG is safe iff for all possible plans π
and ∀S, S′ ⊆ N with S ∩ S′ = ∅, (π∗S , π

∗
S′) is a valid plan.

Theorem: For a safe-CoPG Π, the output of the algo-
rithm above with input Π is stable. (Proof omitted due to
space constraints).

6. A MULTIAGENT ALGORITHM
In heuristic planners like metric-FF [4], heuristic values

are calculated for each possible state by solving a relaxed
version of the planning problem using planning graphs. A
planning graph is a directed layered graph that contains
nodes for actions and states. For each time step there is
a fact layer and an action layer. At layer i the fact layer
consists of all facts that can possibly be reached in i time
steps and the action layer consists of all actions that are
possibly applicable given those facts.

In our proposed algorithm, each agent builds an inter-
nal planning graph that consists only of facts and actions
that can be performed by that agent alone. Each agent
also builds a public planning graph, which includes facts
added by all agents (in practice, only other agent’s public
facts need to be added). The plan that will be extracted
depends on whether agents achieve their goals using their
internal or public planning graph first. Once all goals are
reached, a check is made to ensure that each agent that has
only reached their goal in their public planning graph does
not rely upon actions provided by agents who reached their
goals on their internal planning graph first. If this fails, then
planning graph generation continues until the check passes.

It may happen (even in a safe–CoPG) that one agent
cannot reach its goal while constructing its internal relaxed

planning graph. In this case, the only possible solution is
for the agents to cooperate. If an agent’s goal is unreach-
able in it’s internal planning graph, then the agent that first
achieves its goal in the public graph is forced to cooperate
even if it achieved its goal internally first.

Most of the techniques utilised in metric-FF for efficient
implementation [4] carry over to our algorithm. The main
difference lies in the extraction of a joint plan from the joint
planning graphs of multiple agents. In this case, when an
agent performs an action that has a precondition provided
by another agent, it adds the preconditions as a goal to the
other agent’s goal set.

7. RESULTS
The algorithm was evaluated in a simple grid-world parcel

domain. Agents can move to any adjacent square, pickup
and drop/deliver parcels. All actions have cost 1. The parcel
domain is a safe-CoPG, since it is never beneficial to pickup
another agent’s parcel (the only way to potentially hinder
their plan) unless planning to cooperate. The algorithm was
compared, in terms of CPU time, to a single-agent planner
run over the same problems on the same machine. For each
different grid size, the planner was run on 100 problems and
the average time taken to solve them was recorded.
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On the largest problems tested, the average time taken
by metric-FF (not shown on the graph) was 311 seconds
while our multiagent algorithm took 2.93 seconds on av-
erage. In all cases that required cooperation, the enforced
hill-climbing search performed by metric-FF failed, which ef-
fectively render its otherwise powerful heuristics useless for
this kind of problem. In all 500 cases tested, the multiagent
algorithm returned a stable solution.
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ABSTRACT
We present a novel method for analysing the behaviour of
multiagent systems on the basis of the semantically rich in-
formation provided by agent communication languages and
interaction protocols. Contrary to analysis methods that
rely on observing more low-level patterns of behaviour [3, 4],
our method is based on exploiting the semantics. These lan-
guages and protocols which can be used to extract qualitative
properties of observed interactions. This can be achieved by
interpreting the logical constraints associated with protocol
execution paths or individual messages as models of the con-
text of an observed interaction, and using them as features
of learning samples.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Multiagent systems

General Terms
Algorithms, Theory, Design

Keywords
Agent communication languages, interaction protocols, in-
teraction analysis, data mining, agent-oriented software en-
gineering

1. INTRODUCTION
Consider a message inform(A,B,X) with the usual mean-

ing that agent A informs B of a fact X. Use of this message
type is usually tied to preconditions like (Bel A φ) stating
that A in fact believes φ to be true. While B is unable to
verify whether this is actually the case (or A is lying/has a
different interpretation of the Bel predicate or of statement
φ), use of the message entitles B to operate under the as-
sumption that (Bel A φ) is true for A. For example, if B
contested φ, it would be unreasonable for a protocol to al-
low A to state that she never claimed φ. So, at a pragmatic
level, any semantic “annotations” (pre- and post-conditions)
of messages that an agent is uttering can be used as as-
sumptions about the former agent’s mental state (or, e.g.

Cite as: Mining Qualitative Context Models from Multiagent Inter-
actions (Extended Abstract), Author(s), Proc. of 10th Int. Conf.
on Autonomous Agents and Multiagent Systems (AAMAS
2011), Tumer, Yolum, Sonenberg and Stone (eds.), May, 2–6, 2011,
Taipei, Taiwan, pp. 1215-1216.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

in commitment-based semantics, about their perception of
a social state).

By using semantic elements of protocols as features of in-
teraction traces, which are available as data samples from
past interactions, we can inductively derive context models
i.e. logical theories that capture regularities in previously
observed interactions. These context models, which essen-
tially capture generalised information about the conditions
under which a protocol reaches a certain outcome, can be
used for various purposes: (1) to make predictions about
future behaviour, (2) to infer the definitions other agents
apply when validating logical constraints during an interac-
tion, and (3) to analyse the reliability and trustworthiness
of agents based on the logical coherence of their utterances.
Surprisingly, no previous work has addressed this potential
use of semantic annotations of protocols, except some recent
work in the area of ontology mapping [1, 2]. However, even
these contributions only deal with ontological conflicts, and
not with more general emergent properties of interactions.

2. FORMAL FRAMEWORK
We represent protocols in a very general way as graphs

whose nodes are speech-act like messages placeholders, and
whose edges define transitions among messages that give
rise to message sequences specified as admissible according
to the protocol. These edges will be labelled with logical
constraints, i.e. formulas that all agents in the system are
able to verify, and these act as guards on a given transition,
so that the message corresponding to a child node can only
be sent if the constraint(s) along its incoming edge from the
parent node (the message just observed) can be satisfied.

We define a protocol model as a graph G = (V,E) where
each node v ∈ V is labelled with a messagem(v) = q(X,Y, Z)
with performative q (a string) and sender / receiver / con-
tent variables X, Y , and Z, and each edge is labelled with
a (conjunctive) list of (say, n) constraints

c(e) = {c1(t1, . . . , tk), . . . , cn(t1, . . . tkn)}
where each constraint ci(. . .) has arity ki, head ci and argu-
ments tj which may contain constants, functions or variables
(in general the label of an edge could be an arbitrary for-
mula φ ∈ L of a logical language L). All variables that occur
in such constraints are implicitly universally quantified. We
also assume that all outgoing edges of a node result in mes-
sages with distinct performatives, i.e. for all (v, v′), (v, v′′) ∈
E (m(v′) = q(. . .) ∧ m(v′′) = q(. . .)) ⇒ v′ = v′′ so that
each observed message sequence corresponds to (at most)
one path in G by virtue of its performatives.
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Figure 1: A simple negotiation protocol model.

Figure 1 shows an example protocol model in this generic
format for illustration purposes. This figure presents a sim-
ple negotiation protocol model: A requests X, the initial
response from B depends on availability; if X is available,
A and B go through an iterative process of negotiating the
terms for the purchase, depending on the keepNegotiating ,
termsAcceptable, and termsAvailable predicates; in case of
acceptance (which implies payment), B may succeed or fail
in delivering the product. Edge constraints are annotated
with the variable representing the agent that has to validate
them.

The semantics of a protocol model G can be defined based
on the pair 〈π, θ〉 which returns the path and variable substi-
tution that the message sequence m corresponds to in pro-
tocol model G. With this, we can define the context of m
as c(G, 〈m1, . . . ,mn〉) =

∧n−1
i=1 c(ei)θ where G(m) = 〈π, θ〉.

The basis of our analysis is the assumption that for any ob-
served message sequence m, the conjunction of edge con-
straints described by the context c(G, 〈m1, . . . ,mn〉) was
logically true at the time of the interaction.

Consider a protocol model G, and message sequences m
obtained from past executions of G. Any such sequence can
be translated to a pair G(m) = 〈π, θ〉 as defined above. As-
suming that a set of such substitution-annotated paths are
used as a training data, the extension proposed here is to
augment the learning data by the logical context of the data
samples, i.e. to include the logical formula c(G,m) in the
data samples, which can be directly inferred using the log-
ical constraints provided by the definition of G. In other
words, we view qualitative protocol mining as an informed
version of data-driven interaction analysis where the back-
ground knowledge of context within which communication
occurs is used to extract “richer” information about what is
happening in a given system.

Due to the nature of multiagent interaction protocols, ad-
ditional design decisions have to be made to deal with differ-
ent agents, paths, variables, and loops before standard data
mining machinery can be used (we omit the details of these
issues for lack of space).

3. CASE STUDY
To illustrate the usefulness of our approach, we have anal-

ysed data generated in a car selling domain, where agents
negotiate over cars using the protocol shown in figure 1. We
experimented with two open source implementations of data
mining techniques, the J48 decision tree algorithm and the
NNge classification-rule based algorithm, to show that our
method does not depend on the use of a specific learning
algorithm.

For the purposes of this case study, we assume that a
single seller (S) is analysing the system evolution from its
local point of view. In converting raw sequences of message
exchanges to training data samples, we make the follow-
ing choices: The seller (in role B), unaware of the decision-
making rules of a set of 10 customers (in role A), performs
the analysis, thus the learning input is restricted to the mes-
sages (nodes) and constraints (edges) of the customers. As
far as variables occurring in constraints are concerned, we
uniformly record all attributes contained in “terms” descrip-
tions T , including a “?” (unknown) value for those not men-
tioned in a given execution trace. The seller tries to learn a
model for the general outcome of the protocol (Successful,
Neutral or Failure). The table in figure 2 shows results for
103 to 105 negotiations where: nn is the number of nego-
tiations, time is the time in seconds required to build the
model, cci is the percentage of correctly classified instances
(evaluated using 10-fold stratified cross-validation), mae is
the mean absolute error and rae is the relative absolute er-
ror.

J48 nn time cci mae rae
1.E3 0.05 83.4% 0.16 38.34%
1.E4 0.48 97.58% 0.04 11.21%
1.E5 5.09 99.96% 0.004 1.1%

Nnge nn time cci mae rae
1.E3 0.1 86.8% 0.08 19.91%
1.E4 0.66 89.03% 0.07 16.6%
1.E5 17.39 93.53% 0.04 9.79%

Figure 2: Experiment results.

These experiments, in which the protocol mining algo-
rithms were able to accurately reconstruct the actual de-
cision rules used by the customers, demonstrate that good
models to predict the outcome of a protocol can be quickly
built from the context of concrete executions of that proto-
col. They hint at the potential analyses that can be con-
ducted and illustrate the usefulness of qualitative protocol
mining in real-world scenarios1.
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ABSTRACT
We present a novel representation of the prediction market
using a partially observable stochastic game with informa-
tion (POSGI), that can be used by each trading agent to
precisely calculate the state of the market. We then propose
that a correlated equilibrium (CE) strategy can be used by
the agents to dynamically calculate the prices at which they
should trade securities in the prediction market. Simulation
results comparing the CE strategy within our POSGI model
with five other strategies commonly used in similar markets
show that the CE strategy results in improved price predic-
tions and higher utilities to the agents as compared to other
strategies.

Categories and Subject Descriptors
I.2 [Artificial Intelligence]: Miscellaneous

General Terms
Economics

Keywords
Prediction market, stochastic game, correlated equilibrium

1. INTRODUCTION
A prediction market is a market-based distributed aggre-

gation mechanism that uses monetary bets from its partici-
pants to elicit their beliefs on the outcome of a future event.
The main idea behind the prediction market paradigm is
that the collective, aggregated opinions of humans on a fu-
ture event represents the probability of occurrence of the
event more accurately than corresponding surveys and opin-
ion polls. Several researchers have modeled the behavior
of prediction market participants using automated trading
agents that interact within a game theoretic framework [1, 2]
Despite their overwhelming success, many aspects of predic-
tion markets such as a formal representation of the market
model, the strategic behavior of the market’s participants
and the impact of information from external sources on their
decision making have not been analyzed extensively for a
better understanding. We attempt to address this deficit
in this paper by developing a game theoretic representation

Cite as: Partially Observable Stochastic Game-based Multi-Agent Pre-
diction Markets (Extended Abstract), Janyl Jumadinova, Prithviraj Das-
gupta , Proc. of 10th Int. Conf. on Autonomous Agents and
Multiagent Systems (AAMAS 2011), Tumer, Yolum, Sonenberg
and Stone (eds.), May, 2–6, 2011, Taipei, Taiwan, pp. 1217-1218.
Copyright c⃝ 2011, International Foundation for Autonomous Agents and
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of the traders’ interaction and determining their strategic
behavior using the equilibrium outcome of the game.

2. PARTIALLY OBSERVABLE STOCHAS-
TIC GAMES FOR AGENT INTERACTION

Our prediction market consists of N traders, with each
trader being represented by a software trading agent that
performs actions on behalf of the human trader. The mar-
ket also has a set of future events whose outcome has not
yet been determined. The outcome of each event is consid-
ered as a binary variable with the outcome being 1(0) if the
event happens(doesn’t happen). Each outcome has a secu-
rity associated with it. We express the ‘state’ of the market
as the quantity of the purchased units of the security in the
market. Agents interact with each other in stages (trading
periods), and in each stage the state of the market is deter-
mined stochastically based on the actions of the agents and
the previous state. This scenario directly corresponds to the
setting of a partially observable stochastic game [3]. Previ-
ous research has shown that information related parameters
in a prediction market have a considerable effect on the be-
lief (price) estimation by trading agents. Based on these
findings, we posit that a component to model the impact
of information related to an event should be added to the
POSG framework. With this feature in mind, we propose
an interaction model called a partially observable stochastic
game with information (POSGI) for capturing the strategic
decision making by trading agents. A POSGI is defined as:
Γ = (N, S, (Ai)i∈N , (Ri)i∈N , T, (Oi)i∈N , Ω, (Ii)i∈N ), where
N is a finite set of agents, S is a finite, non-empty set
of states - each state corresponding to certain quantity of
the security being held (purchased) by the trading agents.
Ai is a finite non-empty action space of agent i s.t. ak =
(a1,k, ..., a|N|,k) is the joint action of the agents and ai,k is
the action that agent i takes in state k. In terms of the
prediction market, a trading agent’s action corresponds to a
certain quantity of security it buys or sells, while the joint
action corresponds to changing the purchased quantity for
a security and taking the market to a new state. Ri,k is
the reward or payoff for agent i in state k which is cal-
culated using the logarithmic market scoring rule (LMSR).
T : T (s, a, s′) = P (s′|s, a) is the transition probability of
moving from state s to state s′ after joint action a has been
performed by the agents. Oi is a finite non-empty set of ob-
servations for agent i that consists of the market price and
the information signal, and oi,k ∈ Oi is the observation agent
i receives in state k. Ω : Ω(sk, Ii,k, oi,k) = P (oi,k|sk, Ii,k) is
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the observation probability for agent i of receiving obser-
vation oi,k in state sk when the information signal is Ii,k.
Finally, Ii is the information set received by agent i for an
event Ii =

∪
k Ii,k where Ii,k ∈ {−1, 0, +1} is the informa-

tion received by agent i in state k. Based on the POSGI

s1 s2 s3 sH
 . . . 

Bi,1 Bi,2 Bi,3 Bi,H
 . . . 

I1 I2 I3 IH . . . 

oi,1 oi,2 oi,3 oi,H

ai,1 ai,2 ai,3 ai,H

Ri,1 Ri,2 Ri,3 Ri,H

Hidden Environment (Prediction Market)

Agent i

Information

T(s1,a1,s2) T(s2,a2,s3)

b(b1,o1,a1) b(b2,o2,a2)

T(sH-1,aH-1,sH)

Transitions using Poisson distribution

b(bH-1,oH-1,aH-1)

Figure 1: An agent interactions with the hidden en-
vironment (prediction market) and an external in-
formation source.

formulation of the prediction market, the interaction of an
agent with the environment (prediction market) and the in-
formation source can be represented by the transition dia-
gram shown in Figure 11. The environment (prediction mar-

ket) goes through a set of states S̃ = {s1, ..., sH} : S̃ ∈ S,
where H is the duration of the event in the prediction mar-
ket and sh represents the state of the market during trad-
ing period h. This state of the market is not visible to
any agent. Instead, each agent i has its own internal belief
state Bi,h corresponding to the actual state sh. Bi,h gives
a probability distribution over the set of states S, where
Bi,h = (b1,h, ..., b|S|,h). The agent i receives an observation
oi,Sh = (πsh , Ii,sh), that includes the market price πsh cor-
responding to the state sh as informed by the market maker,
and the information signal Ii,sh . The agent i then updates
its beliefs, selects an action, and receives a reward Ri,sh . To
determine the outcome of the POSGI, we have used a corre-
lated equilibrium (CE) solution, which is calculated by first
representing CE through a linear program and then using
the dual of this formulation to find CE in polynomial time.

3. EXPERIMENTAL RESULTS
We have conducted several simulations using our POSGI

prediction market with 100 agents. The default values for
the statistical distributions for market related parameters
were taken from data obtained from the Iowa Electronic
Marketplace(IEM) movie market for the event Monsters Inc.
movie box office, which pays $1 if Monsters, Inc. official
box office receipts for the 11/2/2001 − 11/29/2001 period
are greater than $180 million, and $0 otherwise. We re-
port the market price for the security corresponding to the
outcome of the event being 1 (event occurs). We use the
following well-known strategies for comparison 2 [4] . 1)
ZI (Zero Intelligence) - each agent submits randomly calcu-
lated orders; 2) ZIP (Zero Intelligence Plus) - each agent

1We have only shown one agent i to keep the diagram legi-
ble, but the same representation is valid for every agent in
the prediction market. The dotted lines represent that the
reward and environment state is determined by the joint
action of all agents.
2An ‘order’ in each of the compared strategies corresponds
to the quantity that an agent wishes to buy or sell

aims for a particular level of profit by adopting its profit
margin based on past prices; 3) CP (by Preist and Tol) -
each agent adjusts its orders based on past prices and tries
to submit more competitive orders; 4) GD (by Gjerstad and
Dickhaut) - each agent maintains a history of past trans-
actions and chooses the order that maximizes its expected
utility; 5) DP (Dynamic Programming solution for POSG
game) - each agent uses dynamic programming solution to
find the best order that maximizes its expected utility given
past prices, past utility, past belief and the information sig-
nal [3]; 6) CE (Correlated Equilibrium solution) - each agent
follows the correlated equilibrium calculated within POSGI
setting. Figure 2(a) shows the prices of the orders placed by
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Figure 2: Market Prices(a) and Utilities(b) of the
risk neutral agents under different strategies.

risk neutral agents and Figure 2(b) shows the correspond-
ing utility received by these agents for different strategies
during the duration of the event. Our results indicate that
the agents using the CE strategy are able to obtain 38%
more utility and 9% higher price than the agents follow-
ing the next best performing strategy (DP). In summary,
the POSGI model and the CE strategy result in better price
tracking and higher utilities because they provide each agent
with a strategic behavior while taking into account the ob-
servations of the prediction market and the new information
of the events.

4. CONCLUSION
In this paper, we have described an agent-based POSGI

prediction market with an LMSR market maker and em-
pirically compared different agent behavior strategies in the
prediction market. In the future we are interested in ana-
lyzing n-player scenario for the POSGI formulation given in
Section 3. We also plan to investigate the dynamics evolv-
ing from multiple prediction markets that interact with each
other. Finally, we are interested in exploring truthful revela-
tion mechanisms that can be used to limit untruthful bidding
in prediction markets.
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ABSTRACT
In this paper we present an organization transition model
that is based on costs along with an associated organization
transition mechanism. This mechanism calculates how a
current instance of an organization can evolve to a future
instance and how costly this evolution is.
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Keywords
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1. INTRODUCTION
Reorganization in MAS defines a process that changes an

organization into a new one [3]. These changes are regarding
to the organization specification such as roles, goals, ser-
vices, and the agent population as well as changes in the
relationships among these components.

Most existing approaches for reorganization in MAS define
adaptation processes due to organizational changes. These
approaches propose solutions for reorganization when changes
prevent the organization from satisfying current goals (such
as when an agent leaves the organization) or for achieving
better utility. However, they are not focused on proposing
mechanisms for achieving specific future instances of the or-
ganization and computing the associated costs.

This paper explores the area of reorganization in MAS
and focuses particularly on a novel work based on achieving
future instances of an organization at minimal cost. With
this objective in mind, we have designed a cost-aware orga-
nization transition model to allow a reorganization by means
of organization transitions. By using this organization tran-
sition model, we provide an organization transition mech-

Cite as: A Cost-Based Transition Approach for Multiagent Systems Re-
organization (Extended Abstract), J. M. Alberola, V. Julian and A. Garcia-
Fornes, Proc. of 10th Int. Conf. on Autonomous Agents and
Multiagent Systems (AAMAS 2011), Tumer, Yolum, Sonenberg
and Stone (eds.), May, 2–6, 2011, Taipei, Taiwan, pp. 1221-1222.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

anism that allows a specific instance of an organization to
evolve into another instance of the organization at the min-
imal transition cost. It also provides the sequence of steps
that must be carried out to achieve the future instance by
taking into account the restrictions that must be fullfiled
during the transition.

2. ORGANIZATION TRANSITION MODEL
The organization transition model is composed by three

parts: the definition of organization; the organization tran-
sition; and the computation of the cost related to the orga-
nization transition.

2.1 Organization
In this work we use an adaptation of the organization

definition proposed by Argente et al. in [2].
Definition 1 (Organization). An organization in a spe-

cific moment ω is defined as a tuple Oω = 〈OSω, OEω, φω〉.
The Organizational Specification OS details the set of

elements of the organization by means of two dimensions:
OS = 〈SD,FD〉. The Structural Dimension SD describes
the set of roles R contained in the organization in a specific
moment. The Functional Dimension FD = 〈S, provider〉
describes the set of services S that the organization is offer-
ing in a specific moment and provider : S → 2R relates a
service with the set of roles that offer it.

The Organizational Entity OE describes the population
of agents A in a specific moment.

The Organizational Dynamics φ = 〈plays, provides〉 rep-
resents the relationships among the elements of the OS and
the elements of the OE, where:
plays : A → 2R, relates an agent with the set of roles that
it is playing in a specific moment.
provides : A→ 2S , relates an agent with the set of services
that it is providing in a specific moment.

2.2 Organization transition
An organization transition [1] allows us to relate two dif-

ferent instances of the same organization in different mo-
ments ini and fin. This mechanism changes the current
OSini,OEini, and φini into a new OSfin, OEfin, and φfin,
respectively.

Definition 2 (Events). An event (ε) defines each in-
dividual change that can be applied to an element during
the organization transition, in terms of addition or deletion.
Given two organizations, Oini and Ofin, a transition func-

1221



tion defines a set of events τ = {ε1, ε2, . . . , εn} that when
applied to Oini, allows a transition to Ofin.

Definition 3 (Dependency of events). An event ε is de-
pendent of another event ε′ if, in order for ε to be applied,
ε′ must first be applied. A set of events τ must be split into
subsets of events which group independent events. Thus, a
set of events τ can be represented as a sequence of subsets
of events τ1, τ2, . . . , τn ordered by a dependency order.

Definition 4 (Transition path). If a sequence of subsets
τ1, τ2, . . . , τn is applied to transition from Oini to Ofin, the
application of each τi ⊂ τ causes a transition to an inter-
mediate organization. The sequence of organizations that is
reached in the transition between Oini and Ofin represents
a transition path between both organizations.

2.2.1 Transition Path of the minimal cost
Each event ε has an associated cost c(ε) to be applied.

For any set of events τ that allow a transition from Oini to
Ofin, we define the cost of the organization transition as the
cost of applying all the required events: Ctrans =

P
ε∈τ c(ε).

The Organizational Dynamics φfin represent relationships
betweenOSfin andOEfin. These relationships define which
services offers each agent and which roles the agent plays in a
specific moment. Therefore, according to the Organizational
Specification OSfin and the Organizational Entity OEfin,
some agents could require to be reallocated to other roles
that they were not playing in Oini. Each one of these possi-
ble reallocations defines a different φfin that fulfills OSfin

and OEfin and has associated a set of events τφ related to
the Organizational Dynamics transition with a cost of Cφ.

Let Θ denotes the set of all the possible τφ that defines
an Organizational Dynamics transition from φini and fulfills
OSfin and OEfin, our major challenge is to find the specific
set of events that minimizes the Organizational Dynamics
transition cost: τφmin = argmin{Pε∈τφ c(ε) | τφ ∈ Θ}.

The transition path of the minimal cost defines a tran-
sition from Oini to Ofin in which the Organizational Dy-
namics transition from φini to φfin has the associated set of
events of the minimal cost Cφ = c(τmin).

2.3 Organizational Dynamics cost computation
The cost related to the Organizational Dynamics transi-

tion defines how costly it is for agents to acquire the services
to play a specific role, to start playing this role, to stop play-
ing a role that is currently being played by an agent, and
to stop providing the services required for this last role. We
define the cost of an agent a for playing a role r as:

CACQUIRE(a, r) = CSERV ICES(a, r) + C(add(plays(a, r)))

where CSERV ICES(a, r) defines the cost of aquiring the ser-
vices offered by r that are not already provided by the agent
a, and C(add(plays(a, r))) defines the cost for a to play r
once it provides the services required. On the other hand,
the cost of agent a to stop playing a role r is defined as:

CLEAV E(a, r) = C(delete(plays(a, r))) + CSERV ICES(a, r)

where C(delete(plays(a, r))) represent the cost of agent a
to stop playing the role r, and CSERV ICES(a, r) defines the
cost to stop providing the services required to play r that
are no longer required by a for playing other roles.

Therefore, we define the cost of role reallocation for agent

a from role rold to role rnew as:

CRealloc.(a, rold, rnew) = CACQUIRE(a, rnew)+CLEAV E(a, rold)

The cost related to the Organizational Dynamics φfin is
computed as the aggregated cost of each role reallocation:

Cφ =
X
a∈A

CRealloc.(a, rold, rnew)

3. ORGANIZATION TRANSITION MECH-
ANISM

The organization transition mechanism calculates how an
organization can evolve to a future organization and how
costly this evolution is. It is composed by three steps:
Calculating the Organizational Dynamics: This step
uses an initial organization Oini, the Organizational Speci-
fication OSfin, and the Organizational Entity OEfin, and
calculates the Organizational Dynamics φfin which mini-
mizes the organizational transition cost Cφ = c(τφmin).
Calculating the set of events: This step takes φfin and
finds the τ that allows a transition from Oini to Ofin.
Calculating the transition path: This step takes τ and
calculates the dependency of events. Dependent events are
splitted into different subsets, providing a sequence that
must be applied in by order of dependence by defining the
transition path between Oini and Ofin.

4. CONCLUSION
Previous works in reorganization in MAS have usually ap-

proached reorganization as a requirement that appears at a
given point in the life-span of an organization. This require-
ment usually appears when the performance of the organi-
zation must be improved. The most remarkable difference
among previous approaches and this work is the fact that the
future organization cannot be specified and is subject to the
changes that guide the reorganization. Therefore, the cost
associated for achieving future specific organizations cannot
be computed.

The organization transition mechanism proposed in this
paper allows an organization transition from an initial orga-
nization to another one by computing the cost of transition
and the sequence of steps required to carry out the organi-
zation transition.
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ABSTRACT
This paper introduces the first experiments of an innovative ap-
proach to the modeling and simulation of crowds of pedestrians
considering the presence of groups as a crucial element influenc-
ing overall system dynamics. In-silico experimental results are dis-
cussed in relation to in-vitro experiments (experimental observa-
tions on the movement of pedestrians and groups).

Categories and Subject Descriptors
I.6 [Simulation and Modeling]: Applications

General Terms
Experimentation

Keywords
pedestrian and crowd modeling, interdisciplinary approaches

1. INTRODUCTION
Crowds of pedestrians can be considered as complex entities

from different points of view: the mix of competition for the space
shared by pedestrians and the collaboration according to shared so-
cial norms, the possibility to detect self-organization and emergent
phenomena are all indicators of the intrinsic complexity of a crowd.
Models for the simulation of pedestrian dynamics (often adopting
agent–based approaches) have been successfully applied to several
case studies, off-the-shelf simulators can be found on the market
and they are commonly employed by end-users and consultancy
companies. However, they generally neglect aspects like (a) the
impact of cultural heterogeneity among individuals and (b) the ef-
fects of the presence of groups and particular relationships among
pedestrians [1]. The aim of this work is to present the motivations,
directions and preliminary results of a research effort aimed at the
development of an agent–based modeling and simulation approach
to pedestrian and crowd dynamics facing these two gaps in the state
of the art.

∗Crystal Project, Centre of Research Excellence in Hajj and Omrah
(Hajjcore), Umm Al-Qura University, Makkah, Saudi Arabia.
Cite as: Towards an Agent-Based Proxemic Model for Pedestrian and
Group Dynamics: Motivations and First Experiments (Extended Abstract),
Sara Manzoni, Giuseppe Vizzari, Kazumichi Ohtsuka, Kenichiro Shimura,
Proc. of 10th Int. Conf. on Autonomous Agents and Multiagent Sys-
tems (AAMAS 2011), Tumer, Yolum, Sonenberg and Stone (eds.), May,
2–6, 2011, Taipei, Taiwan, pp. 1223-1224.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

The work is set in the context of the Crystals project1 whose
main focus is on the adoption of an agent-based pedestrian and
crowd modeling approach to investigate meaningful relationships
between the contributions of cultural studies and existing results on
the research on crowd dynamics, and how the presence of hetero-
geneous groups influence emergent dynamics in the context of the
Hajj and Omrah. The yearly pilgrimage to Mecca involves in fact
over 2 millions of people coming from over 150 countries, with sig-
nificant cultural differences. In this context, the definition of groups
is adopted as a way to organize and manage flows of pilgrims in
several moments and phases. These aspects therefore cannot be ne-
glected when defining models to simulate scenarios in this context.
In the paper we present the first experiments in a line of work that
is aimed at fruitfully integrating in-silico agent–based simulations
calibrated and validated by means of, first of all, in-vitro experi-
ments on the movement of pedestrians and groups and then also
in-vivo observations carried out on the field.

2. IN-SILICO EXPERIMENTS
We will briefly introduce here the rationale of a model based on

the notion of proxemics: the term was introduced by Hall with re-
spect to the study of set of measurable distances between people as
they interact [2]. In these studies different situations were analyzed
in order to recognize behavioral patterns; one of the most inter-
esting result was the distinction between physical and perceived
distance. While the first depends on physical position associated
to each person, the latter depends on proxemic behavior based on
culture and social rules. Four types of perceived distances were
identified: intimate distance for embracing, touching or whisper-
ing; personal distance for interactions among good friends or fam-
ily members; social distance for interactions among acquaintances;
public distance used for public speaking.

Starting from these considerations, we defined an agent–based
model adopting an approach based on the Boids model [4], in which
rules have been modified to represent the phenomenologies de-
scribed by the basic theories and contributions on pedestrian move-
ment instead of flocks. The defined agent–based pedestrian model,
considers thus three main contributions to the movement action: (a)
the tendency to move towards a goal, (b) the tendency to stay at a
distance from strangers, (c) the tendency to stay close to members
of your group. The details of the model cannot be reported here for
sake of space, but they can be found in [3]; an important parame-
ter of the model is the distance p representing the threshold under
which the presence of a stranger is perceived as repulsive. We re-
alized a sample simulation scenario in a rapid prototyping frame-
work and we employed it to test the model in a simplified real built
1http://www.csai.disco.unimib.it/CSAI/
CRYSTALS/

1223



0.40	  

0.50	  

0.60	  

0.70	  

0.80	  

0.90	  

1.00	  

1.10	  

1.20	  

1.30	  

1.40	  

0.5	   1.0	   1.5	   2.0	   2.5	   3.0	  

Fl
ow

	  

Density	  

Fundamental	  diagram	  -‐	  flow	  

Low	  personal	  distance	   High	  personal	  distance	  

Figure 1: The fundamental diagram for the corridor scenario.
The two data series respectively refer to the low end (75cm) and
the average value (1m) of personal distance.

environment, a corridor with two exits (North and South); later dif-
ferent experiments will be described with corridors of different size
(5m wide and 10m long). We realized a campaign of experiments
to verify the plausibility of the model, to calibrate some of its pa-
rameters and also to evaluate the effects of the presence of groups.
In the experiments, the corridor is populated by two facing sets of
pedestrians, respectively heading North and South. Some of the
pedestrians are single individuals, others are part of a group: the
behaviour of the former is only based on the tendencies to move
towards the goal avoiding other pedestrians.

3. SIMULATION RESULTS
We conducted several experiments with the above described mo-

del to evaluate the plausibility of the overall system dynamics a-
chieved with such simple basic rules and to calibrate the param-
eters to fit actual data available from the literature or acquired in
the experiments. In particular, we focused on the influence of the
proxemic distance p on the overall system dynamics, considering
Hall’s personal distance and the identified ranges he reported as
a starting point. In particular, we considered a high value (1m)
and a low value (75 cm) for the proxemic distance p; results are
shown in shown in Figure 1. In general, the higher value allowed to
achieve good results in low density scenarios, but for densities close
and above one pedestrian per square meter the lower value allowed
achieving a smoother flow, more consistent with the results avail-
able in the literature. The low distance allowed achieving a good
balance between flow smoothness, collision avoidance and group
cohesion and the results of the simulations employing the low per-
sonal distance are consistent with empirical observations discussed
in [5] and also with in-vitro experiments on pedestrian dynamics
conducted in Tokyo in the same environment configuration.

We also analyzed the implications of the presence of groups in
the environment. The data generated by in-silico experiments, as
well as the in-vitro observations, do not lead to conclusive results;
in low density simulation scenarios, however, the average speed of
group members is consistently lower than the one of single individ-
uals. It must be considered that, when compared to individuals,
their overall movement has an additional component that some-
times contrasts the tendency to move towards the goal, to stay close
to other group members. In high density scenarios, instead, the av-
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Figure 2: The average number of turns per travel, individuals
compared to group members.

erage speed of group members is generally higher than that of sin-
gle individuals. This is probably due to the fact that the presence
of the group has a greater influence on the possibility of other in-
dividuals to move, generating for instance a higher possibility of
members on the back of the group to follow the “leaders”. Figure 2
compares the average number of turns per complete travel time of
individuals and group members (where the turn duration is 100 ms).

4. CONCLUSIONS
This work described the first steps towards an agent–based pedes-

trians and crowd model considering the influence of groups and
cultural heterogeneity in the simulated scenario. In the context of
the project the model has been extended and it is now being applied
in a more complex scenario and validated with datat from In-vivo
observations carried out at the 2010 edition of the Hajj.
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ABSTRACT
The recent robot car competitions and demonstrations have con-
vincingly shown that fully autonomous vehicles are feasible with
current or near-future intelligent vehicle technology. Looking ahead
to the time when such autonomous cars will be common, Dres-
ner and Stone proposed a new intersection control protocol called
Autonomous Intersection Management (AIM) and showed that by
leveraging the capacities of autonomous vehicles we can devise a
reservation-based intersection control protocol that is much more
efficient than traffic signals and stop signs. Their proposed proto-
col, however, handles reservation requests one at a time and does
not prioritize reservations according to their relative importance
and vehicles’ waiting times, causing potentially large inequalities
in granting reservations. For example, at an intersection between a
main street and an alley, vehicles from the alley can take a very long
time to get reservations to enter the intersection. In this research,
we introduce a prioritization scheme to prevent uneven reservation
assignments in unbalanced traffic. Our experimental results show
that our prioritizing scheme outperforms previous intersection con-
trol protocols in unbalanced traffic.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial Intelligence—
Multiagent systems

General Terms
Algorithms, Performance, Economics, Experimentation, Theory

Keywords
Autonomous vehicles, multiagent systems, coordination

1. INTRODUCTION
The impressive results of the DARPA Urban Challenge in 2007

showed that fully autonomous vehicles are technologically feasi-
ble with contemporary hardware. Dresner and Stone proposed a
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(Extended Abstract), Neda Shahidi, Tsz-Chiu Au and Peter Stone, Proc.
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nenberg and Stone (eds.), May, 2–6, 2011, Taipei, Taiwan, pp. 1225-1226.
Copyright c© 2011, International Foundation for Autonomous Agents and
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reservation-based approach to autonomous intersection manage-
ment, and in particular described a First Come, First Served (FCFS)
policy for an intersection management agent to direct vehicles
through an intersection [1, 2]. They showed that FCFS can signifi-
cantly improve the throughput of an intersection over traffic signals
and stop signs. FCFS, however, handles reservation requests one at
a time and does not prioritize reservations according to their relative
importance and vehicles’ waiting times. In many multiagent sys-
tems, a poor allocation of resources can lead to starvation—some
agents cannot get the resources they need for a very long time or
indefinitely. The same is true in AIM: in unbalanced traffic—the
traffic on a main road is much heavier than the traffic on a crossing
road—vehicles from the crossing road can be blocked by the traffic
on the main road with heavy traffic, as shown in Figure 1. Un-
balanced traffic is very common as many intersections in cities are
junctions connecting alleys or side roads to main streets. Therefore,
it is necessary to find an autonomous intersection control mecha-
nism that can smoothly and fairly handle this type of traffic. In this
paper, we introduce a new intersection control policy called the
batch policy that can group several reservation requests together
and apply prioritization schemes to reorder the requests. The pri-
oritization schemes can enforce that a vehicle from the low traffic
road will be given a high priority for reservations if its movement
has been blocked for too long.

Figure 1: Starvation due to unbalanced traffic. Vehicles from
the side road (the vertical direction) cannot get reservations to
enter the intersection due to the heavy traffic on the main street
(the horizontal direction).

2. BATCH PROCESSING OF REQUESTS
We propose a new class of intersection management policies

called batch policies that put the request messages on hold upon
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receiving them and then process several request messages at once.
The central component of a batch policy is a sorted queue of request
messages that acts as a buffer for temporarily storing the incom-
ing request messages. As an example, suppose a vehicle sends a
request message r at time 1 second, as shown in Figure 2. The
request message contains 5 proposals, each of which is a tuple
ri = (tarrival,varrival , larrival , lexit), where tarrival is the arrival time,
varrival is the arrival velocity, larrival is the arrival lane from which
the vehicle arrives at the intersection, and lexit is the exit lane from
which the vehicle leaves the intersection. The intersection man-
ager can choose at most one of the proposals to grant a reserva-
tion. These proposals, except r1, will be put in the queue, which
is sorted by the proposed arrival times, and they will be processed
by the intersection manager at a future time called the next pro-
cessing time, which is denoted by nextProcessingTime. r1 is not
put in the queue because its proposed arrival time is before the re-
quest deadline, denoted by requestDeadline, which is a time that
is very close to the next processing time. r1 is considered late be-
cause by the time the intersection manager finishes processing the
request messages at the next processing time, it is possible that the
arrival time of r1 has been passed. The computation and commu-
nication delay (the com. delay in Figure 2) is the time delay be-
tween nextProcessingTime and requestDeadline and is denoted
by tcomm. Late proposals such as r1 are processed immediately by
the intersection manager, to see if it is possible to grant the reserva-
tion between the reservations that were granted at the last process-
ing time. If not, a reject message is sent.

The request handling procedure processes request messages on
the queue at the next processing time. The procedure first identi-
fies the target batch of request messages on the queue, which is
the set of all request messages whose proposed arrival times are
before requestDeadline + tbatch, where tbatch is the batch inter-
val which is 6 seconds in this example. The request messages in
the target batch will be removed from the queue and reordered by
a cost function, which is f (wait) = a× (wait)b, where wait is the
estimated amount of time the vehicle has been waiting to enter the
intersection. a and b are coefficients specific to the type of vehicles,
where a > 0 and b > 1. The procedure grants reservations accord-
ing to the new order and then rejects the requests from the vehicles
that have no reservation and no remaining request messages on the
queue. Finally, both nextProcessingTime and requestDeadline
are increased by time tproc, which is called the processing interval
and is the time between the batch processing of requests.

We conducted an experiment on an intersection between a main
road and a side road. Each of the roads has three lanes, and the ve-
hicles on the main road go straight through the intersection without
turning while the vehicles at the side road can either turn left, turn
right or pass through the intersection. The vehicles are spawned
according to a poisson distribution such that the traffic level λmain
of the main road is varied from 72 vehicles per hour per lane to
2200 vehicles/hour/lane while the traffic level λside of the side road
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Figure 3: Average delays of the vehicles versus traffic levels of
the main road (λmain). The delays of the vehicles on the main
road and the side road are shown separately.

is held constant at 540 vehicles/hour/lane. We ran the simulation
100 times, and in each run the total simulation time is 1 hour. The
coefficients of the cost function are set to a = 1.0 and b = 2.0, the
batch interval is tbatch = 3s, the processing interval is tproc = 0.5s,
and the com. delay is tcom = 0.02s. We measured the average de-
lay of the vehicles by averaging the time difference of the vehicles
with and without other vehicles on the roads (i.e., the time delay
due to the presence of traffic and the intersection management pol-
icy), and plotted the graph in Figure 3. As can be seen, the delay
of vehicles on the main road in FCFS is small (within 3 seconds) at
all traffic levels λmain, while the delay of vehicles on the side road
increases rapidly as λmain increases. The vehicles on the side road
have difficulty getting reservations due to the situation as shown
in Figure 1, and this difficulty can be avoided by using the batch
processing of requests, which helps to avoid the long delay of the
vehicles on the side street. As a result, the delay of the vehicles on
the side road is reduced tremendously, at the cost of a very small
increase of the delays on the main street (see Figure 3).

3. CONCLUSIONS
As in many multiagent systems, there is a need for a fair al-

location of resources in an intersection to ensure that all vehicles
can get a reservation to enter the intersection eventually. Here we
introduced a prioritization scheme and discussed how to incorpo-
rate them into the AIM system via the batch processing of reserva-
tion requests. Our experimental results show that our prioritization
scheme outperforms FCFS, the best autonomous intersection con-
trol protocol in the literature, in unbalanced traffic. We believe this
work will serve as an important step towards the development of
traffic control systems for autonomous vehicles.
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University of Waterloo, CA
Daniel Kudenko

University of York, UK

ABSTRACT
This paper investigates the impact of reward shaping in
multi-agent reinforcement learning as a way to incorporate
domain knowledge about good strategies. In theory [2],
potential-based reward shaping does not alter the Nash Equi-
libria of a stochastic game, only the exploration of the shaped
agent. We demonstrate empirically the performance of state-
based and state-action-based reward shaping in RoboCup
KeepAway. The results illustrate that reward shaping can
alter both the learning time required to reach a stable joint
policy and the final group performance for better or worse.

Categories and Subject Descriptors
I.2.6 [Artificial Intelligence]: Learning; I.2.11 [Artificial
Intelligence]: Distributed Artificial Intelligence—Multia-
gent Systems

General Terms
Experimentation

Keywords
Reinforcement Learning, Reward Shaping,
Multiagent Learning, Reward Structures for Learning.

1. INTRODUCTION
Most multi-agent, reinforcement learning agents are im-

plemented under the assumption that there is no prior knowl-
edge available. This is, however, often not the case in many
practical applications. In many domains, heuristic knowl-
edge can be easily identified by the designer of the system.

In the area of single-agent reinforcement learning, incor-
porating heuristic knowledge by a potential-based reward
shaping has been proven to be both sufficient and necessary
to not modify the optimal policy of the agent [7]. How-
ever, in multi-agent the implications of the method are dif-
ferent [2].

To date, only relatively simple multi-agent scenarios have
been studied with regard to potential-based reward shap-
ing [1, 2, 5]. The contribution of this work is the first ap-
plication of potential-based reward shaping [7] to a complex

Cite as: Multi-Agent, Reward Shaping for RoboCup KeepAway (Ex-
tended Abstract), Sam Devlin, Marek Grześ and Daniel Kudenko, Proc.
of 10th Int. Conf. on Autonomous Agents and Multiagent
Systems (AAMAS 2011), Tumer, Yolum, Sonenberg and Stone (eds.),
May, 2–6, 2011, Taipei, Taiwan, pp. 1227-1228.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

Figure 1: A 3 vs. 2 KeepAway game [8].

MAS, the first application of potential-based advice [3] to
any MAS and the proposal of three, generally applicable,
multi-agent specific categories of domain knowledge.

2. KEEPAWAY
KeepAway [8] is a sub-problem of the complete game of

soccer/football. In this task (see Figure 1), N players (keep-
ers) learn how to keep the ball when attacked by N−1 takers
within a small, fixed area of the football pitch.

Most published learning agents in KeepAway learn the be-
haviour of the Keeper in possession of the ball, but as at any
one time only one agent has possession this research is more
relevant to single-agent reinforcement learning. Instead, we
focus on learning the behaviour of the Takers who must si-
multaneously decide to mark a specific keeper or tackle for
the ball.

3. EMPIRICAL STUDY
Our baseline learner combines the approaches of two ex-

isting published learning takers [4, 6]. Specifically we use the
reward function and state representation of Min et al. [6] and
the SARSA algorithm with tile coding and ε-greedy action
selection method as Iscen and Erogul [4] did. The resulting
takers outperform both existing agents gaining possession
on average in just 4.8 seconds in a game of 3v2 on a pitch
of size 20x20.

To extend this baseline, we treat the agents as black boxes
and simply provide an additional potential-based reward. To
demonstrate both state-based [7] and state-action based [3]
reward shaping, three heuristics were designed:

1. Separation-Based: Encourage takers to spread out.

2. Role-Based: Encourage one taker to tackle, the others
to mark.

3. Combined: The combination of (1) and (2).
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Figure 3: 4v3 at 50x50.

The separation-based heuristic is homogeneous, as all tak-
ers receive the same additional reward at all times, but
the others are heterogeneous, rewarding different behaviours
unique to each taker. The roles assigned are not hard-coded,
only encouraged. Therefore, the taker receiving additional
positive reinforcement to tackle can still learn to deviate
from its assigned role when necessary.

3.1 Results
All graphs presented plot the mean of at least 25 repeats,

with the standard error from the mean illustrated by error
bars. As we are learning the behaviour of the takers trying
to win possession, the episode time the better the agents are
performing.

The results shown have been chosen to represent the ben-
efits of shaping in MAS. Both graphs show shaped agents
that require less time to reach a stable joint policy than the
baseline learner. Furthermore, in Figure 3, we demonstrate
an example of where the joint policy learnt has changed
due to reward shaping. This time the altered exploration
has improved the final performance of the agents but, if the
heuristic had been misleading, the opposite can also occur.

Other results, not shown here due to limited space, show
similar benefits in all combinations of games of 5v4 and 4v3
on pitches of 40x40 and 50x50.

4. CONCLUSION
In conclusion, providing domain knowledge by an addi-

tional potential-based reward to agents affects their explo-
ration. In single-agent reinforcement learning this only af-
fects the time to convergence, but in multi-agent both the
time to convergence and final performance can be changed.

Although the potential functions implemented have used
domain specific knowledge the types of domain knowledge
represented are generally applicable. The knowledge that
keepers and takers should try to stay separate is an example
of knowledge regarding how agents should maintain states
relative to each other. Maintaining a state relative to either
team-mates or opponents is a common type of knowledge
applicable in many MAS. Similarly, having one tackler and
one marker is specific to takers in KeepAway but the knowl-
edge that agents should specialise into roles is also common
in MAS.

Furthermore, neither type of knowledge used for reward
shaping in our experiments explicitly defines the solutions.
Each agent’s policy is still learnt by the agent, the knowledge
only directs the path exploration takes. Therefore, agents
are still free to explore and converge to any equilibrium via
self-learning without being limited to a pre-defined solution.

To close, we have demonstrated the benefits of apply-
ing potential-based reward shaping functions (both state
based [7] and state-action based [3]) when multiple indi-
vidual learners are acting in a common environment and so,
given our recent theoretical guarantees [2], encourage their
use in knowledge-based, multi-agent, reinforcement learning
when suitable heuristics are known.
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ABSTRACT
Decision making and game play in multiagent settings must often
contend with behavioral models of other agents in order to predict
their actions. One approach that reduces the complexity of the un-
constrained model space is to group models that tend to be behav-
iorally equivalent. In this paper, we seek to further compress the
model space by introducing an approximate measure of behavioral
equivalence and using it to group models.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent systems

General Terms
Algorithms, Experimentation

Keywords
decision making, agent modeling, behavioral equivalence

1. INTRODUCTION
Several areas of multiagent systems such as decision making and

game playing benefit from modeling other agents sharing the envi-
ronment, in order to predict their actions. In the absence of con-
straining assumptions about the behaviors of other agents, the gen-
eral space of these models is very large. Multiple researchers have
proposed grouping together behaviorally equivalent (BE) models [2,
6, 7] to reduce the number of possible models. Models that are BE
prescribe identical behavior, and these may be grouped because it
is the prescriptive aspects of the models and not the descriptive that
matter to the decision maker. The basic idea is to cluster behav-
iorally equivalent models of the other agents and select represen-
tative models for each cluster. By doing this, we are able to limit
the model space of the other agents while maintaining the solution
optimality of the modeling agent. One particular decision making
framework in which BE has received much attention is the interac-
tive dynamic influence diagram (I-DID) [5].

I-DIDs are graphical models for sequential decision making in
uncertain multiagent settings. I-DIDs concisely represent the prob-
lem of how an agent should act in an uncertain environment shared
Cite as: Approximating Behavioral Equivalence of Models Using Top-K
Policy Paths (Extended Abstract), Yifeng Zeng, Yingke Chen and Prashant
Doshi, Proc. of 10th Int. Conf. on Autonomous Agents and Mul-
tiagent Systems (AAMAS 2011), Tumer, Yolum, Sonenberg and Stone
(eds.), May, 2–6, 2011, Taipei, Taiwan, pp. 1229-1230.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

with others who may act in possibly similar ways. Previous I-DID
solutions, including both exact and approximate ones, mainly ex-
ploit the concept of BE to reduce the dimensionality of the state
space. For example, Doshi and Zeng [4] minimize the model space
by updating only those models that lead to behaviorally distinct
models at the next time step. While this approach speeds up solu-
tions of I-DIDs considerably and is the state of the art, it doesn’t
scale desirably to large horizons. This is because: (a) models are
compared for BE using their solutions which tend to be policy trees.
As the horizon increases, the size of the policy tree increases expo-
nentially; (b) the condition for BE is quite strict: entire policy trees
of two models must match exactly. While this can be done bottom
up [4], the complexity of this depends on the size of the policy tree.

Progress in the context of BE is possible by grouping models
that are likely to be BE. Because this will potentially result in more
models being clustered, the model space is partitioned into less
number of classes. In this paper, we introduce a way to identify
models that are approximately BE by limiting attention to paths
in a policy tree that are most likely. Models are approximately
BE and may be grouped together if these K most likely policy
paths are identical. Because we focus on a subset of the policy
tree for comparison, more models may be included in a single ap-
proximate BE group. However, computing the probability of an
action-observation path in a multiagent setting requires knowledge
of the actions of the modeling agent as well [3]. We address this
fundamental barrier by utilizing a more probabilistic choice model
for the other agent instead of using the traditional maximum utility
action(s). Specifically, we employ the quantal response model [1]
– fast emerging as a viable alternative choice model for agents –
to compute the policy. Our hypothesis is that by allowing for more
actions (not just those that have maximum utility) we consider a
larger number of possible paths and select the likely paths among
these. In computing the probability of a path, we do not consider
actions of the modeling agent, but those of the other agent only or
those of the subject agent modeled at a lower level by the other.

2. TOP K POLICY PATHS
We label the sequence of actions and observations experienced

by an agent participating in an interaction as a path. Formally, let
hqj = {atj , ot+1

j }qt=1 be the q-length path for an agent j where
oT+1
j is null for a T horizon problem (q ≤ T ). If atj ∈ Aj

and ot+1
j ∈ Ωj , where Aj and Ωj are agent j’s action and ob-

servation sets respectively, then the set of all q-length paths is,
Hq
j = Πq

1(Aj × Ωj). In a two-agent interaction, the probabil-
ity of j experiencing an observation depends on actions of both
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agents. Because an agent’s optimal actions are obtained from its
model (mt

j,l−1 for j andmt
i,l for the subject agent i), we define the

probability of a q-length path in a factored form as shown below:

Pr(hqj) = Πq
t=1Pr(a

t
j |mt

j,l−1)
∑
ai∈Ai Pr(o

t+1
j |ht−1

j , atj , a
t
i)

×Pr(ati|mt
i,l)

(1)
We then define the most probable path of T horizon below.

DEFINITION 1 (MOST PROBABLE PATH). Define the most prob-
able path, hTj , for the level l − 1 agent j as:

hTj = argmax
hTj ∈HTj

Πq
t=1Pr(a

t
j |mt

j,l−1)
∑
ai∈Ai Pr(o

t+1
j |ht−1

j ,

atj , a
t
i)Pr(a

t
i|mt

i,l)

Intuitively,K-most probable paths are then thoseK paths that have
the largest probabilities among all the paths of T horizon.

Although Eq. 1 provides us with a way to compute path proba-
bilities, it requires the solution of the subject agent i’s model (in the
term, Pr(ati|mt

i,l)). This is a fundamental barrier to using the ex-
act path probabilities because agent i’s level l solution is what we
seek and is not known. Clearly, exact path probabilities may not
be available for use in any approach for solving I-DIDs (or other
such frameworks). Another challenge is that the number of paths
grows exponentially with time. However, we address this issue by
focusing on K paths only at every time step.

One way around the problem of computing exact path probabil-
ities is to utilize a quick but inexact solution for i’s model with the
guarantee that optimal actions are given higher utility in the inexact
solution as well. To the best of our knowledge, we are unaware of
such an approximation technique. Instead, we utilize a more prob-
abilistic solution of j’s models that would allow for more paths
considered plausible while continuing to assign higher probabili-
ties to optimal actions, thereby compensating for not knowing i’s
action probabilities. We utilize the quantal response [1] model,
which assigns a probability to each action in proportion to its util-
ity. Formally, the quantal response is defined in Eq. 2:

Pr(atj |mt
j,l−1) =

eλEU(atj)∑
atj∈Aj e

λEU(atj)
(2)

Non-negative parameter λ quantifies the rationality of the actions.
In order to identify the top K paths, we replace the decision

nodes in j’s level l − 1 I-DID (or DID) with the corresponding
chance nodes effectively turning the DID into a dynamic Bayesian
network (DBN). In order to avoid searching over an exponential
number of policy paths, |Aj ||Ωj |T−1 where T is the horizon, we
identify exactlyK paths at every time step. Specifically, at time t =
0, we compute the probabilities for |Aj ||Ωj | action-observation
combinations and select K-most probable ones. Thereafter, at any
time step until T − 1, we compute the probabilities of K|Aj ||Ωj |
paths and selectK most probable paths (as per Def. 1) among them.
Consequently, we obtain K most probable paths while avoiding an
exponential number of path probability computations.

Models that have identical topK paths are grouped together. We
pick a representative model from each group and prune all other
models in the group. All the representative models are retained and
updated. We point out that unlike exact BE, we compare just a sub-
set of the policy paths in order to group the models. On the other
hand, because we use the quantal response the top K paths are not
necessarily the most probable paths in the original policy tree ob-
tained when the maximum expected utility is used. Consequently,
models that were originally BE may not be grouped together. As a

result, we are unable to precisely characterize the error in predict-
ing j’s actions due to this approach.

3. RESULTS
We implemented this approach (TopK) within the framework of

I-DIDs. In order to demonstrate the suitability of using the quan-
tal response model for j’s actions, we implemented a baseline ap-
proach that selects top K paths using randomized response for j’s
actions. In Fig. 1(a), we show that TopK maintains a relatively
high chance of fully intersecting the actual K most probable paths.
Increasing K improves the likelihood as we may expect.
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Figure 1: (a) TopK captures the K-most probable paths with a large
probability in the multiagent tiger problem. (b) TopK scales signifi-
cantly better than DMU to larger horizons. All experiments are run on
a dual processor Xeon 2.0GHz, 2GB memory and WinXP platform.

In Fig. 1(b), we show the reduced running times and improved
scalability of TopK compared with the DMU approach [4] over
three domains. We were able to solve I-DIDs over more than 25
horizon using TopK. More significantly, for the large UAV domain
we achieved solutions to I-DIDs for horizon of more than 10.
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ABSTRACT
An organizational modeling language can be used to specify an
agent organization in terms of its roles, organizational structure,
norms, etc. Using such an organizational specification to organize
a multi-agent system should make the agents more effective in at-
taining their purpose, or prevent certain undesired behavior from
occurring. Agents who want to enter and play roles in an organiza-
tion are expected to understand and reason about the organizational
specification. An important aspect that such organization-aware
agents should be able to reason about is role enactment. In partic-
ular, agents should be able to reflect on whether they have the ca-
pabilities to play a role in an organization. In future work it needs
to be made precise when an agent can be said to have a certain ca-
pability, and how an agent can reflect on its capabilities. This is
necessary for programming role enactment in organization-aware
agents.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial Intelligence—
Intelligent agents, languages and structures; F.3.2 [Logics and
Meaning of Programs]: Semantics of Programming Languages

General Terms
Theory, Languages

Keywords
Organizational Modelling Languages, Organization-Aware Agents

1. INTRODUCTION
An organizational modeling language can be used to specify an

agent organization in terms of its roles, organizational structure,
norms, etc. (see, e.g., [2, 4]). Such an organizational specification
abstracts from the individual agents that will eventually play the
roles in the organization. Using an organizational specification is a
sine qua non for creating open multi-agent organizations that allow
agents to join or leave the organization.

Agents who want to enter and play roles in an organization are
expected to understand and reason about the organizational speci-
fication, if they are to operate effectively and flexibly in the orga-
nization. Agents that are capable of such organizational reasoning
Cite as: Reflection about Capabilities for Role Enactment (Extended Ab-
stract), van Riemsdijk, Dignum, Jonker, Aldewereld, Proc. of 10th Int.
Conf. on Autonomous Agents and Multiagent Systems (AAMAS
2011), Tumer, Yolum, Sonenberg and Stone (eds.), May, 2–6, 2011, Taipei,
Taiwan, pp. 1231-1232.
Copyright © 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

and decision making are called organization-aware agents [6]. Our
broader aim is the development of languages and techniques for
programming organization-aware agents.

An important aspect that organization-aware agents should be
able to reason about is role enactment. In particular, an agent has
to reason about whether it wants to play a role and whether it has
the capabilities to behave as the role requires. Here we focus on
the latter. We are in particular interested in how agents can be pro-
grammed to perform such reasoning and take this into account in
their decision making about role enactment.

In order to investigate how to program this kind of reasoning, we
propose to develop a general pattern for modelling capabilities in
the OperA organizational modelling language, in which we distin-
guish several capability types. We propose that agents should be
able to reflect on their capabilities using their beliefs. These in-
vestigations will contribute to the development of languages and
techniques for programming organization-aware agents.

2. BLOCKS WORLD FOR TEAMS
The Blocks World For Teams (BW4T) simulated environment

[5] has been developed as a testbed for human-agent/robot team-
work. The environment consists of nine rooms that are connected
through halls. Colored blocks are placed inside the rooms. Simu-
lated robots should work together to pick up blocks from the rooms,
bring them to the so-called drop zone and put them down there, in
the specified color sequence. Blocks only become visible once a
robot enters the room where these blocks are. Robots cannot see
each other. Once a robot enters a room (including the drop zone),
no other robots can enter. Blocks disappear from the environment
when dropped in the hall or in the drop zone. Robots can be con-
trolled by agents or humans, thereby providing the possibility to
investigate human-agent robot teamwork. Here we consider agent-
only teams since human-agent interaction is not the focus of this
paper.

An interface that allows GOAL agents to control the simulated
robots has been developed using the Environment Interface Stan-
dard (EIS) [1]. Broadly speaking, this standard specifies that agents
can control entities in the environment through actions, and agents
can observe the environment through percepts that are sent from
the environment to the agents. The actions made available to agents
are, e.g., goTo(<Place>) to move to the specified place (a room,
the drop zone or a hall) and pickUp to pick up a block (the robot
has to be close to the block). Percepts made available to agents
are, for example, at(<Me>,<Place>) which specifies in which
place the robot currently is, and color(<Block>,<Color>)
which is sent once an agent enters the room where <Block> is
located.
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3. ORGANIZATIONAL SPECIFICATION
The OperA framework [2] proposes an expressive way for defin-

ing open organizations distinguishing explicitly between the orga-
nizational aims and the agents who act in it. That is, OperA enables
the specification of organizational structures, requirements and ob-
jectives independently from any knowledge on the properties or ar-
chitecture of agents, which allows participating agents to have the
freedom to act according to their own capabilities and demands.

The OperA framework consists of three interrelated models. Here
in particular the Organizational Model (OM) is relevant. This is the
result of the observation and analysis of the domain and describes
the desired behaviour of the organization, as determined by the or-
ganizational stakeholders in terms of roles, objectives, norms, inter-
actions and ontologies. The design and validation of OperA OMs
can be done with the OperettA tool [3]. The OM provides the over-
all organization design that fulfills the stakeholders requirements.

Figure 1 shows the social structure of the BW4T organization,
and the corresponding role descriptions for the Searcher and
Deliverer roles. The arcs in the social structure diagram define
the dependency relations between the roles. These dependencies
indicate how the distribution of objectives in the organisation is
realized. The arcs are labelled with the objectives for which the
parent role depends on the child role. OperA identifies three types
of role dependencies: bidding [Market], request [Network], and
delegation [Hierarchy].

In the BW4T example, the organizational objective of collecting
the colored blocks in a particular color order is split over the two
roles in the organization; the Searchers are responsible for check-
ing all rooms for the blocks and providing the information about
block locations and colors to other agents (allRoomsChecked), and
the Deliverers are responsible for picking up the blocks of the cor-
rect color and dropping them at the drop zone (allBlocksDelivered).
The deliverers thus depend on the searchers for finding the correct
blocks, and the searchers depend on the deliverers for collecting the
blocks and bringing them to the drop zone.

The Gatekeeper role is not specific to the BW4T domain, but
must be present in every OperA organizational model. The gate-
keeper is responsible for admitting agents to the organization by
means of asking agents about their capabilities and assigning roles
to agents on the basis of this. This is why the Gatekeeper role
has been marked as internal (“In”) in the social structure, which
means that the agent(s) enacting this role are to be programmed by
the designer of the organization herself, while the other roles are
marked as external (“Ex”). The latter kind of role can be played by
agents that are designed independently from the society. Individ-
ual agents consider joining an organization when they believe that
the enactment of role(s) will contribute to the achievement of some
of their own goals. When an agent applies, and is accepted for a
role, it commits itself to the realization of the role’s objectives and
it should function within the society according to the constraints
applicable to its role(s). This means that agents need to be able to
interpret the specification of the role and take this into account in
their decision making. These processes are specified in the interac-
tion structure. The social contracts generated in the Social Model
are the result of the these processes.

The normative structure enables the definition of norms that spec-
ify desired behavior that agents should exhibit when playing the
role. Examples of norms in the BW4T domain are the obligation
for deliverers to inform others of the blocks that they placed in
the drop zone, and the prohibition that more than one searcher is
present in the same room at any given moment. In particular, we
propose that norms can be used to express which capabilities an
agent should have for playing a certain role.

Figure 1: Role dependencies (top), properties of Searcher (mid-
dle) and Deliverer (bottom).

In order to reason about role enactment, agents should be able
to reflect on the capabilities that they have. In future work it needs
to be made precise when an agent can be said to have a certain
capability, and how an agent can reflect on its capabilities. This is
necessary for programming role enactment in organization-aware
agents.
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INTRODUCTION
Human users planning for multiple objectives in coalition environ-
ments are subjected to high levels of cognitive workload, which
can severely impair the quality of the plans created. The cognitive
workload is significantly increased when a user must not only cope
with a complex environment, but also with a set of unaccustomed
rules that prescribe how the coalition planning process must be car-
ried out. In this context, we develop a prognostic assistant agent
that takes a proactive stance in assisting cognitively overloaded hu-
man users by providing timely support for normative reasoning–
reasoning about prohibitions and obligations.

Existing work on automated norm management relies on a deter-
ministic view of the planning model [1], where norms are specified
in terms of classical logic; in this approach, violations are detected
only after they have occurred, consequently assistance can only be
provided after the user has already committed actions that caused
the violation [3]. By contrast, our agent predicts potential future vi-
olations and proactively takes action to help prevent the user from
violating the norms.

Here, we introduce the notion of prognostic normative reason-
ing so that the agent can reason about norm-compliant planning in
advance. In order for that, we use probabilistic plan recognition
to predict the user’s future plan steps based on the user’s current
∗This research was sponsored by the U.S. Army Research Laboratory and
the U.K. Ministry of Defence and was accomplished under Agreement
Number W911NF-09-2-0053. The views and conclusions contained in this
document are those of the author(s) and should not be interpreted as repre-
senting the official policies, either expressed or implied, of the U.S. Army
Research Laboratory, the U.S. Government, the U.K. Ministry of Defence
or the U.K. Government. The U.S. and U.K. Governments are authorized to
reproduce and distribute reprints for Government purposes notwithstanding
any copyright notation hereon.
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Int. Conf. on Autonomous Agents and Multiagent Systems (AAMAS
2011), Yolum, Tumer, Stone and Sonenberg (eds.), May, 2–6, 2011, Taipei,
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behavior and the changes in her environment. As the environment
changes the agent’s prediction is continuously updated, and thus its
plan for remedial actions must be frequently revised during execu-
tion. In order to address this issue, our agent system supports a
full cycle of autonomy including planning, execution, and replan-
ning. This paper is specifically focused on the agent’s prognostic
normative reasoning.

PROGNOSTIC NORMATIVE REASONING
Our approach integrates plan recognition with normative reason-
ing. To illustrate our approach, we use a peacekeeping scenario,
whereby military forces cooperate with various humanitarian coali-
tion partners including the United Nations and Non-Governmental
Organizations (NGOs). In this context, we consider the rules that
regulate NGO operations in conflict areas, e.g., an armed escort is
required to transport relief supplies through certain routes.

Probabilistic plan recognition
From observing a user’s current activities, the agent predicts the
user’s future activities as follows. We assume that a user’s planning
problem is given as a Markov Decision Process (MDP). Based on
the assumption that a human user generally reasons about conse-
quences and makes decisions to maximize her long-term rewards,
we utilize an optimal stochastic policy of the MDP to predict a
user’s future activities.

The plan recognition algorithm is a two-step process. In the first
step, the algorithm estimates a probability distribution over a set of
possible goals. We use a Bayesian approach that assigns a proba-
bility mass to each goal according to how well a series of observed
user actions is matched with the optimal plan toward the goal. We
assume that the agent can observe a user’s current state and action.
Let Ot = s1, a1, s2, a2, ..., st, at denote a sequence of observed
states and actions from time steps 1 through t where st and at de-
note the user state and action, respectively, at time step t.

When a new observation is made, the agent updates, for each
goal g, the conditional probability p(g|Ot) that the user is pursu-
ing goal g given the sequence of observations Ot. The conditional
probability p(g|Ot) can be rewritten using Bayes’ rule as:

p(g|Ot) =
p(s1, a1, ..., st, at|g)p(g)∑

g′∈G p(s1, a1, ..., st, at|g′)p(g′) . (1)

By applying the chain rule, we can write the conditional probability
of observing the sequence of states and actions given a goal as:

p(s1, a1, ..., st, at|g) = p(s1|g)p(a1|s1, g)p(s2|s1, a1, g)

... p(st|st−1, at−1, ..., g).

1233



We replace the probability p(a|s, g) with the user’s stochastic pol-
icy πg(s, a) for selecting action a from state s given goal g. By the
MDP problem definition, the state transition probability is indepen-
dent of the goals. Due to the Markov assumption, the state transi-
tion probability depends only on the current state, and the user’s
action selection on the current state and the specific goal. By using
these conditional independence relationships, we get:

p(s1, a1, ..., st, at|g) = p(s1)πg(s1, a1)p(s2|s1, a1)

... p(st|st−1, at−1), (2)

By combining Equations 1 and 2, the conditional probability of a
goal given a series of observations can be obtained.

In the second step, we sample likely user actions in the current
state according to a stochastic policy of each goal weighted by the
conditional probability from the previous step. Subsequently, the
next states after taking each action are sampled using the MDP’s
state transition function. From the sampled next states, user actions
are recursively sampled, generating a tree of user actions known
here as a plan-tree. The algorithm prunes the nodes with probabili-
ties below some threshold. A node in a plan-tree can be represented
in a tuple 〈t, s, l〉 representing the depth of the node (i.e.the num-
ber of time steps away from the current state), a predicted user state,
and an estimated probability of the state visited by the user, respec-
tively. Example 1 shows a segment of plan-tree indicating that the
user is likely be in area 16 with probability .8 or in area 15 with
probability .17 at time step t1.

EXAMPLE 1. 〈〈t1, (area = 16), .8〉, 〈t1, (area = 15), .17〉〉
Normative reasoning
After predicting a user’s plan, the agent evaluates the predicted plan
according to a set of normative regulations to prevent any potential
violations. Norms generally define constraints that should be fol-
lowed by the members in a society at particular points in time in
order for them to be compliant with societal regulations. Formally,

DEF. 1 (NORM). A norm is a tuple 〈ν, α, µ〉, where the de-
ontic modality ν ∈ {O,F} and O and F denote obligations and
prohibitions, respectively; α is a formula specifying when the norm
is relevant to a state (context condition); and µ, a formula specify-
ing the constraints imposed on an agent when the norm is relevant
(normative condition).

EXAMPLE 2. An intelligence message notifies that regions 3,
16 and 21 are unsafe. The norm, denoted by ιescort, that an NGO
is obliged to have an armed escort can be expressed as:

ιescort = 〈O, area ∈ {3, 16, 21}, escort = granted〉.
DEF. 2 (SATISFIABILITY). A context condition α or a nor-

mative condition µ containing variables {ϕk . . . ϕm} ⊆ ~ϕ with
specified domains dϕk , . . . dϕm is satisfiable in state s (so that s |=
α) if the value assigned to the variables in state s is within the do-
main specified for the variables in conditionα, so that ∀ϕj ∈ α.(ϕj =
v) ∧ (v ∈ dϕj ).

When a state is relevant to a norm – i.e., the norm’s context
condition is satisfied in the state – a normative condition is eval-
uated to determine the state’s compliance, which depends on the
deontic modality of the norm. Specifically, an obligation is vio-
lated if the normative condition µ is not supported by state s; i.e.,
s 6|= µ. For instance, considering norm ιescort in Example 2, given
state s = {(area = 16), (escort = init)} the violation detection
function violation(s, ιescort) would return 1, denoting that norm
ιescort is violated in state s.

Given a predicted user plan in a plan-tree, the norm reasoner
traverses each node in the plan-tree and evaluates the associated
user state for any norm violations. For each state that violates a
norm the agent needs to find a state that is compliant with all norms;
i.e., for each state s where violating(s, ·) = 1, the agent is to find
the nearest state g that satisfies violating(g, ∗) = 0. Here, the
distance between two states is measured by the number of variables
whose values are different.

Since norm violations occur as the result of certain variables in
the state space being in particular configurations, finding compliant
states can be intuitively described as a search process for alternative
value assignments for the variables in the normative condition such
that norms are no longer violated, which is analogous to search
in constraint satisfaction problems. When a norm-violating state
is detected, the norm reasoner searches the nearby state space by
trying out different value assignment combinations for the agent-
variables. For each altered state, the norm reasoner evaluates the
state for norm compliance. The current algorithm is not exhaustive,
and only continues the search until a certain number of compliant
states, say m, are found.

When compliant state g is found for violating state s, state g be-
comes a new goal state for the agent, generating a planning problem
for the agent such that the agent needs to find a series of actions to
move from initial state s to goal state g. The goals that fully comply
with norms are assigned with compliance level 1. When a search
for compliant states fails, the agent must proactively decide on re-
medial actions aimed at either preventing the user from going to a
violating state, or mitigating the effects of a violation. In the norm
literature these are called contrary-to-duty obligations [2]. For in-
stance, a contrary-to-duty obligation in the escort scenario can be
defined such that if a user is about to enter a conflict area without
an escort, the agent must alert the user of the escort requirement.
For such partial compliance cases, we assign compliance level 2.

EXAMPLE 3. Let the domain of variable escort be: {init ,
requested , granted , denied , alerted}. Given a predicted plan-
tree in Example 1, if variable escort for area 16 has value init
indicating an escort has not been arranged, the agent detects a
norm violation and thus searches for a compliant state as follows.
By alternating values, we get two compliant states, where state
(granted) is fully compliant while state (alerted) is partially com-
pliant – as it complies with the contrary-to-duty obligation. As a
result, a newly generated planning problem is passed to the planner
module as follows: 〈init , {(granted , 1), (alerted , 2)}〉.

CONCLUSION
The main contributions of this paper are the following. We devel-
oped a proactive assistant agent architecture where the agent au-
tonomously identifies and performs new tasks in a principled way
by integrating probabilistic plan recognition with reasoning about
norm compliance. We introduced the notion of prognostic norm
reasoning to predict the user’s likely normative violations, allow-
ing the agent to plan and take remedial actions before the violations
actually occur. To the best of our knowledge, our approach is the
first that manages norms in a proactive and autonomous manner.

REFERENCES
[1] S. Modgil, N. Faci, F. Meneguzzi, N. Oren, S. Miles, and M. Luck. A

framework for monitoring agent-based normative systems. In Proc. of
AAMAS, pages 153–160, 2009.

[2] H. Prakken and M. J. Sergot. Contrary-to-duty obligations. Studia
Logica, 57(1):91–115, 1996.

[3] K. Sycara, T. Norman, J. Giampapa, M. Kollingbaum, C. Burnett,
D. Masato, M. McCallum, and M. Strub. Agent support for
policy-driven collaborative mission planning. The Computer Journal,
53(5):528–540, 2010.

1234



Virtual Agent Perception in Large Scale Multi-Agent Based
Simulation Systems

(Extended Abstract)
Dane Kuiper

University of Texas at Dallas
800 West Campbell Road
Richardson, Texas, USA
kuiper@utdallas.edu

Rym Z. Wenkstern
University of Texas at Dallas

800 West Campbell Road
Richardson, Texas, USA
rymw@utdallas.edu

ABSTRACT
In this paper we discuss virtual agent perception in large
scale open environment based MABS.
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1. INTRODUCTION
A perception system that models human sensory systems

is critical for simulating virtual agents evolving in open en-
vironments (i.e., inaccessible, non-deterministic, dynamic,
continuous). With respect to vision, until recently, very
few realistic virtual agent vision perception techniques have
been discussed in the literature. Most MABS have tack-
led the vision perception problem by providing agents with
global environmental knowledge. Even though this approach
is straightforward and easy to implement, it is unfit to sim-
ulate realistic scenarios. In this paper, we present efficient
vision and vision obstruction algorithms, which are entirely
implemented within the DIVAs Framework. We run ex-
perimentations regarding efficiency of the algorithms, and
present and evaluate our results.

2. SURVEY
Perception, specifically the vision sense, plays an impor-

tant role in realistic multi-agent simulations. Researchers
and developers have approached the vision problem from
three various perspectives. The most common approach con-
sists of providing agents with global environmental knowl-
edge [2]. Another approach consists of providing agents with
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environmental global knowledge at initialization time, and
then allowing them to dynamically perceive information and
act on their perceptions. Finally, the third approach consists
of not allowing agents to access any global knowledge, and
requiring them to make all decisions based on information
perceived in simulated real-time. [3, 4]

There has also been extensive agent perception work on
synthetic vision. However the nature of the problem is dif-
ferent. Synthetic vision algorithms focus on extracting data
from images. Our work is unique in that our system pro-
vides the agents with no access to any global knowledge and
requires all agents to perceive their environment through the
perception module in order to gain knowledge. Our vision
and vision obstruction algorithms are designed for use with
large-scale open environments within the DIVAs framework
and are fully configurable regarding desired accuracy.

3. DIVAS VISION ALGORITHM
DIVAs (Dynamic Information Visualization of Agent sys-

tems) is a large scale distributed multi-agent system frame-
work for the specification and execution of large scale dis-
tributed simulations where agents are situated in an open
environment [1]. In this section we discuss a new algorithm
and implementation of a vision sensor module for the DIVAs
perception system. The main goal is to create a visual per-
ception sensor module that is very efficient while continuing
to provide realistic and useful data. The user has full con-
trol over how accurate the visual perception module can be.
Accuracy is controlled via user settings for bounding boxes
and our approximated vision cone. Bounding boxes can save
many calculations by approximating highly complex objects.
This is done by creating a simple box around the object and
using that box for testing. Using our approximated vision
cone also greatly increases efficiency.

3.1 The DIVAs Vision Algorithm
The DIVAs Vision Algorithm uses a set of steps to deter-

mine if an item is visible.

Step (1) Run the DIVAs Vision Algorithm to test all ob-
jects received from the environment to see if they are
possibly visible.

Step (2) Run the DIVAs Obstruction Algorithm on objects
that are possibly visible from step (1).

Due to space requirements, we will focus on the DIVAs
Obstruction Algorithm.
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4. DIVAS OBSTRUCTION ALGORITHM
An obstruction is an item that prevents another item from

being seen. Based on the DIVAs Vision algorithm, each
agent’s vision is determined by its vision cone. But if, for
example, there is a large wall directly in front of the agent,
this wall would prevent the agent from seeing anything be-
hind it.

With the DIVAs Vision algorithm, any object situated
within the agent’s cone of vision is visible by the agent, even
if it is obstructed by a larger object. Hence, to implement
a realistic vision system, it is necessary to complement our
vision algorithm with an obstruction processing procedure.
One simple way of addressing obstruction is to check if each
item is being obstructed by every other item. Let λ be the
number of items. The algorithm is:

For (i = 0 to λ){For (j = 0 to λ){Check-Obstruct(i,j)}}
We refer to this algorithm as Basic Obstruction Algorithm.

This simple algorithm runs in time c · λ2, where c = the
time to check an obstruction. Obviously in a large simula-
tion with 1000s or more agents, a λ2 algorithm is not ideal.
The DIVAs Vision Obstruction Algorithm takes advantage
of the following properties of obstructions in order to im-
prove speed:

1. Only visible items need to be tested for obstruction.
Something an agent cannot see is unable to obstruct
the agent from seeing anything. Hence, we first run
the basic DIVAs Vision algorithm to determine which
items are even worth considering. This improves the
algorithm runtime from λ2 to x2 where x is the number
of items returned by the basic DIVAs Vision algorithm.

2. Check the nearest and furthest points of each item. If
an item’s nearest point is further than another item’s
furthest point, then the further item cannot obstruct
the nearer item.

3. Remove items that have already been shown to be ob-
structed from further testing. If it is known that item
A is obstructed by larger item B, than checking if item
A obstructs anything is not necessary.

However, even with these optimizations, a ”perfect” vision
algorithm would be extremely slow. So while we utilize these
optimizations, the DIVAs Obstruction Algorithm also uti-
lizes a cone-based line segment algorithm with Bounding
Boxes around items. Each line segment in the vision cone
will always intersect the closest item first. Any intersections
beyond this first intersection are meaningless, since the first
item intersected obstructs any further vision.

We now introduce the DIVAs Vision Obstruction Algo-
rithm.

1. Run the DIVAs Vision algorithm on the λ items. This
algorithm returns a list of probable visible items X[n],
where n is the number of items that will considered for
obstruction testing. In our testing, n is usually much
smaller than λ.

2. For each of these n items in X, calculate their Bound-
ing Box.

3. Continue by calculating the line segments of the ap-
proximate agent’s vision cone. We then check each

line segment against each of the 6 Bounding Box faces
of every item. For each line segment, only the closest
item intersected is saved. At the end, this item is con-
sidered visible. Any item without any intersections is
obstructed and not visible.

4. Test one extra line segment directly at the center of
each item that is not hit by any line segments. During
earlier calculations, the agent keeps a list of all items
that have not been intersected by any line segment.
After finishing all earlier steps, only then is the single
extra line segment used. This step will eliminate most
falsely obstructed small items. The time added by this
step is usually constant (0-5 extra line segments are
used.)

4.1 Obstruction Algorithm Results
In order to evaluate the strengths of the DIVAs Obstruc-

tion Algorithm, we run the Basic Obstruction Algorithm
and the DIVAs Obstruction Algorithm on a DIVAs environ-
ment structured with a self-organizing cell hierarchy. We
compared results using the number of intersection tests as
a measure. We found through extensive testing that our
approximation retained near perfect results while increasing
speed by up to 9800%.

5. CONCLUSION
This paper has discussed Virtual Agent perception in large

scale MABS. We covered efficient techniques for calculat-
ing vision and vision obstruction for Virtual Agents. Our
results showed that efficiency improved by over 9800% in
some scenarios. Future work includes continuing to increase
efficiency of current vision techniques. Since our vision and
obstruction algorithms are user configurable for accuracy,
we would like to develop an automated accuracy balancing
method. For example, depending on available processing
resources, the system could either increase or decrease accu-
racy of the approximation.
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ABSTRACT
This paper tackles the problem of exchanging arguments in
negotiation dialogues, and provides first characterizations of
the outcomes of such rich dialogues.
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1. INTRODUCTION
Negotiation is a process aiming at finding some compro-

mise or consensus on an issue between two or several agents.
Since early nineties, the importance of exchanging argu-
ments during negotiation dialogues has been emphasized and
several works have been carried out (see [3] for a survey).
The basic idea is to allow agents not only to exchange of-
fers but also reasons that support these offers in order to
mutually influence their preferences, and consequently the
outcome of the dialogue. These works are unfortunately
still preliminary. Before work [1], it was not yet clear how
new arguments may have an impact on the agent who re-
ceives them. In [1], it has been shown that the theory of an
agent may evolve when new arguments are received. How-
ever, there is still no characterization of the outputs of an
argument-based negotiation. The notion of optimal solu-
tion in such dialogues is unclear. This makes it difficult to
evaluate the quality of any dialogue protocol.

This paper characterizes the outputs of an argument-based
negotiation dialogue. It distinguishes between local solutions
which are optimal solutions at a given step in a dialogue and
global solutions which are the ideal solutions.
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2. AGENT THEORY
This section presents the argumentation model that is

used by each agent for evaluating and comparing offers.

Definition 1. An agent’s theory is a tuple T = (O,A =
Ae ∪ Ao,R,≥,F) where O is a set of offers, Ae is a set
of epistemic arguments, Ao is a set of practical arguments,
R ⊆ A × A is an attack relation, ≥ ⊆ A × A is a partial
preorder on A and F : O 7→ 2Ao s.t. ∪F(oi) = Ao and for
all oi, oj ∈ O, if oi 6= oj , then F(oi) ∩ F(oj) = ∅.

Arguments are evaluated using a credulous semantics, like
stable semantics proposed in [2].

Definition 2. A set E ⊆ A is a stable extension of a theory
T = (O,A = Ae ∪ Ao,R,≥,F) iff: i) @a, b ∈ E s.t. aRb,
ii) ∀a ∈ A \ E , ∃b ∈ E such that bRa and not (a > b). Let
Ext(T ) be the set of all stable extensions of T .

A status is associated to each offer as follows.

Definition 3. Let T = (O,A = Ae ∪ Ao,R,≥,F) be an
agent theory and o ∈ O. The offer o is acceptable iff ∃a ∈
F(o) s.t. a ∈ E , ∀E ∈ Ext(T ). It is rejected iff F(o) 6= ∅
and ∀a ∈ F(o), @E ∈ Ext(T ) s.t. a ∈ E . It is non-supported
iff F(o) = ∅. It is negotiable otherwise. Let Oa(T ) (resp.
Or(T ), Ons(T ), On(T )) denote the set of acceptable (resp.
rejected, non-supported, negotiable) offers in theory T .

It is easy to check that O = Oa(T ) ∪ Or(T ) ∪ On(T ) ∪
Ons(T ). From this partition, a basic ordering � on the set
O (i.e. � ⊆ O×O) is defined. The idea is that any accept-
able offer is preferred to any negotiable offer, any negotiable
offer is preferred to any non-supported offer which in turn is
preferred to any rejected offer. We abuse notation and write
for instance Oa(T ) � On(T ).

Definition 4. Let T = (O,A = Ae ∪ Ao,R,≥,F) be an
agent theory. Oa(T ) � On(T ) � Ons(T ) � Or(T ) hold.

3. NEGOTIATION OUTCOMES
We assume that negotiation takes place between two agents,

denoted by Ag1 and Ag2. Each agent Agi is equipped with
a theory Ti = (O,Ai,Ri,≥i,Fi) which is used for comput-
ing the preference relation �i on the set O. The set Ai is
a subset of a universal set AL of arguments built from a
logical language L. Relation Ri is a subset of RL where
RL ⊆ AL × AL. However, we assume that ≥i is defined
over the whole set AL. The two agents are supposed to
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share the same set of offers. In order to define the outcomes
of a negotiation, we need to define the notion of dialogue.

Definition 5. A negotiation dialogue is a finite sequence
of moves d = (m1, . . . ,ml) s.t. mi = (xi, yi, zi), where xi
is either Ag1 or Ag2, yi ∈ AL ∪ {θ}, zi ∈ O ∪ {θ}1, and
yi 6= θ or zi 6= θ. If ∀i = 1, . . . , l, yi = θ, then d is said
non-argumentative. It is argumentative otherwise.

Note that at each step t of a dialogue, the theory of each
agent may evolve. The original set of arguments is aug-
mented by the new arguments received from the other party,
and the attack relation is modified consequently. We denote
by T ti = (O,Ati,Rti,≥ti,F ti ) the theory of agent i at a step t
of a dialogue and T 0 her theory before the dialogue.

The following property shows that the theory of an agent
does not change in case of non-argumentative dialogues.

Property 1. If a dialogue d = (m1, . . ., ml) is non-
argumentative, then ∀j ∈ {1, . . . , l} it holds that �0

1 = �j1
and �0

2 = �j2.

Let us now analyze the different solutions of a dialogue.
The best solution for an agent at a given step of a dialogue
is that which suits best her preferences.

Definition 6. An offer o ∈ O is an accepted solution for
agent Agi at step t of a dialogue d iff o ∈ Oa(T ti ).

Note that an offer may be accepted for one agent but not
for the other. Such offer is certainly not a solution of the
dialogue. A local solution at a given step is an offer which
is accepted for both agents at that step. We use the term
“local” because such an offer is accepted locally in time - it
may have been rejected before, or may become rejected after
several steps. Such a solution does not always exist.

Definition 7. An offer o ∈ O is a local solution at a step
t of dialogue d iff o ∈ Oa(T t1 ) ∩ Oa(T t2 ).

Note that a local solution is not necessarily reached in a
dialogue i.e. it is not necessarily the dialogue outcome. In
order to be so, an efficient dialogue protocol should be used.
The following result characterizes the situation where there
exists a local solution.

Property 2. There exists a local solution iff there exist
sets of arguments A′1 ⊆ A0

1 and A′2 ⊆ A0
2 s.t.

Oa(O,A0
1∪A′2,R1,≥1,F1) ∩ Oa(O,A′1∪A0

2,R2,≥2,F2) 6= ∅.
The next result studies the situation when agents do not

have to agree on everything but they agree on the arguments
related to a given part of the negotiation, which is separated
from other problems. If the first agent owns more informa-
tion than the second, then there exists a dialogue in which
the second will agree with the first one.

Property 3. Let A′ ⊆ A0
1 ∪ A0

2 be s.t. ≥1 |A′ =≥2 |A′
and let A′ be not attacked by arguments of A \ A′. If A0

1 ∩
A′ ⊇ A0

2 ∩A′ and ∃a ∈ F(o) ∩A0
1 ∩A′ s.t. a is accepted in

T 0
1 then there exists a negotiation dialogue d = (m1, . . . ,ml)

s.t. o is a local solution at step t.

1Let m = (x, y, z) be a move. If y = θ (resp. z = θ), this
means that an argument (resp. an offer) is not uttered.

The next result studies the case when ≥ is complete and
antisymmetric. In this case, we provide a condition under
which there exists a local solution.

Property 4. Let ≥1 and ≥2 be complete and antisym-
metric preorders. If there exist sets A′1 ⊆ A0

1 and A′2 ⊆ A0
2,

∃o ∈ O, ∃a1 ∈ (A0
1 ∪ A′2) ∩ F(o), ∃a2 ∈ (A0

2 ∪ A′1) ∩ F(o),
s.t. @ odd chain of attacks x1RLx2, x2RLx3, . . . , x2k+1RLa1

with x1, x2, . . . x2k ∈ A0
1 ∪ A′2 and x1 >1 x2 >1 . . . >1 a1

and @ odd chain of attacks y1RLy2, y2RLy3, . . . , y2k+1RLa2

with y1, y2, . . . yk ∈ A0
2 ∪ A′1 and y1 >2 y2 >2 . . . >2 a2k,

then there exists a local solution.

The two previous solutions are time-dependent. An offer
may, for instance, be a local solution at step t but not at step
t+ 1. In what follows, we propose two other solutions (one
for a single agent and one for a dialogue) which are not time-
dependent. They represent respectively the optimal solution
for an agent and the ideal solution of a dialogue. An offer
is an optimal solution for an agent iff she would choose that
offer if she had access to all arguments owned by all agents.

Definition 8. An offer o ∈ O is an optimal solution for
agent Agi iff o ∈ Oa(T ) where T = (O,A0

1 ∪A0
2,Ri,≥i,Fi)

with Ri ⊆ (A0
1 ∪ A0

2)× (A0
1 ∪ A0

2).

The following property shows that if an offer is optimal for
an agent, then there exists a dialogue in which that solution
is accepted for that agent at a given step.

Property 5. If o is an optimal solution for an agent,
then there exists a dialogue d = (m1, . . . ,ml) s.t. o is ac-
cepted for that agent at step l.

If both agents agree when all information has been exchanged,
they can obtain an ideal solution.

Definition 9. An offer o ∈ O is an ideal solution iff o ∈
Oa(O,A0

1 ∪ A0
2,R0

1 ∪ R0
2,≥1,F1) ∩ Oa(O,A0

1 ∪ A0
2,R0

1 ∪
R0

2,≥2,F2).

The next property shows that if an ideal solution exists,
then it is a local solution for a dialogue.

Property 6. If o is an ideal solution then there exists a
dialogue d = (m1, . . . ,ml) s.t. o is a local solution at step l.

It is natural to expect that for two agents with same be-
liefs and goals an exchange of arguments can ameliorate the
chance of finding a solution. Moreover, if the first agent has
more information, he can influence the second one.

Property 7. Let ≥1=≥2, A0
1 ⊇ A0

2. If o is an accepted
solution for Ag1 at step t = 0, then o is an ideal solution.
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ABSTRACT
Norms or conventions can be used as external correlating
signals to promote coordination between rational agents and
hence have merited in-depth study of the evolution and eco-
nomics of norms both in the social sciences and in multia-
gent systems. While agent simulations can be used to gain
a cursory idea of when and what norms can evolve, the es-
timations obtained by running simulations can be costly to
obtain, provide no guarantees about the behavior of a sys-
tem, and may overlook some rare occurrences. We use a
theoretical approach to analyze a system of agents playing a
convergence game and develop models that predict (a) how
the system’s behavior will change over time, (b) how much
time it will take for it to converge to a stable state, and (c)
how often the system will converge to a particular norm.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Multiagent systems

General Terms
Measurement, Performance, Verification

Keywords
norm emergence, convergence

1. INTRODUCTION
The systematic study and development of robust mecha-

nisms that facilitate emergence of stable, efficient norms via
learning in agent societies promises to be a productive re-
search area that can improve coordination in agent societies.
Correspondingly, there has been a number of recent, mostly
empirical, investigations in the multiagent systems literature
on norm evolution under different assumptions about agent
interaction frameworks, society topology, and observation
capabilities [1, 2]. There is an associated need to develop an-
alytical frameworks that can predict the trajectory of emer-
gence and convergence of society-wide behaviors. Toward
this end, we mathematically model the emergence of norms

Cite as: Modeling the emergence of norms (Extended Abstract), Logan
Brooks, Wayne Iba and Sandip Sen,Proc. of 10th Int. Conf. on Au-
tonomous Agents and Multiagent Systems (AAMAS 2011),
Tumer, Yolum, Sonenberg and Stone (eds.), May, 2–6, 2011, Taipei, Tai-
wan, pp. 1239-1240.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

in societies of agents who adapt their likelihood of choosing
one of a finite set of options based on their experience from
repeated one-on-one interactions with other members in the
society. The goal is to study both the process of emergence
of norms as well as predict the likely final convention that is
going to emerge if agents had preconceived biases or inclina-
tions for certain options. We develop two different mathe-
matical models under different interaction assumptions and
validate model predictions using extensive simulations.

2. PREDICTING NORM EMERGENCE
Consider a population of agents faced with a scenario

where an agent interacts with exactly one other agent and
each selects one of two actions (for example, driving on the
right side of the road or the left). The goal for the agents is
to interact in a coordinated manner; based on the outcome
of their interaction (coordination or conflict), they adjust
their predispositions to their selected actions.

In our models, an agent consists solely of a single num-
ber, pi, representing the bias or probability of selecting one
particular action. Agents select the other action with the
complementary probability, (1− pi). In our first model, ev-
ery agent interacts with one other agent on every time step
via n/2 random pairings for a population of n agents.

Based on the outcome of the interaction, the agent’s bias
is updated according to an update rule: pi(t+1) = pi(t)±x,
where x, 0 < x < 1.0, may be thought of as the learning rate
and is typically small (e.g., 0.01). This constant update
is added so as to increase the likelihood of the action just
chosen when it led to coordination, and is subtracted to
decrease the action likelihood when it led to a conflict.

2.1 Full pairwise interaction
The expected fraction of agents from a population that

will be coordinating with one another can be computed as
C = 1

n

∑n
i=1 ci, where ci is the probability that an agent i

coordinates. In turn, we can define ci = pip̄î+(1−pi)(1−p̄î),
where pi is the probability agent i drives on the right and p̄î

is the corresponding average likelihood across the population
after removing the contribution of pi from the population’s
average, p̄. Note, p̄î can be calculated as p̄î = n·p̄−pi

n−1
.

We can solve the recurrence relation for the mean bias in
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Figure 1: Comparing the number of time steps
needed in the simulator and as given by the analysis
as a function of initial population mean and conver-
gence target.

the population at time t as follows:

p̄(t) = p̄(t− 1) + 2xp̄(t− 1)− x

= (2x + 1)p̄(t− 1)− x

= ytp̄(0)− x

t−1∑
i=0

yi

= yt

(
p̄(0)− 1

2

)
+

1

2

where y = (2x + 1). Since we want to know the number of
time steps until the population settles on either driving on
the right or the left, let us solve the above expression for t.
By ignoring the 1

2
that is added at the end of the expression

we translate our interest from the range [0,1] to [-.5,+.5]. If
we let s = p(0) − 1

2
, we want to see when the translated

value exceeds 0.5 (or -0.5 for p(0) < 0.5)). If we allow some
tolerance, ǫ (ǫ > 0), then we care how the expression above
relates to some limit, l+, where l+ = 1

2
− ǫ for populations

converging to 0.5 in our translated frame of reference:

l+ ≤ yt · s → t ≥ logy l+ − logy s.

For validating the theoretical predictions, we ran 50 simu-
lations each with three populations of 100 agents each with
initial bias means of 0.55, 0.65 and 0.75 (with x = 0.01).
Figure 1 shows the number of time steps required as a func-
tion of a convergence threshold. Inspection of the figure
indicates that the model accurately describes our empirical
observations up to a convergence threshold of about 0.9.

2.2 Two-agent interaction
In the second model, we take a finer-grained look at the

norm emergence process by selecting two agents, ai and aj ,
to interact on any given time step. The selected agents each
calculate a random real number rt

k(k ∈ {i, j}) from U [0, 1].
Based on these random numbers, they each choose an action

value actt
k =

{
+1, rt

k < pt
k

−1, rt
k ≥ pt

k
. An action value of +1 in-

dicates that the agent will choose to drive on the right side
of the road, while a value of −1 corresponds to driving on
the left side. If their actions did not coordinate, then each

agent reduces the frequency with which it plays its chosen
action. Mathematically, this can be expressed by:

pt+1
k = max{0, min{1, pt

k + actt
i · actt

j ·∆t
k(actk)}},

where ∆t
k(actk) = x · actk.

If 1/x is an integer and an agent is initialized with a p value
that is a multiple of x, then we find that that agent’s p value
will always be a multiple of x. If there are n agents with
p values constrained this way, then the population average,
p̄, can only assume values that are multiples of x

n
, or n

x
+ 1

distinct values.
We can write an expression predicting the average conver-

gence time and value for a given p̄ value. Let P (p̄) represent
the estimated average convergence value for any population
with an average bias of p̄, and T (p̄) be the expected number
of time steps before converging. As with our treatment of
the full pair-wise interaction, we ignore the corrections for
values that fall below 0 or above 1. Consequently, we can
express the value of P (p̄) as a weighted average of the P
values for all distributions that could be reached at the next
time step. A similar expression can be used for T (p̄), with
an additional term of 1 to represent the current time step.

P (p̄) = (1−p̄)2P
(
p̄− 2

x

n

)
+2(1−p̄)p̄P (p̄)+p̄2P

(
p̄ + 2

x

n

)
,

T (p̄) = 1+(1−p̄)2T
(
p̄− 2

x

n

)
+2(1−p̄)p̄T (p̄)+p̄2T

(
p̄ + 2

x

n

)
.

However, some values of P and T must be given in order to
solve the system. Since p̄ values of 0 or 1 indicate that the
population has converged, we have definite values of P and T
at these points: P (0) = 0, P (1) = 1, T (0) = T (1) = 0. The
above equations for P and T form a nearly-diagonal linear
system of equations, which can be solved in O(n/x) time and
space due to the discretization of the sample space. Solving
this system of equations results in a close approximation
of the average convergence time and values obtained in the
simulations.

The predictions of the model were compared to the results
of simulations in which all agents were initialized with iden-
tical p values. Due to space considerations, the results of
this empirical evaluation are not shown here. However, for
any starting p̄ value, we found that the model very closely
matched the simulation results for both average convergence
value and time.

Between the two analyses presented in this paper, we es-
tablish a broad foundation for several types of subsequent
work. For both analyses, we would like a better theoretical
handle on how increasing diversity in the population impacts
convergence time. In a similar vein, a more expansive anal-
ysis would provide insight into the effects that skewness in
the population has on convergence.
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ABSTRACT
Humans create efficient social structures in a self-organized
way. People tend to join groups with other people with
similar characteristics. This is call homophily. This pa-
per proposes how homophily can be introduced in Service-
Oriented Multiagent Systems (SOMAS) to create efficient
self-organized structures.

1. MOTIVATION
Human beings are able to create efficient social structures,

in a self-organized way, without the supervision of a cen-
tral authority. These structures allow individuals to locate
others in a few steps taking only local information into ac-
count. One of most salient properties present in these so-
cial networks is homophily[3][4]. The idea behind this con-
cept is that individuals tend to interact and establish links
with similar individuals along a set of social dimensions (at-
tributes such as religion, age, or education). Therefore, in
a structure that is based on homophily, an individual has
a higher probability of being connected to a more similar
individual than to a dissimilar one. This criterion creates
structures that facilitate the location task. For this reason,
homophily could be considered as a self-organizing principle
to generate searchable structures.

2. SYSTEM MODEL
A system for decentralized service management in dy-

namic and open SOMAS is presented in this work. The

Cite as: Introducing homophily to improve semantic service search in a
self-adaptive system (Extended Abstract), E. del Val, M. Rebollo, V. Botti,
Proc. of 10th Int. Conf. on Autonomous Agents and Multia-
gent Systems (AAMAS 2011), Tumer, Yolum, Sonenberg and Stone
(eds.), May, 2–6, 2011, Taipei, Taiwan, pp. 1241-1242.
Copyright c© 2011, International Foundation for Autonomous Agents and
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agents in the system offer their capabilities through seman-
tic services. In the system there is no a central agent who
controls the services offered by the agents. The system struc-
ture is based on homophily between agents. The homophily
is calculated based on attribute similarity. This means that
agents have preferences about who are going to be their
neighbors. This preferential attachment structure, allows
the organization of the system in an autonomous and de-
centralized way and also it facilitates the search of agents
functionality using only local information. Besides that, the
system is self-adaptive. Agents decide to continue or leave
it considering the service demand in the system.

The MAS is modeled as a undirected graph (A,L), where
agents knows their direct neighbors only and this knowledge
relationship is symmetric. An agent ai ∈ A is defined as
a = (Ri, Ni) a set of roles that defines its behavior and its
neighborhood Ni ⊂ L. The role an agent plays Ri = (φ, Si)
is defined by a semantic concept φ defined in some common
ontology and the set of semantic services the agent provides,
defined by their inputs and outputs si = (I,O).

The system is fully decentralized. For that reason, the
system needs some kind of structure to facilitate the search
of provider agents. The system is structured based on agent
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preferences: Choice and Structural homophily[4].

3. COMMUNITY CREATION BY HOMOPHILY
Choice homophily is used to create the structure of the

system. This kind of homophily presents two forms: status
homophily (Hs(Ri,Rj)) that is defined over the agent’s role
(it is considered as the semantic similarity between the orga-
nizational roles played by the agents), and value homophily
(Hv(Si,Sj)) that is defined over the agent’s services (it is
considered as the semantic similarity between the services
offered by the agents). Therefore, the choice homophily be-
tween two agents is defined as the linear combination of
status and value homophily [2]:

CH(ai, aj) = α ∗ Hs(Ri,Rj) + (1− α) ∗ Hv(Si,Sj) (1)

When a new agent, ai, arrives to the system, it estab-
lishes at least one link with another agent, aj , that is already
present in the network. The link between two agents is es-
tablished taking into account the probability for the agent ai
to establish a connection with agent aj , that is proportional
to the choice homophily between the agents. Once the agent
is connected in the system, it starts to receive queries ask-
ing for services. These queries are generated by other agents
that try to locate an agent that provides a required service.
The system structure guides this search process. The search
strategy is an extension based on EVN algorithm[1][2] (see
Figure 1).

4. HOMOPHILY FOR SELF-ADAPTION
Structural homophily refers to how the structure, where

the individuals are situated in, adapts itself to be similar to
external conditions. In the system, this homophily reflects in
which proportion the services offered by an agent are similar
to the system service demand. Each agent controls the cat-
egory of the queries which pass through it and it keeps this
information in a local registry (see Figure 2). Periodically,
each agent checks the demand of its services (SH(ai) = aebci

where ci = argmaxx ae
bx). If the value of its structural ho-

mophily is greater than a threshold, the agent decides to
continue in the system (P (cont) = SH(ai)). Otherwise, the
agent leaves the system (P (leave) = 1− SH(ai)).

Before leaving, the agent queries its neighborhood. If it
is the last agent that offers services of certain category in
the neighborhood, it continues in the system with a cer-
tain probability, even though its services are not demanded
in that moment. This guarantees that the system is going
to maintain a minimum service offer. In the case that the
agent continues in the system, it has a certain probability
to create a set of clones in order to fulfill the demand of
the system (see Figure 3). As the experiments demonstrate,
the structure generated allows agents to reach other agents
that offer a required service in a few steps. Of the set of
typical strategies used in decentralized environments, the
strategy that takes into consideration choice homophily be-
tween agents to lead the search obtains better results. Also,
the system is able to adapt itself to the service demand,
in a completely decentralized way based on structural ho-
mophily. The experiments demonstrate (i) that homophily
is a good criterion to structure agent communities based on
similar services, increasing the performance of service dis-
covery in decentralized environments, and (ii) that struc-
tural homophily is a good strategy for adapting the system
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ABSTRACT
The global objective of open multiagent systems might be in
conflict with individual preferences of rational agents partic-
ipating in such systems. Addressing this problem, we pro-
pose a mechanism able to attach incentives to agent actions
such that the global utility of the system is improved. Such
incentives are dynamically adjusted to each agent’s prefer-
ences by using institutional agents called incentivators.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence - Multiagent Systems

General Terms
Algorithms

Keywords
Environments, organisations and institutions, self-organisation

1. INTRODUCTION
The main problem in Open MultiAgent Systems (OMAS)

is to deal with situations in which the global objective of
the system is in conflict with the individual objectives of its
population of agents. Due to their open nature, such a pop-
ulation is usually unknown at design time. Thus, the task
of assuring that agents behave according to the preferences
of the system becomes even more complicated. The MAS
community (e.g. [2], [1]) has dealt with this problem by
endowing systems with organisational models based usually
on normative mechanisms in charge of regulating agents’ be-
haviour. However, those approaches have weaknesses due to:
i) they are usually defined at design time, thus, they have
less flexibility in certain unforeseen situations; ii) their pop-
ulation may still have a certain degree of freedom, which

∗Research supported by the projects ”AT” CONSOLIDER
CSD2007-0022 and TIN2009-13839-C03.
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may lead to inefficiency evolutions of the system; and iii)
the population could be not sensitive to the defined penal-
ties/rewards established as consequence of norm violations.

Addressing the aforementioned problems, we propose to
endow OMAS with an adaptive incentive mechanism able
to induce agents to act in the desired way by modifying the
consequences of their actions.

2. EFFECTIVE INCENTIVE MECHANISM
From the point of view of the designer of an OMAS, the

problem consists of how to optimise the global utility of the
system assuming that participants (rational agents) will try
to optimise their own individual utilities. In order to do
this, we focus on influencing agents’ behaviour by means of
incentive mechanisms[4]. We consider that incentives are
modifications of the environment that have the aim to make
a particular action more attractive than other alternatives,
such that a rational agent would decide to take that action.
Besides, an incentive mechanism is effective if its implemen-
tation implies an improvement of the utility of the system.

An incentive mechanism has to accomplish two tasks: i)
to select the actions that should be promoted in order to
improve the utility of the system; and ii) to establish the
required changes so as to make the desired actions more
attractive for agents. Both tasks are accomplished at run-
time. The incentive mechanism is deployed as an infras-
tructure (similar to AMELI in Electronic Institutions[3]) en-
dowed with institutional agents (incentivators). Each agent
is assigned to an incentivator aiming to discover its pref-
erences. Furthermore, incentivators can communicate with
each other, allowing them to coordinate their actions.

In order to make actions more attractive, from an agent
point of view, it is necessary to know in which attributes of
the environment it is interested. Since in OMAS such pref-
erences are unknown, they need to be discovered. We pro-
pose to use a non-intrusive approach where each incentivator
discovers the preferences by observing its agent’s behaviour
in response to given incentives. The characteristics of the
discovering process are: i) it is a learning process; ii) it is
independent; and iii) the incentivator receives an immediate
local reward. With this in mind, Q-learning with immedi-
ate rewards and ε-greedy action selection has been chosen.
In each step, each incentivator selects the most promising
attribute to modify and a value for this attribute, applies
the changes, observes its agents reaction and modifies the
q-values for attributes and values accordingly.
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Figure 1: Experimental results

The second task is to decide which actions should be pro-
moted so as to improve the system’s utility. Incentivators are
endowed with a reinforcement multiagent cooperative learn-
ing algorithm (Q-learning combined with a gossip-based al-
gorithm) so as to learn the desired joint actions in a coop-
erative way. In particular, they exchange information that
allows to calculate a global reward for the learning process.

As case study we have chosen a p2p scenario where peers
share a file by using a simplification of the BitTorrent pro-
tocol. We focus on the communication phase carried out to
obtain each block belonging to a file. In this phase, a peer
has to decide which neighbours will ask for the next block to
download; and to which requests it will answer by uploading
the requested block.

The systems’ preferences have been captured by a multi-
attribute utility function based on the following attributes:
i) peers should download/upload as many blocks as possible;
ii) the usage of the network should be as low as possible; and
iii) the time spent on downloading files should be as short as
possible. Peers have to pay a regular fee in order to connect
to the network with a certain bandwidth. Besides, they have
a file (partially or completely downloaded) they are sharing.
Thus, peers’ preferences are based on the bandwidth, fee,
number of downloading/uploading blocks and time spent.

We compare our incentive mechanism with a standard
normative system. The normative system is based on three
norms that have been designed before knowing the popu-
lation: N1: ”It is prohibited to use more bandwidth than
85%”; N2: ”A peer is obliged to upload a block when at least
25% of the bandwidth is available”; and N3: ”It is prohib-
ited to request a block to more than the 85% of neighbours”.
Norm violations – detected with a 100% of efficiency – are
penalised with an increase on the fee in 5 units. Regard-
ing the incentive mechanism, incentivators are authorized
to modify the bandwidths and the fees.

We have specifically chosen a peer population that is sensi-
tive to changes in the fee they are paying. Therefore, the de-
signed norms will be quite effective for the given population
of agents. Figure 1(a) plots the average utility obtained by
all peers. Agents obtain the highest utility when there is no
mechanism regulating the system, because nothing restricts
their freedom. The second best performance is provided by
our proposal due to agents may be incentivized by giving
them a reduction on the fee. On the other hand, the norma-
tive system and a combination of both, normative and incen-
tive, perform similarly. Figure 1(b) plots the utility of the
system. As it was expected, the worst performance is when

no regulation at all is working in the system. It improves
when norms are working because with the chosen population
the norms are effective. The incentive mechanism performs
similar to the normative but it is slower due to the learning
algorithms. The best performance is obtained when both
mechanisms are combined. Finally, figure 1(c) shows the
number of peers that are able to download the whole file.
In the case of the normative and incentive systems 49 out
of 50 peers download the whole file (spend more time when
using incentives). With the combination of incentive and
normative all peers (50) download the whole file, spending
only slightly more time than in the normative system. We
have also conducted experiments where the population is less
sensitive to the defined penalties in norms (e.g., simulating
“bad” norm design). In this case the incentive mechanism
clearly outperforms the normative mechanism.

3. CONCLUSION
In this paper we propose an effective incentive mechanism

that is able to induce desirable behaviour by providing in-
centives to agents. It is deployed by using an infrastructure
based on institutional agents called incentivators. By means
of Q-learning algorithms agents’ preferences are discovered,
by observing how agents react to modification in the envi-
ronment. Moreover, incentivators learn – in a cooperative
way – which joint action should be incentivized in order to
increase the utility of the system. The proposed mechanism
has been tested in a p2p file sharing scenario, showing that
it is a valid alternative to standard normative systems.
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ABSTRACT
For an interesting class of emerging applications, a large
robot team will need to distributedly allocate many more
tasks than there are robots, with dynamically appearing
tasks and a limited ability to communicate. The LA-DCOP
algorithm can conceptually handle both large-scale problems
and multiple tasks per robot, but has key limitations when
allocating spatially distributed tasks. In this paper, we ex-
tend LA-DCOP with several alternative acceptance rules for
robots to determine whether to take on an additional task,
given the interaction with the tasks it has already commit-
ted to. We show that these acceptance rules dramatically
outperform a naive LA-DCOP implementation. In addition,
we developed a technique that lets the robots use completely
local knowledge to adjust their task acceptance criteria to
get the best possible performance at a given communication
bandwidth level.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—multiagent systems

General Terms
Algorithms

Keywords
task allocation, LA-DCOP

1. OVERVIEW
A key problem for coordinated robot team is to allocate
tasks for best overall performance. For many domains, the
primary feature that distinguishes which robot should be
allocated which task is the location of the task, since overall
performance will be dominated by the time taken to reach
the task. For example, in a surveillance scenario where a
robot is simply taking images, the key is to get any robot to
the location. In an interesting class of emerging applications,
a large robot team will need to distributedly allocate
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many more tasks than there are robots, with dynamically
appearing tasks and a limited ability to communicate. Ex-
amples of such tasks include exploration, item delivery and
environment monitoring [1].
Task allocation when robots take on multiple tasks and
need to plan paths between those tasks is computationally
hard [2]. Most existing solutions require centralization, han-
dle only very simple tasks, or do not scale to large numbers
of robots [3, 4, 5]. The LA-DCOP algorithm [6] can concep-
tually handle both large-scale problems and multiple tasks
per robot, getting good allocations with low computational
and communications costs, but is not effective when allo-
cating spatially distributed tasks. The key to LA-DCOP
is that tasks are passed around the team on tokens, with
robots deciding to accept or reject responsibility for tasks
based on resource constraints and a threshold on a scalar
capability value that is assumed to be independent of other
tasks. This assumption is violated for spatially distributed
tasks where capability is primarily the time to get to a task,
because that time depends on the path the robot traverses
between tasks.
In this paper, we generalize LA-DCOP’s simple threshold
rule into different acceptance rules. LILO is the naive LA-
DCOP implementation that appends a new task to the path
if the length of the resulting path is less than an absolute
threshold. Once accepted, tasks are never removed from
a robot’s path. The other acceptance rules also use ab-
solute thresholds, but applies them to all tasks if a new
task is accepted (because the path to old tasks can change).
Marginal cost minimizes the change in path length by in-
serting a new task into the path where the resulting total
path length is minimized (optimal insertion), and accept-
ing only if the increase in length is less than a marginal cost
threshold. Myopic greedily replans paths for each new task,
with the maximum number of tasks limited by a path count
threshold. T-over-t tries to directly maximize task comple-
tion rate by optimally inserting and accepting only if the
number of tasks divided by the path length increases.
We evaluated the acceptance rules using an abstracted two-
dimensional simulation where robots and tasks were situated
in a 100-by-100 planar region without obstacles. Robots
communicated using a fully-connected multihop network. In
order to complete a task, a robot was required to move to the
location of a task and intentionally perform it; task execu-
tion was instantaneous and all robots were assumed to move
a constant speed. When a task was completed, new tasks
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Figure 1: Task completion rate for varying absolute
thresholds.

Figure 2: Communication rate for varying absolute
thresholds.

were randomly created nearby. There were 200 robots and
initially 2000 tasks. We measured two performance metrics:
task completion rate and communication rate. We compared
task completion rate to a baseline (global myopic) that was
an all-knowing greedy algorithm that allocated tasks to the
nearest robot without a task. (Because it is all-knowing, it
does not make sense to compare on communication rate.)
Figure 1 shows the task completion rate for varying ab-
solute thresholds. For very low thresholds, task comple-
tion rate was low because robots had difficulty finding suf-
ficiently close tasks, but at moderate thresholds, naive LA-
DCOP (LILO) was dramatically outperformed by the other
acceptance rules. Myopic (with a path count threshold of
2) plateaus to a good allocation because the path count
threshold becomes the limiting factor but robots are still
able to find nearby tasks. This good allocation comes at the
price of high communication, as shown in Figure 2, while
the other acceptance rules decrease communication as tasks
are “locked up” in robots’ paths.
LA-DCOP assumes that an appropriate threshold can be
set globally at the beginning of some mission and will be
appropriate for the entire mission. However, a single, global
threshold does not perform well when task creation fre-
quency and density varies. We developed a technique that
lets the robots use completely local knowledge to locally
adjust the path count threshold for the myopic acceptance
rule to get best possible global performance at a given level
communication bandwidth usage. Typically, lower thresh-
olds lead to higher quality allocations at the expense of
more communication. By monitoring their local commu-

Figure 3: Communication rate and task completion
rate with dynamically adjusted thresholds.

nication over time, robots estimate the likelihood of the de-
sired global, aggregate communication rate being met, and
stochastically update their local path count threshold. Fig-
ure 3 shows the message rate and task completion rate over
time, when the desired communication rate is changed twice:
from an initial value of 4 to 8 at timestep 30000, and then
from 8 to 2 at timestep 60000. The team reacts quickly and
accurately to the adjust to the initial value and the first
change, but has difficulty with the final change.

2. CONCLUSIONS
While we were able to realize dramatic performance gains
over a naive implementation of LA-DCOP, none of the ac-
ceptance rules dominated the others across all parameters.
A deeper understanding of what properties favor each rule
is a key area for future work, as is searching for alternative
rules that perform better under a wider set of circumstances.
In immediate future work, we will look at how other types
of information might be used by the agents. Examples in-
clude, noisy information about the locations of other robots,
knowledge that tasks are clustered around some areas, or
knowledge that the number of tasks to be performed is go-
ing to increase. We will also investigate network types where
communication is localized.
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ABSTRACT
We address the problem of optimally assigning spatially dis-
tributed tasks to a team of heterogeneous mobile agents
in domains with inter-task temporal constraints, such as
precedence constraints. Due to delay penalties, satisfying
the temporal constraints impacts the overall team cost. We
present a mathematical model of the problem, a benchmark
anytime bounded optimal solution process, and an analysis
of the impact of delay penalties on problem difficulty.

Categories and Subject Descriptors
I.2 [AI]: Problem Solving, Control Methods, and Search

General Terms
Algorithms

Keywords
Multiagent planning, Coordination

1. INTRODUCTION
Multi-agent coordination problems span the spectrum from

loose coordination, in which agents independently perform
their assigned tasks, to tight coordination, where all actions
are synchronized. Between these two extremes are many
scenarios for which there are interdependencies between the
schedules of different agents, arising from inter-task tempo-
ral constraints such as precedence or synchronization con-
straints. Furthermore, the manner in which these inter-task
constraints are satisfied may impact the overall team cost,
as is the case if there is a cost associated with agent delays
needed to ensure that constraints are satisfied. We describe
such problems as having cross-schedule dependencies [4].

We address task allocation, scheduling and routing for a
team of heterogenous mobile agents in such scenarios. In
particular, the cross-schedule dependencies we focus on are
inter-task precedence constraints and delay penalties.
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Although task allocation, scheduling and routing prob-
lems are widely studied in multi-robot coordination and ve-
hicle routing, very little has been done to address such cross-
schedule dependencies. Some recent work has begun to in-
corporate inter-task temporal constraints [2, 3]. However,
this work does not consider situations where satisfying these
constraints has an impact on the overall team cost, a feature
of real-world problems in many domains, and a feature that
significantly complicates the coordination problem

2. PROBLEM AND APPROACH
A set of mobile agents, K, is available to perform a collec-

tion of tasks. Each multi-agent task can be decomposed into
simpler single-agent tasks. Each single-agent task j∈J re-
quires specific agent capabilities and consists of one or more
spatially distributed subtasks, i∈I. Subtasks of different
tasks may be related by temporal constraints, thus creating
dependencies between different agents’ schedules.

We formulate a set-partitioning mixed-integer program-
ming model, with side constraints, for this problem. Key
variables and constants in this model are summarized in Ta-
ble 1, while the model itself appears in Figure 1. A binary
variable, xrk represents whether a given agent k is assigned
to a particular route (single-agent plan), r, out of all fea-
sible routes Rk for that agent. Thus, solving the model
involves generating feasible routes and assigning values of
0 or 1 to route variables so as to maximize the difference
between task rewards and travel and delay costs (Eq. 1).
Furthermore, each agent must perform at most one route
(2), each task is performed on at most one route (3), and
precedence constraints are satisfied (4-5). Due to space lim-
itations, necessary constraints for computing task start and
delay times are not shown. Also omitted are additional prob-
lem features, such as task time windows. The full model is
presented in a technical report [5].

We develop a custom branch-and-price [1] algorithm, the
details of which are also presented in the technical report,
that computes progressively better solutions, with bounds
on quality, until it returns a provably optimal solution.

3. EXPERIMENTS AND RESULTS
Our test scenario is one in which individuals with special

needs must be sheltered in an emergency. Each client with
special needs must be visited by a medical agent and then
moved to an emergency shelter by a transportation agent.
There is a precedence constraint between the medical visit
and the client pickup. Furthermore, there are costs asso-
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Table 1: Defined variables and terms
Var. Definition Type

xkr Whether agent k performs route r Binary
dki Delay time of agent k for subtask i Real
ti Execution start time for subtask i Real
Term Definition Type
Rk Feasible routes for agent k∈K Set
P Pairwise precedence constraints Set
vj Value of completing task j. Real
ck1r Travel cost for route r∈Rk Real
ck2 Wait cost per unit time for agent k Real
πkjr Whether task j occurs on route r∈Rk Binary
λi Service duration for subtask i Real
τ∞ End of planning horizon Real
yj Whether task j is performed Binary

=
∑
k∈K

∑
r∈Rk

πkjrx
k
r

Maximize:∑
j∈J

∑
k∈K

∑
r∈Rk

vjπ
k
jrx

k
r −

∑
k∈K

∑
r∈Rk

ck1rx
k
r −

∑
i∈I

∑
k∈K

ck2dki (1)

Subject to: ∑
r∈Rk

xkr ≤ 1 ∀k∈K (2)

∑
k∈K

∑
r∈Rk

πkjrx
k
r ≤ 1 ∀j∈J (3)

ytask(i) − ytask(i′) ≤ 0 ∀(i′, i)∈P (4)

ti′ − ti + λi′ + τ∞(ytask(i) − ytask(i′)) ≤ 0 ∀(i′, i)∈P (5)

Not shown are constraints ensuring the correct computation

of the ti and dki variables. The full model appears in [5].

Figure 1: Key aspects of mathematical model

ciated with agent travel and delay time. Thus, the prob-
lem requires joint coordination of transportation and medi-
cal agents, considering cross-schedule dependencies.

We focus on two interesting results: first, the anytime,
bounded optimal nature of the algorithm, and second, the
impact that including delay penalties has on problem diffi-
culty. In the discussion below, a delay penalty of 0 indicates
that only travel time is minimized. A delay penalty of 0.5
means that a weighted sum of travel and delay time is mini-
mized, with delay time weighted half as much as travel time.

Figure 2 (left) shows the best solution and best bound over
time for an example problem with 6 clients, 1 medical agent,
2 transportation agents, and a delay penalty of 0.5. The
algorithm is able to compute progressively better solutions
and bounds. Furthermore, it finds good solutions early, but
takes longer to prove the optimality of these solutions.

Figure 2 (right) shows the total time to find and prove
the optimal solution, averaged over 5 random instances of
problem configurations with 1 medical agent, 2 transporta-
tion agents, and between 2 and 10 clients. The combinatorial
nature of the problem is apparent in the rapid increase in the
time needed to prove solution optimality as the problem size
increases. Planning time was capped at 30 minutes, and the

bottom graph indicates the ratio of the terminating solution
to the terminating bound. A ratio of 1 indicates optimal-
ity. The figure also highlights the impact of delay penalties
on problem difficulty. It illustrates that in the presence of
precedence constraints, problems that optimize a weighted
sum of travel and delay time are significantly more difficult
than problems that optimize travel time alone. This is be-
cause the algorithm must essentially evaluate the trade-off
between travel time and delay time in potential solutions it
encounters during the solution process.
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Figure 2: Example solution profile (left) and overall
planning time (right)

4. CONCLUSIONS
We present a novel mathematical formulation and any-

time bounded optimal solution approach to heterogeneous
team coordination with precedence constraints and delay
penalties. Our follow-on work addresses additional types
of cross-schedule dependencies.
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[2] D. Bredström and M. Rönnqvist. Combined vehicle
routing and scheduling with temporal precedence and
synchronization constraints. European Journal of
Operations Research, 191:19–31, 2008.

[3] M. Koes, I. Nourbakhsh, and K. Sycara. Constraint
optimization coordination architecture for search and
rescue robotics. In Proceedings of the IEEE
International Conference on Robotics and Automation
(ICRA) 2006, pages 3977–3982, May 2006.

[4] G. A. Korsah. Exploring bounded optimal coordination
for heterogeneous teams with cross-schedule
dependencies. PhD thesis, Robotics Institute, Carnegie
Mellon University, Pittsburgh, PA, February 2011.

[5] G. A. Korsah, A. Stentz, and M. B. Dias.
Heterogeneous team coordination problems with
cross-schedule dependencies. Technical Report
TR-11-04, Robotics Institute, Carnegie Mellon
University, February 2011.

1248



A Perception Framework for Intelligent Characters in
Serious Games

(Extended Abstract)
Joost van Oijen

University of Utrecht
PO Box 80.089, 3508 TB
Utrecht, the Netherlands

oijen@cs.uu.nl

Frank Dignum
University of Utrecht

PO Box 80.089, 3508 TB
Utrecht, the Netherlands

dignum@cs.uu.nl

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Intelligent Agents, Multiagent Systems
; I.6.5 [Simulation and Modeling]: Model Development—
Modeling methodologies

General Terms
Design, Performance

Keywords
Embodied Agents, Goal-Directed Perception, Semantic En-
vironments

1. INTRODUCTION
The use of BDI-agents seems a good fit to realize intel-

ligent behavior for virtual humans. One of the problems
of the BDI-paradigm when an agent becomes embodied in
a virtual environment is the lack of control over perception
[3]. While performing a task, humans tend to direct their at-
tention to selected information from the environment which
can support them in achieving the task. As attention is
considered to be a limited resource, one cannot attend to
all aspects in the environment which currently fall into sen-
sory range. The same can be said for BDI-agents. Without
any form of goal-directed perception, an agent can become
flooded with sensory information from the virtual environ-
ment, which may result in reasoning over too much irrelevant
information. Besides the risk of performance loss this is also
unrealistic when we look at the physiology of human percep-
tion [1]. A balance must be found between stimulus-driven
and goal-based control over perception.

In this paper we present a perception framework which
provides sensing abilities and perceptual attention for BDI
agents embodied in a virtual environment. The framework
handles covert attention, the mental focus on possible sen-
sory stimuli which doesn’t involve any motor actions [2].
Different perception stages are identified together with the
information communicated between the stages. We show the
advantages of using ontological data representations for this
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information to form an agreement between a BDI-agent in
a multi-agent system and its embodiment in a game engine.
To illustrate its use in the perception framework, we present
an approach for implementing goal-directed perception for
BDI-agents.

2. PERCEPTION FRAMEWORK
Figure 1 illustrates the perception framework used to con-

nect a BDI agent with its embodiment in a virtual envi-
ronment. The framework employs ontological information
models representing an agent’s perceptive view on the en-
vironment based on semantic concepts. With these models
we not only abstract from any specific virtual environment
implementation, but also from the technologies used to cre-
ate virtual environments and BDI-agents. Having sensory
information formatted in accordance with an ontology en-
ables us to employ a data-driven approach to implement
different perception processes within the framework.

The sensing phase concerns the Sensory Processor whose
task it is to collect all information from the environment
which can be observed by an agent through its sensors within
the Embodiment Interface. The sensory information is rep-
resented as a collection of signs that correspond to object or
event concept classes from the Environment Object Model.
The perceiving phase has the task to create percepts ap-
plicable for agent reasoning. First, it acts as a filter for
sensory information, discarding irrelevant information and
making the agent aware of important information as deter-
mined by an agent’s current activity or mental state. Also,
non-anticipated information is passed allowing an agent to
shift his physical or cognitive attention by performing re-
active behavior or adopting new goals. These filters are
represented by the Goal-Directed Attention and Stimulus-
Driven Attention components respectively. Next, the Sign
Interpreter converts the filtered flow of signs to a flow of
percepts. It represents a non-cognitive process where sen-
sory information is interpreted by converting one or more
signs to a (possibly higher-level) representation suitable for
reasoning. The resulting percepts are represented in accor-
dance with the Perception Object Model encompassing the
possible percepts as input for a BDI-agent.

3. GOAL-DIRECTED ATTENTION
In the perception framework, goal-directed attention is

a top-down control over perception that extracts selected
information from an incoming flow of sensory information
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Figure 1: Perception Framework

relevant to an agent’s current desires or goal.
We propose a data-driven method to filter sensory infor-

mation using a subscription mechanism. As an agent adopts
a goal, he can automatically subscribe to a set of interests
which represent the agent’s perceptual needs required to
achieve the goal. Consequently, when the goal is achieved or
dropped, the agent can unsubscribe from the corresponding
interests.

Since the sensory information is formatted in accordance
with an ontology model, we can employ this model to pro-
vide specifications for an agent’s interests towards its envi-
ronment. The hierarchical nature of object and events in the
model is taken into account. For example, an agent having
an interest in physical objects indirectly has an interest in
all object classes defined as a subclass of a physical object.

3.1 Interest Specification
Several different features can be employed to specify an

interest. First of all, one can specify the nature of the in-
formation in the form of object properties or event classes.
Second, one can specify conditional values for certain object
properties or event parameters to specify more concrete in-
terests. Third, one can specify a specific source object from
the environment from which information is desired. Last,
the intensity with which an agent is interested towards spe-
cific information can be specified, enabling an agent to dy-
namically adapt his cognitive focus.

The use of the described features for interest specification
provides a powerful mechanism to filter and extract selected
information from sensory input. The possible specification
of interests is limited by the richness of semantics in the
environment as defined in the Environment Object Model.

3.2 Tasks and Perceptual Needs
An agent’s perceptual needs are related to his current

tasks or goals. We identify several categories of agent tasks
whose realizations can benefit from the proposed goal di-

rected attention mechanism:
Perceptive tasks include for example a visual search for
specific objects or monitoring objects by retrieving periodic
updates of their state. Interests can be specified to support
such tasks by identifying the target objects and the intensity
of the perceptive focus.
Role tasks are performed by an agent in the context of the
role he takes on (E.g. a fire fighter leading a team or a police
officer directing traffic). Having proper situation awareness
(SA) is essential in performing such tasks. Interests can be
specified to account for object and events related to a task.
Communicative tasks involves the perception of both ver-
bal and nonverbal communicative behavior and is essential
for properly recognizing the communicative intents of the
speaker. Interests can be specified to actively attend to the
(non)verbal cues of an interlocutor.
Social tasks include tasks or behaviors where an agent is
required to be aware of his social environment, being able to
recognize people, groups, relationships and social or conver-
sational settings. Interests can be specified to account for
the factors required for social perception.

The perception framework has been implemented as part
of a middleware for connecting multi-agent systems to game
engines. Experiments are currently being conducted to eval-
uate the framework.
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1. MOTIVATION
Recently, there has been much work on incorporatingdeclarative

goals in Belief-Desire-Intention Agent Programming Languages
(e.g. [3]). In a BDI APL with declarative goals (APLwDG), declar-
ative goals are used essentially for monitoring goal achievement
and performing recovery when a plan has failed, performing ratio-
nal deliberation, and reacting in a rational way to changes in goals
that result from communication. While APLwDGs have evolved
over the past few years, to keep them tractable and practical, they
sacrifice some principles of rationality. In particular, while select-
ing plans to achieve a declarative goal, they ignore other concurrent
intentions of the agent. As a consequence, the selected plans may
be inconsistent with other intentions. Also, these APLwDGs typ-
ically rely on syntactic formalizations of declarative goals, whose
properties are often not well understood.

An Example Consider a blocks world domain, where there are
four blocks, one of each color, blue, yellow, red, and green. There
is only a stacking actionstack(b, b′): b can be stacked onb′ in
states if b 6= b′, bothb andb′ areclear, andb is on the tablein
s. Assume that the agent initially has the following two goals:φ1,
i.e. to eventually have a 2 blocks tower with a green block on top
and a non-yellow block underneath, andφ2, i.e. to have a 2 blocks
tower with a blue block on top and a non-red block underneath.
Also, her plan library has only two rules: if she has the goal thatφ1

and knows about a green blockb and a distinct non-yellow blockb′

that are clear and are on the table, then she should adopt the plan of
stackingb on b′, and similarly for the goal thatφ2. Thus according
to this library, one way of building a green non-yellow (and a blue
non-red) tower is to construct a green-blue (a blue-green, resp.)
tower. While these two plans are individually reasonable, they are
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inconsistent with each other, since the agent has only one block of
each color. Thus a rational agent should not adopt these two plans.
However, it can be shown that a typical APLwDG agent (that does
not consider the overall consistency of her intentions) may adopt
these two plans together, and may make the other goal impossi-
ble by executing one of them. The problem arises in part because
actions are not reversible in this domain, a common occurrence.

In this paper, we develop logical foundations for a rational BDI
agent programming framework with prioritized declarative goals
that addresses these deficiencies of previous APLwDGs.

2. A SIMPLE RATIONAL APL (SR-APL)
Our Formal BDI Framework We use a variant of our logical
framework for modeling prioritized goals, subgoals, and their dy-
namics [2], that is built on top of the situation calculus, and incor-
porates a (possible-worlds) model of knowledge. Here, an agent
can have multipletemporally extended goalsor desiresat differ-
ent priority levels. We have a possible-worlds semantics for these
goals. We specify how goals evolve when actions/events occur and
the agent’s knowledge changes. We also define the agent’sinten-
tions, i.e. the goals that she is actively pursuing, in terms of this
goal hierarchy. The framework in [2] is modified so that the agents
are more committed to their intentions. They will only drop an
intention when it is achieved, or when it becomes impossible or in-
consistent with other higher priority intentions. We also model the
relationship between goals and subgoals by ensuring that ifψ is a
subgoal ofφ, thenψ (along withψ’s subgoals, and theirs, etc.) is
dropped when the parent goalφ is dropped or becomes impossible.

Components of SR-APL First of all, we have atheoryD spec-
ifying actions that can be done, the initial knowledge and (both
declarative and procedural) goals of the agent, and their dynamics,
as discussed above. Moreover, we have aplan library Π with rules
of the form: if the agent has the intention thatφ and knows thatΨ,
then she should consider adopting the plan thatσ. Theplan lan-
guagefor σ is a simplified version of ConGolog [1] and includes
primitive actions, waiting for a condition, sequence, and the special
action for subgoal adoption,adoptRT (3Φ, σ); here3Φ is a sub-
goal to be adopted andσ is the planrelative towhich it is adopted.
While our BDI theory can handle arbitrary temporally extended
goals, we focus on achievement and procedural goals exclusively.

Semantics of SR-APL We use a subset of ConGolog to spec-
ify the semantics of plans. Here, Do(σ) means that there is a ter-
minating execution of programσ starting in the current situation,
(σ1‖σ2) denotes the concurrent composition of plansσ1 andσ2,
andΓ‖ refers to the concurrent composition of the plans in listΓ.

Specifying such a language raises some fundamental questions
about rational agency, for instance:what does it mean for a BDI
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agent to be committed to concurrently execute a set of plans next
while keeping the option of further commitments to other plans
open, in a way that does not allow procrastination?An SR-APL
agent can work on multiple goals at the same time, and thus can
have multiple intended plans. One way of specifying an agent’s
commitment to execute a planσ next is to say that she has the in-
tention that Do(σ).However, this does not allow for the interleaved
execution of several plans, since Do requires thatσ be executed be-
fore any other actions/plans. A better alternative is for the agent to
have the intention that DoAL(σ), i.e. to executeat leastthe pro-
gramσ next, and possibly more. DoAL(σ) holds if there is a ter-
minating execution of programσ, possibly interleaved with other
actionsby the agent herself. However, a new problem with this ap-
proach is that it allows the agent to procrastinate, i.e. to perform
actions that are unnecessary. To deal with this, we include an ad-
ditional component, aprocedural intention-baseΓ, to an SR-APL
agent. Γ is a list of plans that the agent is currently actively pur-
suing. To avoid procrastination, we require that any action that the
agent actually performs comes fromΓ.

We have a two-tier transition system:plan-level transition rules
specify how a plan may evolve, whileagent-level transition rules
specify how an SR-APL agent may evolve. The former are simply
a subset of the ConGolog transition rules. Below, we discuss the
latter. First of all, we have a rule Asel for selecting and adopting a
plan from the plan libraryΠ for some realistic (i.e. consistent with
knowledge) goal3Φ in the theoryD. It allows the agent to adopt a
planσ as a subgoal of3Φ (i.e. executeadoptRT (DoAL(σ),3Φ)),
provided thatD entails that the agent does not intend not to adopt
DoAL(σ) w.r.t. 3Φ next; our BDI theory ensures that if this is the
case, then DoAL(σ) is indeed consistent with DoAL(Γ‖), and the
agent intends to execute DoAL(σ ‖ Γ‖) afterwards.

Secondly, we have a transition rule Astep for executing an in-
tended actionfrom Γ. If a programσ in Γ can make a program-
level transition ins by performing a primitive actiona with pro-
gramσ′ remaining indo(a, s), andD entails that DoAL(σ) is a
realistic goal at some priority level ins, then the agent may execute
a, updatingΓ ands accordingly, provided that the transition is con-
sistent with the agent’s intentions in the theoryD in the sense that
she does not have the intention not to executea in s.

Thirdly, we have a rule Aexo for accommodating exogenous ac-
tions, i.e. actions occurring in the agent’s environment that are not
under her control. Fourthly, we have a rule Aclean for dropping
adopted plans from the procedural goal-baseΓ that are no longer
intended in the theoryD . This might be required when the occur-
rence of an exogenous action forces the agent to drop a procedural
goal fromD by making it impossible to execute or inconsistent
with her higher priority realistic goals/plans. Our theory automati-
cally drops such plans from the agent’s goal-hierarchy specified by
D. Finally, we have a rule Arep for repairing an agent’s plans in
case she gets stuck, i.e. when for all programsσ in Γ, the agent
has the realistic goal that DoAL(σ) at some leveln (and thus all
of these DoAL(σ) are still individually executable and collectively
consistent), but together they are not concurrently executable with-
out some non-σ actions, i.e.Γ‖ has no program-level transition in
s. This could happen as a result of an exogenous action. We can
show that when the agent has complete information, there must be
a repair plan available to the agent if her goals are consistent.

Another question that we face is:how to ensure consistency
between an agent’s adopted declarative goals and adopted plans,
given that some of the latter might be abstract, i.e. might be only
partially instantiated in the sense that they include subgoals for
which the agent has not yet adopted a (concrete) plan?We deal
with this using a weak notion of consistency that does not require

the agent to expand all adopted goals while checking for consis-
tency. For instance, Asel above does not guarantee that there is an
execution of the program(σ ‖ Γ‖) aloneafter theadoptRT action
happens, but rather ensures that this program possibly along with
additional actions by the agent is executable. Also, Astep requires
that when the agent executes an actiona from a plan inΓ, a must
be consistent with her intentions inD; but it does not require that
she be willing to execute the remainder ofΓ next without any ex-
tra actions. Such a requirement would be too strong, given thatΓ
may include abstract plans for which the agent has not yet adopted
a subgoal. While our weak consistency check does not perform
full lookahead overΓ‖, our semantics ensures that any action per-
formed by the agent must not make the concurrent execution of all
the adopted plans possibly with other actions impossible. A side
effect of our weak consistency check is that the agent might get
stuck, and trigger the Arep rule to repair her plans.

3. RATIONALITY OF SR-APL AGENTS
We have shown that some key rationality properties are satisfied

by SR-APL agents. We only consider the case where exogenous
actions are absent, as it’s not obvious what rational behavior means
in contexts where exogenous actions can occur.

For our blocks world example, we can show that our SR-APL
agent behaves rationally in this domain. In particular:
• There exists a complete trace for our blocks world agent.
• All traces of the agent are terminating and end with the agent

achieving all of her goals.
For any SR-APL agent (in the absence of exogenous actions), we

can prove the following general properties:
• D |= ∀s. ¬Know(false, s) ∧ ¬Int(false, s), i.e. an agent’s

knowledge and intentions as specified byD must be consistent.
• The plans inΓ and the declarative and procedural goals inD

remain consistent. More precisely, for any configuration in a com-
plete trace, either the goals inΓ and those inD are consistent, or
there is a future configuration along the trace where consistency is
restored (by a finite number of applications of the Aclean rule).
• Our agents evolve in a rational way w.r.t.D, i.e. if an SR-

APL agent performs the actiona in situations, then it must be the
case that she does not have the intention not to executea next ins;
moreover, ifa is performed via Astep, then she indeed intends to
executea possibly along with some other actions next; finally, ifa
is the action of adopting a (sub)goalφ, then she does not have the
intention ins not to bring aboutφ next.

4. CONCLUSION
Our framework combines ideas from the situation calculus-based

Golog family of APLs, our expressive semantic formalization of
prioritized goals, and work on BDI APLs. We ensure that an agent’s
intended declarative goals and adopted plans are consistent with
each other and with her knowledge. We try to bridge the gap be-
tween agent theories and practical APLs by providing a model and
specification of an idealized BDI agent whose behavior is closer
to what a rational agent does. As such, it allows us to under-
stand how compromises made during the development of a practi-
cal APLwDG affect the agent’s rationality. In the future, we would
like to investigate restricted versions of SR-APL that are practical.
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ABSTRACT
In this paper, we use LTL to specify acceptable/desirable
behaviours for a system modelled as a Petri net, and create
a Petri net realization of a supervisor that is guaranteed to
enforce them, by appropriately restricting the uncontrolled
behaviour of the system.We illustrate the method with an
application to the specification of coordination requirements
between the members of a team of simulated soccer robots.

Categories and Subject Descriptors
I.6.8 [Simulation and Modeling]: Types of Simulation—
Discrete Event ; F.4.1 [Mathematical Logic and Formal
Languages]: Mathematical Logic—Temporal Logic

General Terms
Design, Theory

Keywords
Petri Nets, Supervisory Control, Linear Temporal Logic

1. INTRODUCTION
When designing multi-agent systems (MAS), concepts such

as concurrency, parallelism, synchronisation or decision mak-
ing are of central importance. In order to be able do deal
with these notions as the systems become more complex,
one needs a formal approach to modelling, analysis and con-
troller synthesis. In this paper, we use Petri nets (PN) to
model and analyse MAS, due to to the fact that PNs are
particularly well suited to model distributed systems and
handle all the above concepts. Given a PN model of a MAS
and a natural language specification for it to fulfil, we will
be interested in synthesising a PN realization of a supervisor
based in discrete event system (DES) theory that restricts

∗Work partially funded by FCT (ISR/IST pluriannual fund-
ing) through the PIDDAC Program funds and FCT grant
FRH/BD/45046/2008.
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the behaviour of the system such that the specification is
satisfied. The construction of this supervisor is done by
translating the natural language specification into a linear
temporal logic (LTL) formula and then composing its equiv-
alent Büchi automaton (BA) with the the PN model in such
a way that the composition complies with the LTL specifica-
tion. There has been a considerable amount of work on the
control of PNs. For example, in [3] a method where the spec-
ifications are written as linear constraints on the reachable
markings of the system and the number of firings of each
transition is defined and in [2] a study on the advantages
and limitations of using PNs as a tool to realize supervisors
is provided. There have been several approaches to the use
of temporal logic as a tool to specify and synthesize goal be-
haviours. The work presented in [6] introduces a planning
algorithm over a domain given as an non-deterministic finite
state automaton (FSA) where the states correspond to sets
of propositional symbols and the goal is given as a tempo-
ral logic formula over those symbols. In both of this work,
the temporal logic formulas are written only over the state
space of the system, thus direct reasoning about sequences
of events is not allowed. In [4], a motion planning method
where the goals are defined as LTL formulas is presented.
The work in [5] also deals with motion planning with tempo-
ral logic goals but allowing the robot to also react to sensor
readings and perform actions other than moving. This ap-
proach, using DES models, reduces the involved complexity
in comparison with hybrid systems models, by only taking
the (discrete) sequences of actions into account.

2. CONSTRUCTING THE LTL BASED PN
SUPERVISOR

We will explain the method through an example. Consider
a soccer team of n robots. The goal is to reach a situation
in which one of the robots is close enough to the goal to
shoot and score. When a robot does not have the ball in its
possession, it can move to the ball until it is close enough
to take its possession or get ready to receive a pass from
a teammate. When it has the ball, it can shoot the ball,
take the ball to the goal if there is no opponent blocking
its path or choose a teammate to pass the ball and, when
it is ready to receive, pass it. In Figure 1, we present the
PN Ni for one of the robots. We depict both events labels,
associated to transitions, and state description symbols, as-
sociated to places, as 〈.〉. The LTL formulas will be written

1253



Figure 1: PN model for robot i. Places depicted
with the same color represent the same place, we
separated them to improve readability.

over the union of these two sets. A PN model for the whole
team is given by the parallel compositions of the PN mod-
els for each robot, synchronizing transitions with common
event labels and keeping the state description. The events
close to balli, close to goali and blocked pathi are caused
by changes in the environment, hence uncontrollable. The
remaining events are controllable events. For each Ni, we
define the set Eic as the set of controllable events of Ni. This
set is used to guarantee the supervisor admissibility: instead
of writing that a controllable event e ∈ Eic must occur, we
write that all other controllable events in Eic cannot occur
until the occurrence of e. One may define the following spec-
ifications: For the whole team, a robot will move to the ball
if and only if the ball is not in the team’s possession and no
other teammate is moving towards it:

ϕ = G((

n_
i=1

moving2balli

n_
i=1

hasballi) ⇒ (X(

n̂

i=1

¬move to balli)))

For each robot Ni, it will not get ready to receive a pass if
none of its teammates wants to pass it the ball:

ψi = G((

n̂

j=1
j 6=i

¬start passingj,i) ⇒ (X¬start receiving i))

For each robot Ni, when one of the teammates decides to
pass it the ball, it will be ready to receive the pass as soon
as possible:

γi = G((
n_
j=1
j 6=i

start passingj,i) ⇒

(X((
^

e′∈Eic\{start receivingi}
¬e′)Ustart receivingi)))

The supervisors are built by appropriately composing the
BA obtained for each LTL specification1 above with the PN

1The BA are obtained using the LTL2BA algorithm [1].

model of the system. This composition yields a PN that
simulates a run in parallel of the BA and the PN modelling
the system, only allowing the occurrence of the PN transi-
tions that lead the system to a sequence of events plus state
description symbols that satisfies the LTL formula. To build
such a PN, we compare each transition of the PN model of
the system with the labels of the BA transitions (encoded
as propositional logic formulas) and add reflexive-arcs2 be-
tween the PN transitions and the places representing a truth
value of a state description symbol that is needed for the BA
transition label to be satisfied. Hence, we only allow the fir-
ing of the PN transition when it leads us to a marking for
which the set of true state description symbols, in conjunc-
tion with the fired event, satisfies the BA transition. If it
is not possible to satisfy the BA transition, no transition
is added to the PN supervisor. We were able to build the
supervisor to a team of up to 10 robots. Even though the
supervisors are large, we were able to build them in a decent
amount of time and for an already large number of robots3.
We argue that without a formal method for the construc-
tion of the supervisors that automatically guarantees that
the specifications are met, the construction of supervisors
for this number of robots would not be feasible.

3. CONCLUSION AND FURTHER WORK
We presented a method to build PN supervisors that are

guaranteed to fulfil LTL specifications. This method allows
the designer to specify intricate behaviours, e.g., coordina-
tion rules, in a close-to-natural-language formalism, as illus-
trated in an application example. Our main goal for future
work is to add uncertainty to the models in order to pro-
vide a method that is robust both to failures in performing
actions and errors in sensor readings.
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ABSTRACT
We study the problem of achieving cooperation between two
self-interested agents that play a sequence of different ran-
domly generated normal form games. The agent learns how
much the opponent is willing to cooperate and reciprocates.
We present empirical results that show that both agents ben-
efit from cooperation and that a small number of games is
sufficient to learn the cooperation level of the opponent.

Categories and Subject Descriptors
I.2.11 [Distributed AI]: Multiagent systems

General Terms
Design, Economics

Keywords
Implicit Cooperation, Game theory, Multiagent Learning

1. INTRODUCTION
We extend the work in [2, 3] where two self-interested

players play a sequence of non-zero-sum normal form games,
each game played only once by the same two players. Since
each game is played only once, agents cannot rely on past
observations to predict the opponent’s behavior, but since
they play repeatedly against each other they can observe
each other and reciprocate past positive interactions.

Reciprocation is a strategy used successfully in nature, in
artificial environments such as iterated prisoner’s dilemma,
and by people [4]. Our agent decides how to reciprocate by
learning the level of cooperation of the opponent, which we
call the opponent’s attitude, and setting its own attitude to
be slightly higher than the attitude of its opponent.

As in [2], an attitude is a real number in the range [-1, 1].
An attitude of 1 means that the opponent’s payoff is valued
as highly as the agent’s own payoff. An attitude of 0 means
that the agent is indifferent to the opponent’s payoff. An
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of 10th Int. Conf. on Autonomous Agents and Multiagent
Systems – Innovative Applications Track (AAMAS 2011),
Tumer, Yolum, Sonenberg and Stone (eds.), May, 2–6, 2011, Taipei, Tai-
wan, pp. 1255-1256.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

attitude of -1 means the agent is only concerned with how
well it does compared to its opponent.

Given agents x and y with attitudes Ax and Ay, a modified

game is created with payoff functions P
′x
ij = P x

ij + AxP y
ij

and P
′y
ij = P y

ij + AyP x
ij , where P x

ij and P y
ij are the payoffs

in the original game respectively for agent x and y when
they choose actions i and j. An agent selects its action in
the modified game, but receives its payoff according to the
original game. We have shown [2] empirically that when
both agents have a positive attitude, their payoffs in the
original game are higher than if they had both simply tried
to maximize their individual scores.

For simplicity, we assume that agents play a strategy
which is part of a Nash equilibrium. The Nash equilibrium
is computed by the agent in the modified game, where the
payoffs are changed to reflect its willingness to cooperate.
This is convenient since it limits the choices to a discrete set
(i.e. one among the Nash equilibria for each game). We do
not assume both agents use the same Nash equilibrium.

2. LEARNING AND RESULTS
An agent which uses this model to act needs 3 parame-

ters – an attitude value for itself, an attitude value for its
opponent, which we call belief, and a method of choosing a
Nash equilibrium from the modified game. In every round
the agent observes the payoff matrix of the game and the
action chosen by the opponent in that context. From that
information, it needs to learn a probability distribution over
the attitude, belief, and method of the opponent.

Due to the complex interactions between attitude, be-
lief, method, and the game being played, it is not possible
to analytically update a probability distribution over those
factors. However, given specific values for attitude, belief,
and method we can compute the probability that the agent
would select a particular action in a given game. This en-
ables the agent to use a regularized particle filter to track a
probability distribution over attitude, belief, and method.

A particle filter represents a probability distribution with
a number of samples drawn from it, instead of using a para-
metric representation. Each particle has a weight attached,
and the distribution represented by the particles is a discrete
distribution with probability of each particle proportional
to its weight. When an observation is made, each parti-
cle’s weight is updated by multiplying it by the probability
assigned to the observation by that particle.

For our experiments we use randomly generated normal
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Figure 1: Payoff against a random stationary oppo-
nent(top) and in self-play (bottom).

form games with 16 actions per player, and payoffs uniformly
distributed between 0 and 1. We have found empirically that
this number of actions provides opportunities for coopera-
tion without making cooperation the only rational choice.
We use the Lemke-Howson algorithm to calculate equilibria,
and use an initialization parameter passed to the algorithm
to distinguish the different methods.

We have measured the model accuracy, i.e. the Euclidean
distance between the estimates and the true values for atti-
tude and belief of the opponent, and the prediction accuracy,
i.e. the Jensen-Shannon divergence between the predicted
and the actual probability distribution the opponent used to
select an action. We have also measured the performance,
i.e. the payoff achieved by the agent.

Fig. 1 shows the payoff against a random stationary op-
ponent, where the agent learns to best respond to the op-
ponent’s predicted strategy, and in self-play, where each
agent reciprocates the opponent’s attitude with a bonus of
.1. Learning targets are drawn from a Gaussian distribution
with 0 mean, results are aggregated over 100 sequences of
100 games. Payoff without learning is what is achieved by
an agent which plays according to its prior distribution over
the opponent. Omniscient payoff is what would be achieved
by an agent aware of the true attitude, belief, and method
of the opponent. The payoff can exceed the optimal pay-
off because of noise in the randomly generated games. As
shown in Fig. 2, after 15-20 interactions the agent’s predic-
tions are very accurate for a random stationary opponent
or in self-play. Those are very small numbers compared to
the hundreds of games needed to learn in the simpler case
of repeated games [1].
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Figure 2: Prediction accuracy against a random sta-
tionary opponent (top) and in self-play (bottom).

3. CONCLUSIONS
We have presented a method for an agent to learn to co-

operate when playing a sequence of different normal form
games with the same opponent. We have shown that achiev-
ing cooperation is beneficial to both agents and that learn-
ing how to respond to the opponent is possible. The results
presented are against a random stationary opponent and in
self-play, but we have tested the algorithm in many other
situations and found that it is fairly robust and effective.
Next we will explore two related questions. First, we want
to extend our learning approach to handle agents which do
not play Nash equilibria. Second, we want to study how
an agent can learn about its opponent when playing against
other types of non-stationary opponents.
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ABSTRACT
Most traffic simulation frameworks move vehicles from some
location A to some location B as the result of different equa-
tions of motion or fluid dynamics. As it is, reality is much
more complex because what actually happens on the road
is not only determined by physics of motion, but also by
the perception and attitudes of the drivers. In this work,
we introduce an approach which considers a driver’s state of
mind within large scale traffic simulations. For this purpose
we describe a BDI based conceptualisation of a driver and
extend common simulation topologies with service oriented
concepts.

Categories and Subject Descriptors
I.2 [Computing Methodologies]: Distributed Artificial
Intelligence—Intelligent agents; I.6 [Simulation And Mod-
eling]: Model Development

General Terms
Human Factors, Experimentation, Measurement

Keywords
BDI, Simulation techniques, tools and environments

1. INTRODUCTION
Despite the wide range of available traffic simulation frame-

works, most products share the fact that the vehicle simu-
lation is done in a pure computational fashion. Usually, the
simulated vehicles are moved from a location A to a loca-
tion B as a result of equations of motion or fluid dynamics.
As it is, reality is much more complex, because what actu-
ally happens on the road is not only determined by physics
of motion, but also by the perception and attitudes of the
drivers. A driver with a high affinity for public transport
for instance might change his means of transportation when
confronted with a traffic jam near a metro station and avail-
able parking. This aspect does not affect the driving process
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per se, but influences the traffic situation a fortiori. Several
approaches [1, 2, 3, 5], integrate stimuli-reaction principles
and mimic individual driving styles by implementing cogni-
tive abilities for the simulated vehicles. Yet, a more com-
prehensive, “strategic” consideration is mostly missing. In
this paper we outline an according approach. We start by
explaining the model we have specified for the driver and
emphasise additional requirements for the topology model
which are necessary to make this approach work.

2. THE BDI DRIVER IN A SERVICE CITY
For our purpose, we have to address two topics. First, we

have to define a model for the environment which is able to
influence the behaviour of a driver by certain stimuli. Next,
we have to define the behavioural model for the driver, which
is able to comprehend the stimuli of the environment and is
able to generate the driver’s action.

The main difference between our approach and related
work is that a driver is able to perceive and interact with
his topology by making use of certain Infrastructural Fea-
tures which may support the driver in achieving his goals,
or influence his strategy in doing so. We define the term as
follows: An Infrastructural Feature can be everything which
is able to fulfil a desire (or parts of it) of a person at a cer-
tain location of an infrastructure. As an example, consider
public transport. It provides a service at many places of
an infrastructure and supports a person’s desire to reach a
certain location. Another example is a car park. Located
at some location they provide service for any driver who
wants to park his vehicle. According to our definition, In-
frastructural Features are not necessarily related to traffic,
but can also be interpreted as: Shop, restaurant, takeaway,
telephone booth and many more. Based on our definition,
it is nearly impossible to provide a complete model for any
larger city; this is not our intention. Our objective is to
provide a uniform way for the specification of these features
in order allow for easy, custom definitions. We choose the
Service Metaphor for this purpose and allow for a unified
specification in terms of preconditions, effects, a scope, a lo-
cation (or more than one, in case of a cross-linked service,
such as a metro system) and a duration function.

For the implementation of the Driver Model, we apply
an agent oriented view [6] and follow a popular model for the
conceptualisation of human behaviour: The BDI model [4].
This approach provides us with a specification for our im-
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plementation and a validation of the agent’s behaviour. We
can implement critical processes in terms of several distinct
modules, each one realising a particular phase of the agent’s
overall behaviour. The operation principle and behaviour
phases of our BDI agent are illustrated in Figure 1.

Figure 1: The architecture and actuation principle
of our driver agents.

Actuation comprises four phases. The simulation engine
uses the location and the scope to determine if a driver per-
ceives an infrastructural service (1). If he does, the agent
starts with the Belief Revision phase, in which he extends
(3) his belief base by newly perceived services and removes
out-dated beliefs (2b) which are no longer required. Using
his updated belief base (4a) and his current intentions (4b),
the agent proceeds to the Generate Options phase, in which
the preconditions of each service in the belief base are evalu-
ated. Depending on the specification of the service’s precon-
ditions, generic reasoners or self-coded methods can be used
here. In case of a positive evaluation of the precondition,
the desire to make use of the service will be stored in the
form of a goal within the goal base of the agent (5). In com-
bination with the agent’s basic plans (walk and drive) and
his current intentions, the new set of goals constitutes the
input (6a, 6b, 6c) for the Filter phase. We distinguish be-
tween two types of goals. While the main goal expresses the
agent’s main objective to reach a certain location, only (sub-
)goals can emerge dynamically indicating an agent’s desire
to make use of a perceived service. By accessing their ef-
fects, the agent computes any possible permutation service
use and measures —according to his preferences— which
strategy is able to support him best in achieving his main
goal. Finally, the favourite strategy is selected and inserted
into the agent’s intention repository (7), from which his ac-
tuation is derived (8) and his environment influenced (9)
once more.

3. LET THEM ROLL
In the following example, we develop service definitions for

a metro station and a car park and evaluate the influences
of varying acceptances towards the usage of a public trans-
port service on the overall traffic situation. We place three
instances of the metro service into the simulation topology
and while the different instances are be located at different
positions, the effect of each service is to move the executing
driver to the same exit. We further define several parking
services, each one with an initial capacity of 2000 parking
lots. We manipulate the filter phase of agents to mimic
adjustable acceptances towards the metro service and per-

form several simulations in which respectively 10.000 vehi-
cles drive from an appointed source region to an appointed
target region. We illustrate selected results in Figure 2.

Figure 2: Results of the simulations, showing the
car park’s utilisation in percentage values.

Each illustration shows the capacity utilisation of respec-
tively one car park by means of coloured circles. Red circles
represent utilisations beyond 90%, yellow circles represent
utilisations beyond 50% and green circles represent utilisa-
tions below 50%. One can clearly see that different user
profiles tend to influence the overall traffic situation differ-
ently. Where a low service acceptance results in a high util-
isation of the parking services within the target area, an
increasing acceptance causes a migration of the utilisation
peak, until it is not possible to make use of the first metro
station, because its parking capabilities are exhausted. Ac-
cording to these results, we can observe that different user
profiles influence traffic situations differently and conclude,
that the consideration of these parameters is able to increase
the quality of simulation results.
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ABSTRACT
We present a method for identifying actions that lead to ob-
servations which are only weakly informative in the context
of partially observable Markov decision processes (POMDP).
We call such actions as weak- (inclusive of zero-) informa-
tion inducing. Policy subtrees rooted at these actions may
be computed more efficiently. While zero-information in-
ducing actions may be exploited without error, the quicker
backup for weak but non-zero information inducing actions
may introduce error. We empirically demonstrate the sub-
stantial computational savings that exploiting such actions
may bring to exact and approximate solutions of POMDPs
while maintaining the solution quality.

Categories and Subject Descriptors
I.2.8 [Problem Solving, Control Methods, and Search]:
Dynamic Programming

General Terms
Theory, Performance

Keywords
decision making, partial observability, approximation

1. INTRODUCTION
A large body of approximation techniques exploit struc-

ture in the problem in order to scale POMDPs [1, 3, 5] lead-
ing to significant performance gains for particular problems
which exhibit the relevant structure. Consistent with this
promising line of investigation, we identify a type of action
often found in problem domains such that related compu-
tations may be performed more efficiently. Specifically, we
consider actions that lead to observations that tend to be
only weakly informative. As an example, observations made
during movement by a robotic vehicle (typically modeled se-
quentially post action in a POMDP) tend to be far less infor-
mative than those resulting from an action dedicated to ob-
serving. We call such actions as weak-information inducing;
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these include those that induce no information as well. We
provide a simple and novel definition for weak information-
inducing actions, characterizing the weakness of the observa-
tions using a parameter. Observing that policy trees rooted
at zero-information inducing actions may be compressed, we
utilize a simplified backup process that excludes considering
observations for any weak-information inducing action while
solving POMDPs. This results in significant computational
savings, albeit we are currently unable to upper bound the
error in optimality that this approximation introduces in the
POMDP solution. We demonstrate the significant compu-
tational savings by exploiting such actions in the context of
an exact solution technique – incremental pruning (IP) [2] –
and the well-known point-based value iteration (PBVI) [4],
and empirically show that the solutions are of comparable
quality.

2. λ-INFORMATION INDUCING ACTIONS
We begin by formalizing a definition of such actions and

motivation for distinguishing them. We then show how we
may exploit such actions thereby reducing the complexity of
the backup.

2.1 Definition
In the classical tiger problem, noises subsequent to open-

ing a door (OL/OR) do not provide any information about
the door containing the tiger. We generalize this concept to
actions leading to weakly informative observations. We call
such actions λ-information inducing, and define them as:

Definition 1 (λ-information inducing action). An
action, a ∈ A, is λ-information inducing if for all observa-
tions:

1 ≤ maxs′∈S O(s′, a, o)

mins′′∈S O(s′′, a, o)
≤ λ ∀o ∈ Ω

where λ ∈ R. We denote the action using aλ and the set of
all such actions using Aλ. Let Āλ = A−Aλ.

In general, low values of λ are representative of actions
that generate weak observations while high λ signals rich
observation(s), although the actual values are subjective to
the problem domain.

2.2 Approximate Solution
We may decompose the POMDP belief update into the

prediction step where the agent updates its belief based on
the action and the correction step where the belief is cor-
rected using the observation that the agent received. We
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observe that for zero-information inducing actions (λ = 1
in Def. 1) the belief updated by the correction step remains
unchanged from the prediction step. Hence, we need not
perform the correction step for such actions. We extend
this to λ-information inducing actions in general.

Our approach is to shorten the belief update process for λ-
information inducing actions by ignoring observations. The
abbreviated update leads to a different and quicker backup.

Substituting just the prediction step within the Bellman
equation leads to the following backup for all actions, aλ ∈
Aλ. Let Γn−1 be the set of horizon n− 1 alpha vectors.

Γaλ,∗ ∪← αaλ,∗(s) = R(s, aλ)+γ
∑
s′∈S

T (s, aλ, s′)α(s′) ∀α ∈ Γn−1

Γλ =
⋃

aλ∈Aλ

Γaλ,∗

The backup process proceeds as in the original procedure
for all other actions in Āλ resulting in the set Γ′. We obtain
the final set of vectors for horizon n as:

Γn
λ = prune (Γλ

⋃
Γ′)

Notice the absence of cross-sum operations for actions in Aλ.
Consequently, we generate |Āλ||Γn−1||Ω| + |Aλ||Γn−1| inter-
mediate vectors in the worst case, which could be far less
than |A||Γn−1||Ω| vectors generated in the exact approach,
if the set Aλ is not empty. The horizon n value function is
obtained as: V n

λ (b) = max
α∈Γn

λ

α · b

3. EXPERIMENTS
We implemented the approximate solution described in

Section 2.2 in the context of both IP and PBVI. We se-
lected well-known benchmark problem domains often used
to evaluate POMDP solution techniques. In Table 1, we
show results for a variety of problem domains. Our method-
ology was to solve each problem exactly using IP and ap-
proximately using PBVI – often for longer time horizon in
the latter case. We noted the maximum expected reward ob-
tained by averaging over 1,000 or more random belief points
(shown in column R). We then measured the time taken by
the approaches modified to exploit λ-information inducing
actions to reach the expected rewards obtained previously
(including time taken to identify such actions).

4. DISCUSSION
While parameter, λ, in Def. 1 could be seen as a simple

way of focusing on actions that induce observations with lim-
ited information content, we are unable to bound the differ-
ence between the corrected and predicted beliefs for the ac-
tion in terms of λ. Consequently, the error introduced by the
approximation may not be bounded. However, our empiri-
cal results in Table 1 indicate that if λ is relatively low, we
obtain solutions of quality comparable to the original tech-
niques. We selected IP for demonstration because it is one of
the quickest exact POMDP solution techniques, while PBVI
is representative of POMDP approximation techniques that
scale. If λ is high to the extent that all actions in a problem
domain are identified and exploited, the approach may not
result in good quality solutions due to high error. Thus, low
values of λ that identify a subset of actions are preferable.
Consequently, the approach should not be used for prob-
lems where the observation functions are identical for most
actions.

Method |Aλ| R Time (secs) H |Γ| Speedup%
Tiger (2s, 3a, 2o)
IP n.a. 9.41 3.83 ± 0.2 226 9
IP + λ=1 2 9.41 3.4 ± 0.22 226 9 ∼12
PBVI n.a. 8.96 0.16 ± 0.2 30 9
PBVI + λ=1 2 8.96 0.1 ± 0.01 30 9 ∼23
Machine 256 (256s, 4a, 16o)
IP n.a. 1.62 0.08 10 2
IP + λ = 1 2 1.62 0.04 ± 0.01 10 2 ∼47
PBVI n.a. 1.33 290.67 ± 1.39 20 1
PBVI + λ = 1 2 1.33 164.94 ± 2.26 20 1 ∼43
RockSample 5 5 (801s, 10a, 2o)
IP n.a. 5.7 103.37 ± 0.52 3 151
IP + λ = 1 5 5.7 106.36 ± 2.73 3 151 ∼3
PBVI n.a. 8.18 2653.4 ±93.17 9 169
PBVI + λ = 1 5 8.18 1954.2 ±8.85 9 169 ∼26
RockSample 5 7 (3201s, 12a, 2o)
IP n.a. -14.44 2.09 ± 0.02 2 20
IP + λ = 1 5 -14.44 1.61 ± 0.02 2 20 ∼23
PBVI n.a. 6.88 3191.6 ± 73.67 4 58
PBVI + λ = 1 5 6.88 2410.2 ± 36.21 4 58 ∼24
UAV Reconnaissance (4096s, 9a, 9o)
IP n.a. – – – – –
IP + λ = 1 5 – – – – –
PBVI n.a. – – – –
PBVI + λ = 1 5 -8.28 796.13 ± 1.37 2 207 ∼80
Learning c2 (12s, 8a, 3o)
IP n.a. 0.40 0.72 2 338
IP + λ=10 6 0.39 0.03 2 27 91
PBVI n.a. 0.63 127.17 ± 3.57 6 873
PBVI + λ=10 6 0.63 16.65 ± 0.07 7 201 ∼87
Learning c3 (24s, 12a, 3o)
IP n.a. 0.39 54.22 ± 1.93 2 2680
IP + λ=10 9 0.38 0.77 ± 0.01 2 54 ∼99
PBVI n.a. 0.78 608.94 ± 10.5 8 880
PBVI + λ=10 9 0.79 158.35 ± 1.79 10 312 ∼74
Learning c4 (48s, 16a, 3o)
IP n.a. – – – –
IP + λ=10 12 – – – –
PBVI n.a. 0.78 2025.7 ± 41.8 11 896
PBVI + λ=10 12 0.79 636.39 ± 10.8 12 338 ∼69

Table 1: Significant speed ups are obtained for sev-
eral problems when λ-information inducing actions
are exploited for different λ. ‘–’ indicates that the
problem could not be solved for at least horizon 2
within an hour. Times are averages of 5 runs on
Intel duo 2.8GHz, 4GB RAM.
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1. INTRODUCTION
Despite their NEXP-complete policy generation complexity [1],

Distributed Partially Observable Markov Decision Problems
(DEC-POMDPs) have become a popular paradigm for multiagent
teamwork [2, 6, 8]. DEC-POMDPs are able to quantitatively ex-
press observational and action uncertainty, and yet optimally plan
communications and domain actions.

This paper focuses on teamwork under model uncertainty (i.e.,
potentially inaccurate transition and observation functions) in
DEC-POMDPs. In many domains, we only have an approximate
model of agent observation or transition functions. To address this
challenge we rely on execution-centric frameworks [7, 11, 12],
which simplify planning in DEC-POMDPs (e.g., by assuming cost-
free communication at plan-time), and shift coordination reasoning
to execution time. Specifically, during planning, these frameworks
have a standard single-agent POMDP planner [4] to plan a pol-
icy for the team of agents by assuming zero-cost communication.
Then, at execution-time, agents model other agents’ beliefs and ac-
tions, reason about when to communicate with teammates, reason
about what action to take if not communicating, etc. Unfortunately,
past work in execution-centric approaches [7, 11, 12] also assumes
a correct world model, and the presence of model uncertainty ex-
poses key weaknesses that result in erroneous plans and additional
inefficiency due to reasoning over incorrect world models at every
decision epoch.

This paper provides two sets of contributions. The first is a
new execution-centric framework for DEC-POMDPs called MOD-
ERN (MOdel uncertainty in Dec-pomdp Execution-time ReasoN-
ing). MODERN is the first execution-centric framework for DEC-
POMDPs explicitly motivated by model uncertainty. It is based on
Cite as: Teamwork in Distributed POMDPs: Execution-time Coordination
Under Model Uncertainty (Extended Abstract), J. Kwak, R. Yang, Z. Yin,
M. E. Taylor and M. Tambe, Proc. of 10th Int. Conf. on Autonomous
Agents and Multiagent Systems (AAMAS 2011), Tumer, Yolum, So-
nenberg and Stone (eds.), May, 2–6, 2011, Taipei, Taiwan, pp. 1261-1262.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

three key ideas: (i) it maintains an exponentially smaller model of
other agents’ beliefs and actions than in previous work and then fur-
ther reduces the computation-time and space expense of this model
via bounded pruning; (ii) it reduces execution-time computation by
exploiting BDI theories of teamwork, thus limiting communication
to key trigger points; and (iii) it simplifies its decision-theoretic
reasoning about communication over the pruned model and uses a
systematic markup, encouraging extra communication and reduc-
ing uncertainty among team members at trigger points.

This paper’s second set of contributions are in opening up model
uncertainty as a new research direction for DEC-POMDPs and
emphasizing the similarity of this problem to the Belief-Desire-
Intention (BDI) model for teamwork [5, 9]. In particular, BDI
teamwork models also assume inaccurate mapping between real-
world problems and domain models. As a result, they emphasize
robustness via execution-time reasoning about coordination [9].
Given some of the successes of prior BDI research in teamwork,
we leverage insights from BDI in designing MODERN.

2. RELATED WORK
Related work includes DEC-POMDP planning that specifically

focuses on optimal communication [2, 6]. In addition to its lack of
investigation into model uncertainty, the policy generation problem
remains NEXP-complete, given general communication costs. Al-
though existing execution-centric approaches [7, 10, 11, 12] lead
to a provably exponential improvement in worst-case complex-
ity over optimal DEC-POMDP planners, they have also assumed
model correctness. Xuan and Lesser [12] studied the trade-offs be-
tween centralized and decentralized policies in terms of communi-
cation requirements, which differs from our own given its focus on
distributed MDPs rather than DEC-POMDPs, and its assumption
of model correctness. ACE-PJB-COMM (APC) [7] and MAOP-
COMM (MAOP) [11] rely on a single-agent POMDP planner at
plan-time, and agents execute the plan in a decentralized fashion,
communicating to avoid miscoordination at execution time. APC
and MAOP respectively use GrowTree and JointHistoryPool, the
set of possible belief nodes to reason about the entire team’s belief
space, which are different from our work. Williamson et al. [10]
also handle online policy computation that incorporates communi-
cation and reward shaping. Although their reward shaping is sim-
ilar to the markup function, MODERN differs from this research
since we use the markup function motivated by model uncertainty
to encourage communication in order to reduce uncertainty.

While BDI is unable to quantitatively reason about costs and un-
certainties, prior BDI works [5, 9] are related to our work in a sense
of execution-centric framework and emphasizing communication
at execution time, which will be explained more in Section 4.
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3. PROBLEM STATEMENT
DEC-POMDPs have been used to tackle real-world multi-

agent collaborative planning problems under transition and
observation uncertainty, which are described by a tuple
〈I, S, {Ai}, {Ωi}, T,R,O,b0〉, where I = {1, ..., n} is a finite
set of agents, and S = {s1, ..., sk} is a finite set of joint states.
Ai is the finite set of actions of agent i, A =

∏
i∈I Ai is the set

of joint actions, where a = 〈a1, ..., an〉 is a particular joint ac-
tion (one individual action per agent). Ωi is the set of observations
of agent i, Ω =

∏
i∈I Ωi is the set of joint observations, where

o = 〈o1, ..., on〉 is a joint observation. T : S × A × S 7→ R is
the transition function, where T (s′|s,a) is the transition probabil-
ity from s to s′ if joint action a is executed. O : S×A×Ω 7→ R is
the observation function, where O(o|s′,a) is the probability of re-
ceiving the joint observation o if the end state is s′ after a is taken.
R(s,a, s′) is the reward that agents get by taking a from s and
reaching s′, and b0 is the initial joint belief state.

Here, we assume the presence of model uncertainty, which is
modeled with a Dirichlet distribution [3]. A separate Dirichlet dis-
tribution for the observation and transition function is used for each
joint state, action, and observation. An L-dimensional Dirichlet
distribution is a multinomial distribution parameterized by positive
hyper-parameters β = 〈β1, . . . , βL〉 that represents the degree of
model uncertainty. The probability density function is

f(x1, ..., xL;β) =

∏L
i=1 x

βi−1
i

B(β)
, B(β) =

∏L
i=1 Γ(βi)

Γ(
∑L
i=1 βi)

,

and Γ(z) =
∫∞
0
tz−1e−tdt is the standard gamma function. The

maximum likelihood point can be easily computed: x∗i = βi∑L
j=1 βj

,

for i = 1, ..., L. Let Ts,a be the vector of transition probabilities
from s to other states when a is taken and Os′,a be the vector of
observation probabilities when a is taken and s′ is reached. Then
Ts,a ∼ Dir(β) and Os′,a ∼ Dir(β′), where β and β′ are two
different hyper-parameters.

We assume that the planner is not provided the precise amount of
model uncertainty (i.e., the precise amount of uncertainty over tran-
sition or observation uncertainty). Our goal is effective teamwork,
i.e., achieving high reward in practice, at execution time.

4. SUMMARY OF DESIGN DECISIONS
MODERN’s design is explicitly driven by model uncertainty,

leading to three major key ideas. First, MODERN maintains an
exponentially smaller model of other agents’ beliefs and actions
than the entire set of joint beliefs as done in previous work via In-
dividual estimate of joint Beliefs (IB); then it further reduces the
computation-time and space expense of this model via Bounded
Pruning. IB is a concept used in MODERN to decide whether or
not communication would be beneficial and to choose a joint action
when not communicating. IB can be conceptualized as a subset of
team beliefs that depends on an agent’s local history, leading to an
exponential reduction in belief space compared to GrowTree men-
tioned earlier. However, the number of possible beliefs in IB still
grows rapidly, particularly when agents choose not to communicate
for long time periods. Hence, we propose a new pruning algorithm
that provides further savings. In particular, it keeps a fixed number
of most likely beliefs per time step in IB.

Second, MODERN reduces execution-time computation by: (i)
engaging in decision-theoretic reasoning about communication
only at Trigger Points — instead of every agent reasoning about
communication at every step, only agents encountering trigger
points perform such reasoning; and (ii) utilizing a pre-planned pol-

icy for actions that do not involve interactions, avoiding on-line
planning at every step. Note that trigger points include any situa-
tion involving ambiguity in mapping an agent’s observation to its
action in the joint policy. The key idea is that in sparse interaction
domains, agents will not have to reason about coordination at ev-
ery time step and only infrequently encounter trigger points, thus
significantly reducing the burden of execution-time reasoning.

Lastly, MODERN’s reasoning relies on two novelties — how
it computes the expected utility gain and how it uses the Markup
Function. In particular, MODERN’s reasoning about communi-
cation is governed by the following formula: f(κ, t) · (UC(i) −
UNC(i)) > σ, where κ is a markup rate, t is a time step, UC(i)
is the expected utility of agent i if agents were to communicate,
UNC(i) is the expected utility of agent i when it does not commu-
nicate, and σ is a given communication cost. UC(i) is calculated by
considering two-way synchronization, which emphasizes the ben-
efits from communication. UNC(i) is computed based on the indi-
vidual evaluation of heuristically estimated actions of other agents.
The markup function, f(κ, t), helps agents to reduce uncertainty
among team members by marking up the expected utility gain from
communication rather than perform precise local computation over
erroneous models.
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1. INTRODUCTION
Planning as inference recently emerged as a versatile ap-

proach to decision-theoretic planning and reinforcement learn-
ing for single and multi-agent systems in fully and partially
observable domains with discrete and continuous variables.
Since planning as inference essentially tackles a non-convex
optimization problem when the states are partially observ-
able, there is a need to develop techniques that can robustly
escape local optima. We propose two algorithms: the first
one adds nodes to the controller according to an increasingly
deep forward search, while the second one splits nodes in a
greedy fashion to improve reward likelihood.1

2. PLANNING AS INFERENCE
Consider a partially observable Markov decision process

(POMDP) described by a set S of states s, a set A of ac-
tions a, a set O of observations o, a transition distribution
Pr(s′|s, a) = ps′|sa, an observation distribution Pr(o′|s, a) =
po′|sa and a reward function R(s, a) = rsa ∈ <. An impor-
tant class of policies (denoted by π) are those representable
by a stochastic finite state controller (FSC), which is a di-
rected acyclic graph such that each node n chooses an action
a according to Pr(a|n) = πa|n, each edge is labeled with an
observation o′ that chooses a successor node n′ according to
Pr(n′|n, o′) = πn′|no′ and the initial node is chosen accord-
ing to Pr(n) = πn.

Toussaint et al. [6] recently proposed to formulate the op-
timization of stochastic controllers as a likelihood maximiza-
tion problem. The idea is to treat rewards as random vari-
ables by normalizing them. Let R̄ be a binary variable such

1More details can be found in a longer version of this paper.

Cite as: Escaping Local Optima in POMDP Planning as Inference (Ex-
tended Abstract), P. Poupart, T. Lang and M. Toussaint, Proc. of 10th
Int. Conf. on Autonomous Agents and Multiagent Systems
(AAMAS 2011), Tumer, Yolum, Sonenberg and Stone (eds.), May, 2–6,
2011, Taipei, Taiwan, pp. 1263-1264.
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that Pr(R̄=true|s, a) = pr̄true|sa = (rsa − rmin)/(rmax −
rmin). Similarly, we treat the decision variables A and N as
random variables with conditional distributions correspond-
ing to πa|n, πn and πn′|no′ . The POMDP is then converted
into a mixture of dynamic Bayesian networks (DBNs) where
each DBN is t time steps long with a single reward vari-
able at the end and is weighted by a term proportional to
γt. Hence, the value of a policy is proportional to pr̄true in
this mixture of DBNs. To optimize the policy, it suffices to
search for the distributions πn, πn′|no′ and πa|n that maxi-
mize pr̄true . This can be done by Expectation Maximization
(EM), which repeatedly updates the distributions

πi+1
n ∝P

s psπ
i
nβns

πi+1
a|n ∝

P
ss′o′n′ αsnπ

i
a|n[pr̄true|sa+γps′|sapo′|s′aπ

i
n′|o′nβn′s′ ]

πi+1
n′|o′n ∝

P
ss′a αsnπ

i
a|nps′|sapo′|s′aπ

i
n′|o′nβn′s′

Here, α = limt→∞ αt and β = limt→∞ βt are the forward
and backward terms obtained in the limit according to

αts′n′ = bs′πn′ + γ
P
asno′ α

t−1
sn πa|nps′|sapo′|as′πn′|no′

βtsn =
P
as′n′o′ πa|n[pr̄true|sa + γps′|sapo′|as′πn′|no′β

t−1
s′n′ ]

The reformulation of policy optimization as an inference
problem opens the door to a variety of inference techniques,
however an important problem remains: policy optimization
is inherently non-convex and therefore the DBN mixture re-
formulation does not get rid of local optima issues.

3. ESCAPING LOCAL OPTIMA
Since global optimality is ensured when optimal action

and successor node distributions are used for all reachable
beliefs, we can perform a forward search from the initial
belief to add new nodes each time suboptimal actions or
successor nodes are chosen for some reachable beliefs. Since
the search grows exponentially with the planning horizon, we
propose to start the search from the “mean” beliefs bs|n ∝
αsn associated with each node n to reduce the number of
steps necessary before a suboptimal action is detected. Alg. 1
describes an incremental forward search that verifies whether
the action and successor node distributions are optimal with
respect to the value function of the controller for all beliefs
reachable at increasing depths. When a non-optimal action
or successor node choice is detected, a new node is created
with optimal action and successor node distributions. We
also create nodes for each belief traversed on the path since
their action and successor node distributions may change
too. These new nodes are added to the controller, which is
re-optimized by EM.
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Figure 1: Performance as the number of nodes increases.

Algorithm 1 ForwardSearch(α, β, π, b0)

for depth = 1 to ∞ do
for each b reachable from b0 in depth steps do
v ← maxn

P
s bsβsn

v∗ ← maxa pr̄true|ba + γ
P
o′ po′|bamaxn′

P
s′ b

ao′
s′ βs′n′

if v∗ − v > 0 then
return controller with new nodes corresponding to the
actions and successor nodes chosen along the path

end if
end for

end for

Algorithm 2 NodeSplitting(α,β,π)

for n ∈ N do
split n into n1 and n2

initialize πa|n1 = πa|n2 = πa|n, πn′|o′n1 = πn′|o′n2 =
πn′|o′n, πn1 + πn2 = πn, πn′

1|o′n + πn′
2|o′n = πn′|o′n

initialize αn1 + αn2 = αn, βn1 = βn2 = βn
re-run EM
gain(n) = increase in value when splitting n

end for

return π∗, α∗, β∗ based on splitting n∗ = argmaxn gain(n)

Siddiqi et al. [4] recently proposed an approach to discover
the number of hidden states in HMMs by state splitting. In
Alg. 2, we adapt this approach to POMDP controllers where
internal nodes are split to escape local optima. For each
node n of the controller, consider the possibility of splitting
that node in two new nodes n1 and n2. More precisely re-
place the parameters that involve n by new parameters that
involve n1 and n2 and re-run EM. To speed up computation,
initialize α and β with those of the unsplitted controller. Af-
ter re-training the model for each potential split, select the
split that yields the largest increase in likelihood.

4. EXPERIMENTS
We tested four methods to escape local optima: i) for-

ward search from the mean belief bs|n associated with each
node n, ii) forward search from init (initial belief), iii) node
splitting and iv) random restarts: retain best controller ob-
tained by running EM from different random initializations.
Figure 1 shows the performance of each method as the num-
ber of nodes increases for 3 POMDP benchmarks.Each curve
is the median of 21 runs from different initial random con-
trollers with error bars corresponding to the 25% and 75%
quantiles. The cheese-taxi problem is challenging for policy
search techniques because its optimal policy includes a long
sequence of actions such that any small deviation from that
sequence is bad. Only the forward search techniques found
good policies because of their ability to modify sequences of
actions by adding multiple nodes in one step. For the hall-

Table 1: Average value for controllers of different
sizes indicated in parenthesis. n.a. = not available.

Techniques cheese-taxi hallway machine
upper bound 2.48 1.19 66.7
HSVI2 2.48 1.03 58.2
biased BPI 2.13 (30) 0.94 (40) 63.0 (30)
QCLP n.a. 0.72 (08) 61.0 (06)
BBSLS n.a. 0.80 (10) n.a.
ForwardSearch 2.47 (19) 0.92 (40) 62.6 (19)
NodeSplitting -20.0 (30) 0.95 (40) 63.0 (16)

way and machine problems, adding or splitting one node
at a time is adequate, however node splitting outperforms
forward search because it evaluates more accurately alterna-
tive controllers by re-running EM, which allows it to greedily
select the best split at each step.

In Table 1, we compare the forward search and node split-
ting techniques to a leading point-based value iteration tech-
nique (HSVI2 [5]) and three policy search techniques for fi-
nite state controllers (biased BPI with escape [3], non-linear
optimization (QCLP) [1] and stochastic local search (BB-
SLS) [2]). Since the optimal policy is not known for several
problems, we also report an upper bound on the optimal
value (computed by HSVI2). The results show that EM
with forward search or node splitting is competitive with
other policy search techniques. HSVI2 finds better policies,
but at the cost of a much larger representation.

5. CONCLUSION
Although there already exists escape techniques for finite

state controllers, none of them can be combined with EM
(or planning as inference). Hence, this work resolves an
important issue by mitigating the effect of local optima and
improving the reliability of EM. Our next step is to extend
our implementation to factored domains since this is where
planning as inference becomes really attractive.
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ABSTRACT
Although much work has been done on designing autonomy
and user interfaces for managing small teams of indepen-
dent robots, much less is known about managing large-scale
bio-inspired robot (BIRT) teams. In this paper, we explore
human interaction with BIRT teams in an information forag-
ing task. We summarize results from two small experiments
that use two types of BIRT teams in a foraging task. The re-
sults illustrate differences in BIRT performance for different
types of human interaction, and illustrate how performance
robustness can vary as a function of interaction type.
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Keywords
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1. INTRODUCTION
Two current research areas are receiving considerable at-

tention in the recent literature: human-robot interaction
(HRI) and bio-inspired robot teams (BIRT). HRI empha-
sizes the design of robot behaviors that respect and sup-
port human psychological principles. BIRT research empha-
sizes identifying principles and practices of biological soci-
eties such as ants and bees and then abstracting and encod-
ing these principles in robots [5]. HRI helps humans design
robots that are responsive to human input and BIRT helps
humans design teams that are robust. Research that com-
bines elements of HRI with BIRT should allow humans to
design robot teams that are both responsive and robust. We
call the combination human-BIRT (HuBIRT) to emphasize
human-centered design of bio-inspired teams.

We apply HuBIRT to a foraging task where there are mul-
tiple tasks that appear at unknown locations in a spatial

∗We thank ONR and ARL for funding; the results of this
paper do not necessarily reflect their opinions.
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domain. Agents must discover the tasks, assign a subset or
subteam of the agents to perform the task, and persist until
the task is complete. New tasks randomly appear. Bio-
inspired agents are capable of performing some aspects of
this task by themselves, but are generally inefficient at the
task without having some kind of human input.

We analyze how human input can influence two kinds of
bio-inspired teams: one based on a physicomimetic model
and the other based on a biomimetic model. In contrast to
this approach, agent-based simulation has been used in Hu-
BIRT to determine team organizational aspects/parameters
of a team by finding a relationship between parameters and
team behavior [7, 3], while leader-based models were ex-
plored in [2, 4].

2. PHYSICOMIMETICS
In a physicomimetics model, all agents experience inter-

agent attraction that draws agents together and inter-agent
repulsion that keeps agents from getting too close. These
forces can produce collective behavior based on very simple
agent autonomy. Each agent is treated as a particle that cal-
culates the force acting on it by other agents using equations
in [6]. Since these agents are not goal-driven, responsive col-
lective behavior can benefit from human influence.

Attraction Repulsive Control (ARC). In ARC, the
operator uses a virtual agent to attract (influence) the real
agents in the field. Once, the agents are attracted, the op-
erator drags the virtual agent to the resource location. This
makes the agents responsive to a given individual task but,
the operator is required to be in the loop throughout the
mission. As the number of tasks grows, operator and com-
munication channel can quickly become overloaded.

Leader Model (LM). In LM, the operator manages a
small number of leader agents. Once a leader agent is as-
signed to a task, it recruits other agents and pulls them to
the resource location. The attraction radius of influence is
assigned by the operator and also the location of the re-
source.

Results. We simulated a swarm of 100 agents with 10
leader agents (for LM). Figure 1 illustrates performance for
the ARC and LM as the probability of communication P is
varied between 1, 0.5, 0, 1 and 0.01. LM always performed
better than ARC. This is because the operator can assign a
leader to a target, choose a desired radius of influence, and
then switch attention to another assignment. By contrast,
in the ARC case, the operator is attached to a set of agents
until the target is minimized. Thus, the response time for
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LM model is lower than for ARC model.
ARC performs poorly for P < 1 (see Figure 1) because it

requires nearly constant communication between the virtual
and other agents. By contrast, LM performance degrades
only slightly with decrease in P , indicating robust perfor-
mance. The leader at every time step, tries to attract more
agents as it moves towards the resource location. Once, the
agent is attracted to the leader, the agent is programmed to
follow the leader and hence the swarm does not fluctuate.

3. BIOMIMETICS
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Figure 1: Avg. response time vs. P .

Consider the
biomimetics
model from [1].
In this model,
agents em-
ulate fish by
using prior-
itized behav-
ioral rules
to tell a fish
to change
its desired
direction as
a function
of the distance and direction of neighbors within a specified
“zone of repulsion,”, “zone of orientation,” “zone of attrac-
tion”, and “blind zone”. The scenario consists of 100 fish in
a 120 × 120 area. Quantities of food (represented graphi-
cally as barrels) are placed around the map to represent the
information to be gathered. The “food” is depleted at 1 unit
per second per fish whenever a fish is within range.

Parameter-Based Management (PAR). In PAR, fish
behavior is determined by an operator offline by selecting pa-
rameters that cause fish to spread out and keep a minimum
distance from each other. The fish spread out over the map
and consume food they come in contact with. In simulation,
the parameter values were subjectively optimized to perform
best for small sources of food located in a uniform grid.

Predator-Based Management (PRED). In PRED,
and operator controls a single predator to split and steer
groups of aligned fish; fish are repelled by a predator if
the predator is within a prescribed distance. The preda-
tor moves slightly faster than the fish and can turn much
more sharply. Collectively, the fish are clustered in a small
group, but if a predator gets close then they are repelled by
this predator. Parameters are chosen such that fish tend to
stay close together even when the predator “chases” them.

Results. Four simulations were conducted. In the first
two simulations, food was placed in a uniform grid, 10 units
apart; each container held one resource unit. The second
simulation again placed food in a uniform grid, but the size
of the containers was increased to 10 resource units. In the
third simulation, 10 containers of food are randomly placed
using a uniform distribution on x and y. This scenario is
designed to require fish to coordinate in schools, when the
size of the food containers is large. To make the total amount
of resource comparable to the second simulation, each food
container held 100 resource units. In the fourth simulation,
200 resource units were placed in each barrel.

Average results over five trials are shown in Figures 2(a)-
2(b). The plots include the mean, the interquartile range,
and the range. The thick magenta line shows the trends of

(a) (b)

Figure 2: Completion time for (a) parameter-based
management and (b) predator-based management.

the average values.
PAR completed the tasks more quickly for all simulations.

Uniformly spreading the fish out in all directions produces
collectively fish that cover the area effectively. The predator-
managed fish travel in schools and, therefore, take more time
to cover the whole map. Note the trends between the second
through fourth simulations. PRED stays fairly constant but
PAR increased. This is because PRED allowed a school of
fish to focus on a concentrated resource for a long period
of time, whereas PAR equired the fish to continue to move
about randomly, being repelled by each other on occasion or
when the came near to walls. The predator approach seems
to be potentially more robust to variations in the concentra-
tions and distributions of the resources.

4. SUMMARY
This paper illustrates how leader-based and predator-based

interactions can help a human robustly manage a bio-inspired
robot team.
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ABSTRACT

Heuristic depressions are local minima of heuristic functions.
While visiting one them, real-time (RT) search algorithms
like LRTA∗ will update the heuristic value for most of their
states several times before escaping, resulting in costly solu-
tions. Existing RT search algorithm tackle this problem by
doing more search and/or lookahead but do not guide search
towards leaving depressions. We present eLSS-LRTA∗, a
new RT search algorithm based on LSS-LRTA∗ that actively
guides search towards exiting regions with heuristic depres-
sions. We show that our algorithm produces better-quality
solutions than LSS-LRTA∗ for equal values of lookahead in
standard RT benchmarks.

Categories and Subject Descriptors

I.2.8 [Artificial Intelligence]: Problem Solving, Control
Methods, and Search—Graph and tree search strategies, Heuris-
tic methods

General Terms

Algorithms, Experimentation

Keywords

Agent Reasoning::Planning (single and multi-agent), Robot
Reasoning::Planning, Path Planning

1. INTRODUCTION
In many real-world applications, agents need to act quickly

in dynamic, initially unknown domains. Example applica-
tions range from robot navigation, to agent navigation in
games (e.g., Baldur’s Gate, Starcraft, etc.). Real-time (RT)
search (e.g., [8]) is a standard paradigm for solving search
problems in those settings. RT algorithms run a computa-
tionally cheap observe-plan-act cycle, in which the environ-
ment is observed, an action is selected, and then executed.
Their search is guided by a heuristic function h, like in stan-
dard A∗ search [3].

Early heuristic RT algorithms like LRTA∗ and RTA∗ [8]
perform poorly in presence of heuristic depressions [5] –
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bounded regions of the search space in which the heuris-
tic is unrealistic with respect to the heuristic value of the
states in the border of the region. Before exiting a depres-
sion, they will visit most states in the depression, possibly
many times. State-of-the-art RT search algorithms (e.g. [7,
2, 6, 1, 4]) escape depressions more quickly as a consequence
of performing more lookahead or more learning. More looka-
head involves selecting an action by looking farther away in
the search space, whereas more learning involves updating
the heuristic values of several states in a single iteration.
There are many algorithms that use one or a combination
of these techniques.

In this paper, we propose eLSS-LRTA∗, an RT search al-
gorithm that actively guides search towards escaping heuris-
tically depressed regions. eLSS-LRTA∗ is based on LSS-
LRTA∗, a state-of-the-art RT search algorithm. eLSS-LRTA∗

defers from its ancestor in two main aspects: (1) it provides
a mechanism for detecting states that belong in a heuristic
depression, and (2) it prefers to expand nodes that are not
in a heuristic depression during its lookahead search.

We perform an experimental evaluation that shows gener-
ally improved performance in standard benchmark domains.
In most cases, for an equal amount of lookahead eLSS-LRTA∗

finds better solutions in less time. Additionally, we per-
formed a theoretical analysis; desirable properties, such as
termination, hold for eLSS-LRTA∗.

2. ESCAPING HEURISTIC DEPRESSIONS
The heuristic value of a state s in the search space is an

estimation of the optimal cost incurred to reach a goal state.
As such, a good heuristic is one that assigns higher values to
states that are farther from the goal. In RT search problems,
however, heuristics usually contain depressions [5].

Brief Sketch of the Algorithm Our algorithm, eLSS-
LRTA∗, is a simple yet effective modification of LSS-LRTA∗.
The description that follows assumes familiarity with LSS-
LRTA∗ (details in [7]).

To escape heuristic depressions eLSS-LRTA∗ seeks a quick
way out by explicitly avoiding states in a depression. The
main conceptual difference between eLSS-LRTA∗ and its an-
cestor is that the former carries out its lookahead search by
preferring states that are not in a depression. To achieve
this, we slightly modify LSS-LRTA∗’s lookahead procedure
(originally an A∗) to use two priority queues instead of a
single one. In the first priority queue, Open1, it inserts all
states that are still not proven to be in a depression, whereas
in the second queue, Open2, it puts states that are known
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Figure 1: Game (top row) and office maps (bottom
row). Areas of 2 × 2 rooms are shown for the office
maps.
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Figure 2: Average Percentage Cost Improvements

to be in a depression. While doing the lookahead search,
the algorithm will always expand a state in Open1 if pos-
sible, and will only expand a state from Open2 if Open1 is
empty. Once the lookahead has been carried out, the strat-
egy for updating the heuristic values is essentially the same
as in LSS-LRTA∗, but the update procedure is extended
to mark the states that are inside a depression, so that in
later iterations those marked states can be avoided. The
learning phase of eLSS-LRTA∗ is a slight modification of
LSS-LRTA∗’s. It is a version of Dijkstra’s algorithm that
increases the heuristic of the states in the closed list of the
A∗ search to the maximum value that maintains consistency.
A state is marked if and only if its heuristic increased.

When LSS-LRTA∗ finishes the lookahead search, it de-
cides what path to traverse by looking at the best state
in the priority queue resulting from the A∗ search. eLSS-
LRTA∗, on the other hand, selects the best state in Open1,
if one exists, and else selects one from Open2.

3. EVALUATION
We evaluated the algorithm theoretically and proved it

has desirable properties. In particular if h is initially con-
sistent, it remains consistent. eLSS-LRTA∗ is complete: if
a solution exists, it is found. Experimentally, we compared
eLSS-LRTA∗ with LSS-LRTA∗ in pathfinding tasks over ini-
tially unknown terrain. For fairness, we use comparable im-
plementations with the same underlying code base.

The user-given h-values are the octile distances [9]. We
use three computer game maps adapted from the game World
of Warcraft (sizes: 169×169, 128×128, and 128×128) and
three indoor office maps of 1000 × 1000 cells each (Fig. 1).
For each test case in game maps, we choose the start and the

goal cell randomly, ensuring they are sufficiently far apart.
Figure 2 shows average cost improvements averaged over

3000 test cases for the game maps (1000 test cases for each
particular game map) and over 3000 test cases for the office
maps (1000 test cases for each particular office map). Time
per search episode is very similar for both algorithms, and
thus total search time is proportional to solution cost. We
used a Linux machine with a Pentium CoreQuad 2.33 GHz
CPU and 8 GB RAM.

In game maps eLSS-LRTA∗ consistently outperforms LSS-
LRTA∗. Most significant improvements are produced for low
values of the lookahead parameter. Improvements decrease
as the lookahead parameter increases. In the office maps,
we do observe significant improvements for small values of
the lookahead parameter (1–5), however for higher values
(>9) the quality may be degraded. We think this may be
explained by the quality of the heuristic and the structure of
the problem. The heuristic is more misleading in the office
scenario than on the game scenario. In these problems the
cell corresponding to the position of the agent usually lies in
the interior of a big heuristic depression. When lookahead
is carried out, most cells are marked as in a depression. Due
to the structure of the problem, it is often the case that
the agent finds an obstacle on its way. Thus, a new search is
started from a states whose immediate neighbors are already
marked. In that case eLSS-LRTA∗ behaves like LSS-LRTA∗.

4. RELATEDWORK
There exist algorithms that escape heuristic depressions

by doing more lookahead or learning. Examples and RTAA∗

[6], LRTA∗
LS(k) [4]. LSS-LRTA∗ finds better-quality solu-

tions than RTAA∗ for the same value of the lookahead pa-
rameter (though in more time) [6] . LSS-LRTA∗ is competi-
tive with LRTA∗

LS(k) [4]. We are not aware of any algorithms
that guide search towards escaping away of depressions.
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ABSTRACT
Most incomplete DCOP algorithms generally do not provide
any guarantees on the quality of the solutions. In this pa-
per, we introduce a new incomplete DCOP algorithm that
can provide the upper bounds of the absolute/relative errors
of the solution, which can be obtained a priori/a posteriori,
respectively. The evaluation results illustrate that this algo-
rithm can obtain better quality solutions and bounds com-
pared to existing bounded incomplete DCOP algorithms,
while the run time of this algorithm is much shorter.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Multi-agent systems

General Terms
Algorithms, Experimentation

Keywords
Distributed Constraint Optimization Problem, Pseudo-tree,
Induced Width

1. INTRODUCTION
A Distributed Constraint Optimization Problem (DCOP)

is a fundamental problem that can formalize various applica-
tion problems in multi-agent systems, e.g., distributed sen-
sor networks [4] and meeting scheduling [6]. Since DCOP is
NP-hard, considering faster incomplete algorithms is nec-
essary for large-scale applications. Most existing incom-
plete algorithms generally do not provide any guarantees
on the quality of the solutions. Some notable exceptions are
DALO [3], the bounded max-sum algorithm [2], and AD-
POP [5]. Among these algorithms, DALO is unique since
it can obtain a priori bound. Also, the obtained bound is
independent of problem instances. On the other hand, the
bounded max-sum algorithm and ADPOP can only obtain
a posteriori bound. Having a priori bound is desirable, but
a posteriori bound is usually more accurate.
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In this paper, we introduce an incomplete algorithm based
on a new solution criterion called p-optimality. This algo-
rithm can provide the upper bounds of the absolute/relative
errors of the solution, which can be obtained a priori/a pos-
teriori, respectively. These bounds are based on the induced
width p of a constraint graph [1] and the maximal value of
each reward function, but they are independent of problem
instances. This algorithm utilizes a graph structure called a
pseudo-tree, which is widely used in complete DCOP algo-
rithms such as ADOPT [4] and DPOP [6]. This algorithm
is a one-shot type algorithm, which runs in polynomial-time
in the number of agents n. Furthermore, this algorithm has
adjustable parameter p, so that agents can trade-off better
solution quality against computational overhead.

DALO is an algorithm based on the criteria of local opti-
mality called k-size/t-distance optimality [3]. Compared to
this algorithm, our algorithm is a one-shot type algorithm,
while DALO is an anytime algorithm. Also, our algorithm
can provide tighter bounds a priori. The bounded max-sum
algorithm is a one-shot type algorithm. Compared to this
algorithm, our algorithm has adjustable parameter p, while
this algorithm has no adjustable parameter. Also, our al-
gorithm can obtain a priori bound. Our algorithm is quite
similar to ADPOP, which also eliminates edges among vari-
ables to bound the size of messages. ADPOP uses a heuris-
tic method to determine which edges to eliminate. As a
result, it cannot obtain a priori bound. We can consider
p-optimality gives a simple but theoretically well-founded
method to determine which edges to eliminate in ADPOP.

2. PRELIMINARIES
A distributed constraint optimization problem is defined

by a set of agents S, a set of variables X, a set of binary
constraint relations C, and a set of binary reward functions
F . An agent i has its own variable xi. A variable xi takes its
value from a finite, discrete domain Di. A binary constraint
relation (i, j) means there exists a constraint relation be-
tween xi and xj . For xi and xj , which have a constraint re-
lation, the reward for an assignment {(xi, di), (xj , dj)} is de-
fined by a binary reward function ri,j(di, dj) : Di×Dj → R.
For a value assignment to all variables A, let us denote

R(A) =
∑

(i,j)∈C,{(xi,di),(xj ,dj)}⊆A

ri,j(di, dj).

Then, an optimal assignment A∗ is given as arg maxA R(A),
i.e., A∗ is an assignment that maximizes the sum of the value
of all reward functions.
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A DCOP problem can be represented using a constraint
graph, in which a node represents an agent/variable and an
edge represents a constraint.

For a graph G = (V, E), a total ordering o, and a node
i ∈ V , we call A(E, o, i) = {j | (i, j) ∈ E ∧ j ≺ i} as i’s
ancestors, where we denoted j ≺ i, if j occurs before i in o.
We also denote ord(i) for the i-th node in o.

Definition 1 (Chordal graph based on total or-
dering). For a graph G = (V, E) and a total ordering o, we
say G is a chordal graph based on total ordering o when the
following condition holds:

• ∀i, ∀j, ∀k ∈ V , if j, k ∈ A(E, o, i), then (j, k) ∈ E.

Definition 2 (Induced chordal graph based on to-
tal ordering). For a graph G = (V, E) and a total order-
ing o, we say a chordal graph G′ = (V, E′) based on total
ordering o, which is obtained by the following procedure, as
an induced chordal graph of G based on total ordering o.

1. Set E′ to E.

2. Choose each node i ∈ V from the last to the first based
on o and apply the following procedure.

• if ∃j, ∃k ∈ A(E′, o, i) s.t. (j, k) ̸∈ E′, then set E′

to E′ ∪ {(j, k)}.
3. Return G′ = (V, E′).

A parameter called induced width can be used as a measure
for checking how close a given graph is to a tree. We call
w(G, o) as the width of graph G based on total ordering o
and it is defined as maxi∈V |A(E, o, i)|. Furthermore, we call
w(G′, o) as the induced width of G based on total ordering
o, where G′ = (V, E′) is the induced chordal graph of G
based on total ordering o.

A chordal graph G = (V, E) based on total ordering o
can be assumed as a pseudo-tree. We say an edge (i, j) is
a back-edge of i, if j ∈ A(E, o, i) and j is not i’s parent.
Also, when (i, j1), (i, j2), . . . , (i, jk) are all back-edges of i,
and j1 ≺ j2 ≺ . . . ≺ jk holds, we call them as first back-
edge, second back-edge, . . ., k-th back-edge, respectively.

3. BOUNDED INCOMPLETE ALGORITHM
BASED ON INDUCED WIDTH

Our proposed incomplete algorithm has two phases:

Phase 1: Generate a subgraph from an induced chordal
graph by removing several edges, so that the induced
width of the induced chordal graph obtained from the
subgraph is bounded by parameter p.

Phase 2: Find an optimal solution to the graph obtained
in Phase 1 using any complete DCOP algorithms.

Let us describe Phase 1. To obtain such a subgraph is not
easy. One might imagine that we can easily obtain such a
subgraph by just removing the back-edges so that all nodes
have at most p − 1 back-edges. However, by this simple
method, we cannot guarantee that the remaining graph is
a chordal graph and we might need to add some edges to
make it a chordal graph. As a result, the induced width of
the induced chordal graph can be more than p.

We develop a method for Phase 1 as follows.

Definition 3 (p-reduced graph). For a chordal graph
G = (V, E) based on total ordering o, we say a graph G′ =
(V, E′) obtained by the following procedure as p-reduced graph
of G (where 1 ≤ p ≤ w(G, o)):

1. Set E′ to E.

2. Repeat the following procedure w(G, o)− p times.

• For each i ∈ V where p + 1 ≤ ord(i) ≤ w(G, o)
remove the first back-edge in G′ = (V, E′) from
E′ if there is one.

3. Return G′ = (V, E′).

In Phase 1, a p-reduced graph is generated. Then, we
can guarantee that the obtained graph is chordal and its
induced width is p. Based on the idea of p-reduced graph,
we introduce a new solution criterion as follows.

Definition 4 (p-optimality). We say an assignment A
is p-optimal for a distributed constraint optimization prob-
lem ⟨X, C, R⟩ and a total ordering o, when A maximizes the
total rewards in G′′ = (X, C′′), where G′ = (X, C′) is an
induced chordal graph of G = (X, C) based on total ordering
o, and G′′ = (X, C′′) is the p-reduced graph of G′. More
specifically, ∀A′, RC′′(A) ≥ RC′′(A′) holds.

To find a p-optimal solution in Phase 2, we can use any
complete DCOP algorithms. We use the obtained p-optimal
solution as an approximate solution of the original graph.

Furthermore, we estimate two types of errors, i.e., abso-
lute and relative errors of the solution. Absolute error can
be obtained a priori. Intuitively, the absolute error is given
by the product of the maximal value of each reward function
and the maximal number of removed back-edges. Relative
error can be obtained a posteriori. We can compute it using
a method similar to ADPOP.

In our evaluations, we showed that our algorithm for p=1-
optimality can obtain better quality solutions and estimate
more accurate error bounds compared with DALO-t for t=1-
distance-optimality and the bounded max-sum algorithm.
Furthermore, the run time for our algorithm for p=1-optimal
ity is much shorter compared to these existing algorithms.
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ABSTRACT
Forming effective coalitions is a major research challenge
in AI and multi-agent systems. Thus, coalitional games,
including coalition structure generation, have been attract-
ing considerable attention from the AI research community.
Traditionally, the input of a coalitional game is a black-box
function called a characteristic function. In this paper, we
develop a new concise representation scheme for a charac-
teristic function, which is based on the idea of agent types.
This representation can be exponentially more concise than
existing concise representation schemes. Furthermore, this
idea can be used in conjunction with existing schemes to
further reduce the representation size.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Multi-agent systems

General Terms
Algorithms, Theory

Keywords
Coalitional game, Coalition structure generation, Concise
representation scheme

1. INTRODUCTION
Forming effective coalitions is a major research challenge

in AI and multi-agent systems (MAS). A coalition of agents
can sometimes accomplish things that individual agents can-
not or can do things more efficiently. There are two major
research topics in coalitional games. The first topic involves
partitioning a set of agents into coalitions so that the sum
of the rewards of all coalitions is maximized. This problem
is called the Coalition Structure Generation (CSG) prob-
lem [4]. The second topic involves how to divide the value
of the coalition among agents. The theory of coalitional
games provides a number of solution concepts.
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A range of previous studies have found that many prob-
lems in coalitional games, including CSG, tend to be com-
putationally intractable. Traditionally, the input of a coali-
tional game is a black-box function called a characteristic
function, which takes a coalition as an input and returns the
value of the coalition (or a coalition structure as a whole).
Recently, several concise representation schemes for a char-
acteristic function have been proposed, e.g., synergy coali-
tion group (SCG) [1] and marginal contribution nets (MC-
nets) [2]. These schemes represent a characteristic function
as a set of rules rather than as a single black-box function
and can effectively reduce the representation size. However,
most problems are still computationally intractable.

In this paper, we develop a new concise representation
scheme for a characteristic function, which is based on the
idea of agent types. Intuitively, a type represents a set of
agents, which are recognized as having the same contribu-
tion. Most of the hardness results in existing works are
obtained by assuming that all agents are different types. In
practice, however, in many MAS application problems, while
the number of agents grows, the number of different types
of agents remains small. This type-based representation can
be exponentially more concise than existing concise repre-
sentation schemes. Furthermore, this idea can be used in
conjunction with existing schemes, i.e., SCG and MC-nets,
for further reducing the representation size. We show that
most of the problems in coalitional games, including CSG,
can be solved in polynomial time in the number of partic-
ipating agents, assuming the number of possible types t is
fixed.

Our idea of using agent types is inspired by the recent in-
novative work of Shrot et al. [5]. They assume that a game
is already represented in some concise representation, e.g.,
SCG. The goal of their work is first to identify agent types
and then to efficiently solve problems in coalitional games
by utilizing the knowledge of agent types. This approach
becomes infeasible when a standard characteristic function
representation is used, since there exists no efficient way for
identifying agent types. In contrast to their study, we as-
sume that agent types are explicitly used for describing a
characteristic function in the first place. Also, we consider
a wider range of problems including CSG. As a result, the
overlap between our work and that of [5] is very small. Core
non-empty and the Shapley value for SCG might be con-
sidered as somewhat overlapping, while other topics are not
discussed in [5].
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2. MODEL
Let A = {1, 2, . . . , n} be a set of all agents. The value

of a coalition S is given by a characteristic function v. A
characteristic function v : 2A → R assigns a value to each set
of agents (coalition) S ⊆ A. We assume that each coalition’s
value is non-negative.

A coalition structure CS is a partition of A, into disjoint,
exhaustive coalitions. More precisely, CS = {S1, S2, . . . }
satisfies the following conditions: ∀i, j (i ̸= j), Si ∩ Sj =
ϕ,

∪
Si∈CS Si = A. In other words, in CS, each agent be-

longs to exactly one coalition, and some agents may be alone
in their coalitions.

The value of a coalition structure CS, denoted as V (CS),
is given by: V (CS) =

∑
Si∈CS v(Si). An optimal coalition

structure CS∗ is a coalition structure that satisfies the fol-
lowing condition: ∀CS, V (CS∗) ≥ V (CS). We say a char-
acteristic function is super-additive, if for any disjoint sets
Si, Sj , v(Si ∪Sj) ≥ v(Si)+ v(Sj) holds. If the characteristic
function is super-additive, solving CSG becomes trivial, i.e.,
the grand coalition is optimal. In this paper, we assume a
characteristic function can be non-super-additive.

3. TYPE-BASED CHARACTERISTIC
FUNCTION REPRESENTATION

Shrot et al. [5] introduced the idea of using agent types to
reduce the computational complexity of coalition formation
problems. If two agents have the same type, their marginal
contributions are the same. They introduced two different
notions of agent types, i.e., strategic types and representa-
tional types. The former defines types based on the strategic
power of the agents, and the latter defines them based on
the representation of the game.

In this paper, we propose an alternate approach. We as-
sume the person who is describing a game has some prior in-
formation about the equivalence of agents. Then the person
will describe the game by explicitly using the information of
the agent types of which he/she is aware. We need another
notion of agent types. This is because (i) the information
of the person can be partial and he/she is not necessar-
ily aware of all strategic equivalence, and (ii) the equiva-
lence that he/she is aware of is representation-independent.
Therefore, we introduce another notion called recognizable
types. If two agents are recognizably equivalent, they have
the same type.

Definition 1 Agents i, j ∈ A are recognizably equivalent if
the person who is describing the game (either by a character-
istic function or by a concise representation) knows that for
any coalition S, such that i, j /∈ S : v(S ∪ {i}) = v(S ∪ {j}).

Let T = {1, 2, . . . , t} be the set of all recognizable types
and ni

A be the number of agents of type i ∈ T in the set of
all agents A. Also, nA = ⟨n1

A, n2
A, . . . , nt

A⟩ denotes a vector,
where each element represents the number of agents of each
type in A.

We represent a characteristic function as follows:

Definition 2 For a coalition S, the coalition type of S is
a vector nS = ⟨n1

S , n2
S , . . . , nt

S⟩, where each ni
S is the num-

ber of type i agents in S. We denote the set of all possible
coalition types as At = {⟨n1, n2, . . . , nt⟩ | 0 ≤ ni ≤ ni

A}. A
type-based characteristic function is defined as vt : At → R.

From the definition of recognizable equivalence, ∀S and its
type nS , v(S) = vt(nS) holds.

Theorem 1 A type-based characteristic function requires
O(nt) space.

A type-based characteristic function representation can be
used in conjunction with SCG and MC-nets. If the number
of agent types t is fixed, by using type-based representations,
most of the problems in coalitional games, including CSG,
can be solved in polynomial time in the number of agents.

4. COALITION STRUCTURE
GENERATION WITH AGENT TYPES

In this section, we develop an algorithm for the CSG prob-
lem based on knapsack problems [3]. A multidimensional un-
bounded knapsack problem (MUKP) is the knapsack prob-
lem, where the knapsack has multidimensional constraint
and multiple copies exist for each item. For each item j,
we denote the profit as pj , the weight of the i-th constraint
as wij , and the number of copies packed in the knapsack as
qj . A MUKP with m items and t constraints of knapsack
c1, . . . , ct is formalized as follows:

maximize
∑

j pjqj

subject to
∑

j wijqj ≤ ci, i = 1, . . . , t

qj ≥ 0, j = 1, . . . , m

Theorem 2 By using a type-based characteristic function
representation, finding an optimal coalition structure can be
done in O(n2t) time.

Proof sketch. We show that a CSG problem with m =
|At| coalition types and t possible agent types can be for-
malized as a MUKP with m items and t constraints. Let
us assume that one possible coalition type nSj ∈ At cor-
responds to item j, where its value pj is equal to vt(nSj )

and its weight for the i-th constraint is equal to ni
Sj

. The

capacity constraint of knapsack ci is determined by ni
A.

We can construct a dynamic programming based algo-
rithm, which takes O(nt × |At|) = O(n2t) steps (see Section
9.3.2 in [3]). Thus, for any fixed t, finding an optimal coali-
tion structure can be done in O(n2t) time.
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Agent Technology Center, Faculty of Electrical Engineering, Czech Technical University
Technická 2, 16627 Praha 6, Czech Republic

{vanek,jakob,lisy,bosansky,pechoucek}@agents.felk.cvut.cz

ABSTRACT
A number of real-world security scenarios can be cast as a
problem of transiting an area patrolled by a mobile adver-
sary, where the transiting agent aims to choose its route so
as to minimize the probability of encountering the patrolling
agent, and vice versa. We model this problem as a two-
player zero-sum game on a graph, termed the transit game.
In contrast to the existing models of area transit, where one
of the players is stationary, we assume both players are mo-
bile. We also explicitly model the limited endurance of the
patroller and the notion of a base to which the patroller has
to repeatedly return. Noting the prohibitive size of the strat-
egy spaces of both players, we employ iterative oracle-based
algorithms including a newly proposed accelerated scheme,
to obtain optimum route selection strategies for both play-
ers. We evaluate the developed approach on a range of tran-
sit game instances inspired by real-world security problems
in the urban and naval security domains.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence

General Terms
Algorithms, Economics, Security, Performance

Keywords
game theory, reasoning

1. INTRODUCTION
Hostile area transit and patrolling is an important prob-

lem relevant to many real-world security scenarios. For the
transiting agent, the objective is to choose a route crossing
the hostile area which minimizes the risk that it will be en-
countered and intercepted by the opponent patrolling agent,
which moves strategically within the area; for the patrolling
agent, the objective is the opposite.
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iam Lisý, Branislav Bošanský, Michal Pěchouček, Proc. of 10th Int.
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Game theory provides a principled way of computing op-
timum routes in such cases, taking into account strategic
reasoning ability of the opponent. For these reasons, game
theory has been successfully applied to various security prob-
lems in the past [1], resulting in a variety of games reflecting
specific assumptions, domain restrictions and player capabil-
ities. None of the existing games, however, allows to model
the case where the patroller is mobile and has restrictions
on its mobility – which is typical in real-world scenarios.

To provide a principled solution to the problem of hostile
area transit and patrolling, we therefore present two main
contributions. As the first contribution, we extend existing
security games models by allowing constrained mobility of
the patroller. Unfortunately, the simultaneous mobility of
both players leads to combinatorial explosion in the num-
ber of possible strategies and makes standard methods for
finding Nash equilibria inapplicable. We therefore employ it-
erative solution techniques known as oracle-based algorithms
[3] which do not require explicit enumeration of strategies
for one or both players. Although the oracle-based approach
alleviates the scalability problem to some extent, it requires
repeated best response calculation, which is hard in our case.
As the second main contribution, building on our previous
work [4], we therefore propose a novel accelerated oracle al-
gorithm, which reduces the need for best response calcula-
tion, and thus speeds up the calculation of Nash equilibria.

2. PROBLEM DEFINITION
We assume the transit area is connected and we represent

it as a simple directed graph, termed transit graph, with
loops and with defined entry and exit nodes and a base node.
The objective of the transiting player, termed Evader, is to
get from any entry node to any exit node without encounter-
ing the patrolling player, termed Patroller. The Patroller’s
objective is to intercept the Evader’s transit by strategically
moving through the transit graph. In addition, because of
its limited endurance, the Patroller has to repeatedly return
to the base node. Both players move at the same speed and
have full knowledge about the environment. However, they
do not know the current location of the other player, unless
they meet. Furthermore, the Patroller does not know if the
Evader has already entered the area.

Movement of either player can be expressed as a walk on
the transit graph. The transit game is then defined as a
zero-sum game in a normal form. The set of all possible
pure Evader’s strategies is the set of all walks starting in
an entry node and ending in an exit node, with the nodes
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(a) Exemplar planar city graph. (b) Evader’s optimal strategy. (c) Patroller’s optimal strategy.

Figure 1: Example transit game on a planar city graph. The graph has one entry node in the eastern part of the graph (full
green circle), two exit nodes in the western part of the graph (empty red circles) and the base (blue square) in the middle.
The final game value is 0.146, i.e. giving the Patroller a chance of 14.6% to intercept the Evader.

in between not being an entry or exit node. The set of all
possible pure Patroller’s strategies is the set of all closed
walks starting and ending in the base with a given bounded
length. There is an encounter of two walks if they have a
common node or an edge, or contain two contra-directional
edges. To provide more expressivity to the transit game
model, encounters are assumed to lead to interceptions only
with a defined interception probability which is assigned to
each node and edge of the transit graph.

The Patroller’s utility for a pair of pure strategies (i.e.
walks) is equal to the probability that the Evader will be
intercepted when the strategies are enacted. The probability
of interception is related to the number of encounters and the
interception probability at encounter locations. The proper
definition of the interception probability has to account for
the dependencies introduced by the fact that the Evader
can be intercepted at most once. The Evader’s utility is the
opposite to the Patroller’s.

3. SOLUTION
We employ mixed-strategy Nash equilibrium as a solution

concept for the transit game. Because of the enormous size
of the strategy spaces of both players, we employ iterative
techniques known as oracle-based algorithms, which search
for a Nash equilibrium iteratively in a succession of increas-
ingly larger subgames of the full game (see [3] for details). In
each iteration the best response – in the form of a pure strat-
egy – for the current subgame is provided by an oracle and
added to the current strategy sets of respective player. The
performance of the oracle plays a crucial role in the overall
performance of the algorithm. Unfortunately, for the transit
game, best responses calculation is an NP-hard problem.

We thus propose a modification of the single- and dou-
ble oracle algorithms which does not require optimal best
response calculation for each subgame yet still provides op-
timal solution. The core idea of the novel accelerated oracle
algorithm is to use a special subgame expansion oracle for
iterative construction of subgames and only use the best re-
sponse oracle when checking the termination condition. The
expansion oracle should either be significantly faster to com-
pute and/or navigate the space of games more efficiently (or
both). See [2] for more details.

4. EVALUATION
We have studied the properties of the transit game and

its solution on two types of application-relevant graphs: (1)
rectangular grid graphs, best representing open areas, and
(2) irregular planar graphs, suitable for representing cities
and/or other structured environments. Table 1 presents run-
times of the single oracle (ESO), double oracle (DO) and

ESO ESO-A DO

Regular grid
Iters 36 33 60

Time [s] 7.2 6.2 91.1

Irregular plannar
Iters 13 14 16

Total [s] 76.7 18.7 29.8

Table 1: Runtimes in seconds for different variants of the
oracle algorithms and different types of transit graph.

accelerated single oracle (ESO-A) algorithms on both types
of graphs. Figure 1 shows an example solution on a transit
graph representing the street network of northern Taipei.
Practical application of the accelerated oracle algorithm de-
pends on the size of Patroller’s strategy space. We have
been able to solve grids of size 12-by-4 where the Patroller
has approximately 25 thousand strategies.

5. CONCLUSION
Explicit modelling of constrained mobility of patrollers

extends the range of scenarios to which the security game
model can be applied. Due to the huge size of strategy
spaces in such games, iterative solution techniques are neces-
sary and practically useful, as shown in the evaluation. The
newly introduced accelerated oracle algorithm further im-
proves the scalability of the iterative oracle-based approach
and is applicable to a wide range of games.
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ABSTRACT
We investigate how to improve cooperative communication
between agents by representing knowledge bases as logic pro-
grams extended with abduction. In this proposal, agents
try to provide explanations whenever they fail to answer a
question. Query Relaxation is then employed to search for
answers related to the query, characterizing cooperative be-
havior. Our contributions bring insightful improvements to
relaxation attempts and the quality of related answers. We
introduce rational explanations and use them to efficiently
guide the search for related answers in a relaxation tree.

Categories and Subject Descriptors
F.4.1 [Mathematical Logic]: Logic and constraint pro-
gramming; I.2.11 [Distributed Artificial Intelligence]:
Multiagent systems

General Terms
Theory

Keywords
Query Relaxation, Abductive Logic Programming

1. INTRODUCTION
Cooperative Answering [2, 4] is a form of cooperative be-

havior in deductive databases. When the answer to a query
is not satisfactory (such as in case of failure), an effort is
made to return related information. This behavior can be
imported to agents to improve communication or coordina-
tion. Deductive databases are a special kind of logic pro-
grams, which is also the kind of knowledge bases we con-
sider for agents in this paper. Relaxation is presented by
Gaasterland in [2] as a method for expanding both deduc-
tive databases and logic programming queries. Just as well,
logic programs are suitable to build intelligent agents and
multiagents systems, especially as an account for automated
reasoning. We defend that cooperative answering can be of
great use to MAS so agents can exhibit cooperative behavior
in any information sharing situation.
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Abduction is a kind of non-monotonic reasoning, usually
defined as a search for the best explanation. We resort to
abduction to improve the search for answers when there is
need for relaxation. In our approach, abduction is used to
produce explanations to failure and pinpoint the conditions
of the query that should be worked on to guide relaxation.
The author of a query can also help to guide the process
by naming important conditions. We employ these clues
and abduction to help relaxation return answers as close as
possible to what is expected by the author of the query.

The paper is organized as follows: Section 2 introduces
abductive logic programs, queries and relaxations. Section
3 presents the concepts we use to guide the search, which is
discussed in section 4. Section 5 concludes the paper.

2. BACKGROUND

2.1 Abductive Logic Programs
We consider Abductive Logic Programs (ALPs) as in the

abductive framework of Extended Abduction from Sakama
and Inoue [6]. An abductive program is a pair 〈P,H〉,
where P is an Extended Disjunctive Program [3] and H
is a set of literals referred to as abducibles. If a literal
L ∈ H has variables, then all ground instances of L are
abducibles. If P is consistent (does not prove L and ¬L si-
multaneously), then 〈P,H〉 is consistent. Unless we state
otherwise, a program is consistent. A conjunction G =
L1, . . . , Lm, not Lm+1, . . . , not Ln is range restricted if every
variable in Lm+1, . . . , Ln is also in L1, . . . , Lm. An observa-
tion over 〈P,H〉 is a conjunction G with all variables exis-
tentially quantified and range restricted. 〈P,H〉 satisfies an
observation if {L1θ, . . . , Lmθ} ⊆ S and {Lm+1θ, . . . , Lnθ} ∩
S = ∅ for some substitution θ and some answer set S of P .

Definition 1. Let G be an observation over the ALP
〈P,H〉. The pair (E,F ) is an explanation of G in 〈P,H〉
if (i) (P \ F ) ∪E has an answer set which satisfies G1; (ii)
(P \ F ) ∪ E is consistent; and (iii) E and F are sets of
ground literals such that E ⊆ H \ P and F ⊆ H ∩ P [6].

Intuitively, an explanation (E,F ) means that by adding
(considering) the literals in E while retracting (falsifying)
the literals in F from P , the resulting P ′ satisfies G. An
explanation (E,F ) is minimal if, for any explanation (E′, F ′)
such that E′ ⊆ E and F ′ ⊆ F , then E′ = E and F ′ = F .
In general, only the minimal explanations are of interest.
1This definition is for credulous explanations. Its choice over
skeptical explanations [5] allows for more explanations and
a better chance of finding good related answers to a query.
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2.2 Query Relaxation
The process of query relaxation is introduced in [2] to al-

low for cooperative query answering in deductive databases.
We consider the relaxation methods as defined in [6], since
they are already oriented to use with ALPs.

Definition 2. A query G is a question to a logic program
and has the same definition as observations to an ALP. We
write Lit(G) to refer to the set of literals in a query G. These
literals are the conditions of the query.

Definition 3. A query G can be relaxed to a query G′

by any combination of the methods: ( i) Anti-Instantiation:
Given a substitution θ if G′θ = G, then G′ is a relaxation
of G by anti-instantiation; ( ii) Dropping Conditions: If G′

is a query and Lit(G′) ⊂ Lit(G) then G′ is a relaxation of
G where the conditions of Lit(G) \Lit(G′) were dropped; or
( iii) Goal Replacement: If G is a conjunction G1, G2 and
there is a rule L ← G′

1 in P such that G′
1θ = G1, then

G′ = Lθ,G2 is a relaxation of G by goal replacement.

3. GUIDING QUERY RELAXATION

3.1 Useful Literals
A literal is useful towards relaxation if an explanation sug-

gests a query relaxation that replaces it can succeed. Given
the successful results of a query in P ′ = (P \F )∪E, the con-
ditions satisfied by P ′ that are not satisfied by P are consid-
ered useful towards relaxation according to (E,F ). UE,F (G)
is the set of useful literals of G according to (E,F ).

3.2 Query Author’s Choice

Definition 4. A restricted query is a pair (G,B) such
that B ⊆ Lit(G) and G is a query (as before).

The set B contains the literals of G specified as the most
important by the query author. These literals are treated as
non-abducibles and are not replaced in relaxation attempts,
so any related answers provided satisfy the conditions in B.

3.3 Rational Explanations
A substitution θ′ such that no literals in Lit(Gθ′) are sat-

isfied by P suggests all literals as useful. Any relaxation
attempts based on such explanations will likely produce an-
swers far from those expected or also lead to failure.

Definition 5. An explanation (E,F ) is a rational expla-
nation iff |Lit(G)| − |UE,F (G)| ≥ 1. Otherwise, it is said to
be a non-rational explanation.

In case all possible relaxations of a query also fail, it is
possible to still have explanations, but only non rational.
We restrict relaxation attempts to those based on rational
explanations and improve the quality of related results.

4. RESTRICTING THE SEARCH
Given an explanation (E,F ) and query G, the search for

related answers of G is restricted to those relaxations where
at least one useful literal of G is replaced. For instance,
dropping a condition (a literal) that is not an useful literal
will not help satisfying the query (according to (E,F )). The
same goes for all methods described in definition 3.

An explanation to the failure of a query G means it can
be made consistent (not to fail) with the program P . For
this reason, any rational explanation can guide relaxation,
as it would suffice to drop all the conditions it suggests as
useful. In order to retrieve answers as close as possible to
those that would satisfy G, we should consider criteria to
select the best explanations to guide relaxation.

4.1 The Best Explanations
Some explanations are better than others. For instance,

some minimal explanations are related to the instances of G
that P is the closest to satisfying, and, consequently, to the
Maximal Succeeding Subqueries (MSS) of G [4]. However,
MSS only consider the number of conditions satisfied. As
a consequence, amongst the explanations related to MSS,
some might require less changes to P than others. The ex-
planations that require the lesser adaptation of P make the
best candidates to guide relaxation. This way of qualifying
explanations, resemble the Best-Small Plausibility Criterion
[1]: more plausible explanations are better (less useful lit-
erals), but in case of two explanations of same plausibility,
the smallest (less changes to P ) should be preferred. The
best explanations according to such criteria should lead re-
laxation to good neighborhood answers of a query.

5. CONCLUSION AND FUTURE WORK
Our work presents and discusses a novel approach to im-

prove cooperative communication in multiagent systems. We
employ query relaxation and focus the search for related an-
swers on attempts supported by abductive reasoning with
clues from the query author. We also also discuss how an
explanation can be better than others. The best explana-
tions are related to results to which the query fails minimally
and that would require the less changes to the program. The
results retrieved by relaxations based on this kind of expla-
nations are the most likely to be useful to the query author.
As for future work, we intend to expand this approach to
deal with the case where the query succeeds, but the answer
is not satisfactory. We also intend to investigate how this
approach can improve group decision situations.
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ABSTRACT
In [1], we introduced a novel distributed inference algorithm
for the multiagent Gaussian inference problem, based on the
framework of graphical models and message passing algo-
rithms. We compare it to current state of the art techniques
and we demonstrate that it is the most efficient one in terms
of communication resources used. Moreover, we show exper-
imentally that it outperforms the other methods in terms of
estimation error on a general class of problems, even in pres-
ence of data loss.

Categories and Subject Descriptors
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1. INTRODUCTION
Distributed inference tasks are becoming more and more

important as myriads of tiny inexpensive sensing devices
are being deployed. In many such problems, a network
G = (V, E) of sensing devices that are capable of local com-
munication is used to collect information about the state of
the world, that is then used as evidence to solve inference
problems according to a known global probabilistic model.

In many real world problems, it is fundamental for such
probabilistic models to capture the spatio-temporal dynam-
ics of the system, for example in the case of tracking a mov-
ing target or monitoring the temperature of an environment
over time. In this work we consider the case of linear Marko-
vian dynamics, where the global state x ∈ Rn changes over
time according to the following difference equation:

xk+1 = Akxk + wk , (1)
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where wk is a white Gaussian noise. This type of model is
often used as a first order approximation (by linearization)
of more general nonlinear dynamics. We also assume that
each sensing agent i ∈ V obtains at each time step k an
observation yk(i), that is a linear combination of the state
variables xk corrupted by additive Gaussian noise.

The inference problem we consider is that of computing at
each node i ∈ V and for each time step k the minimum mean
square error estimate of the global state xk given all the
evidence up to time k available at node i, assuming latencies
in the communication links. In our jointly Gaussian setting,
it corresponds to a complete characterization of the posterior
probability distribution of the state given the evidence.

Given the severe communication and energy restrictions
of many real world networks, centralized solutions where a
single node receives and elaborates all the information are
not sufficiently scalable so that there is a need for distributed
solutions. In [1], we introduced a novel distributed inference
algorithm (BP-approx) based on the framework of graphi-
cal models and message passing algorithms, where inference
is performed locally at each node on the basis of informa-
tion that is retrieved both locally and by communication
with neighboring nodes. By using Belief Propagation (BP)
inspired updates, nodes locally elaborate and fuse the in-
formation they receive before transmitting it again, thus re-
ducing the total number of messages needed and distributing
the computational burden over the network.

In BP-approx, each message represents a Gaussian prob-
ability distribution, that can be completely described using
a mean and covariance pair. The size of each exchanged
message is therefore proportional to n2 + n, where n is the
dimensionality of the hidden state space. A key feature of
the protocol is that to enforce an ordered flow of informa-
tion it imposes an hierarchy among the nodes by using a
spanning tree of the network. As a consequence of the hi-
erarchical structure, only 2(N − 1) messages are exchanged
every time step in a network with |V | = N nodes.

In contrast, a standard centralized Kalman filter (CKF)
requires to exchange messages of size n2+n from every node
in the network to every other node, so that a total of N2

messages are exchanged every time step. The most popular
alternative distributed approach (DKF) introduced in [2]) is
based on consensus filters and exchanges messages of size
n+n2 +n. In that case, every node sends a message to each
of its neighbors, so that 2|E| (that is O(N2)) messages are
exchanged every time step.
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As we can see from our analysis, thanks to the spanning
tree infrastructure used BP-approx is the most efficient so-
lution in terms of communication resources used.

In our simulation experiments, we compare the perfor-
mance of these algorithms in terms of the average empirical
variance of the estimation error, defined as ||x̂(k)− x(k)||2,
where x̂(k) and x(k) are respectively the estimated and true
state of the world at time k. A network is generated by ran-
domly scattering 50 sensing devices in a target area and
assuming that they can communicate if their distance is
smaller than a threshold r. Moreover, we assume that there
is fixed constant probability of loosing a data packet over
each communication link, independently of the distance r.
We also assume that each communication link has a latency
of 1 time step associated with it. To fix a baseline in our ex-
periments, we assume that CKF is not affected by any data
loss and does not experience any communication latency.
We also introduce a baseline for the latency constrained case
called KF-delayed, a version of CKF that is affected by la-
tencies but not by data-losses.

As a benchmark application, we consider a second-order
ODE system of the form ẍ = n where velocity ẋ is modeled
as a Brownian motion. The system is discretized with time
step ǫ to
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where w is white Gaussian noise. As shown in [3], this model
can be used for monitoring the temperature at several loca-
tions in en environment using a network of sensors. However,
the same equations can be used to model the dynamics of a
moving object and electrical networks.

The first experiment shown in Figure 1(a) is performed
without any data-loss. The improvement of BP-approx over
DKF on the average error is of about 19%. Empirically we
have also seen that the performance gap tends to increase
with higher noise levels, measured by a larger variance of
w. Moreover we can see that the approximation given by
BP-approx is almost as good as the theoretical optimum in
presence of latencies given by KF-delayed. An intuitive ex-
planation of the performance gap is that DKF uses a “loopy”
inference method and therefore it might overcount informa-
tion significantly, despite its attempt to reduce the effect of
these errors using a consensus or a high-pass filter.

We study the effect of a 5% data-loss in the communica-
tion packages in Figure 1(b). While the performance of both
methods decreases, the improvement of BP-approx over DKF
is still over 15%. In practice, the gap would be even larger
because BP-approx is allowed to organize the nodes of the
network into a spanning tree using the best quality com-
munication links. With the BP-approx method, information
about the past history of the process is always maintained
locally by the nodes but never exchanged using the mes-
sages. This fact ensures a high-level of tolerance against
communication losses. Moreover it greatly reduces the risk
of double counting information when nodes drop out and
then join the network again, a common scenario in wireless
sensor networks caused by frequent temporary communica-
tion failures.

In conclusion, the hierarchy among the nodes imposed by
the spanning tree plays a key role in this approach, both be-
cause it enforces an ordered flow of information and because
it greatly reduces the communication requirements.
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(a) Performance comparison without data loss.
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(b) Performance comparison with 5% data loss.

Figure 1: Simulative comparison between the algo-
rithms.
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1. INTRODUCTION
Human computation aims to solve computationally-hard

problems, e.g. image tagging or commonsense collection, by
utilizing collective human brain power. There are a variety
of applications available nowadays. Games with A Purpose
(GWAP) [4] engage players in an online game and let them
help solve tasks while having fun. Crowdsourcing markets,
such as Amazon Mechanical Turk (http://mturk.com), pro-
vide platforms for workers to contribute their brain power
in exchange for monetary rewards. Peer productions sys-
tems, e.g. Wikipedia or Yahoo! Answers, let online users
construct knowledge bases for common good.

Despite the impressive progress of developing applications
to solve real-world problems, little study is conducted in
theory to guide the design of human computation systems.
von Ahn and Dabbish [4] discussed the design principles of
Games with A Purpose. Some other researchers [3] analyzed
the incentive structure of human computation systems in a
game theoretic approach. While these projects addressed
the design of the system mechanisms, many situations arise
when the developers do not have full privilege to modify the
systems. For example, developers on Mechanical Turk can-
not change the way they interact with the workers. They can
only make little modifications, such as the size of payments,
or the task descriptions, to encourage workers complete the
tasks quickly and accurately. In this work, we focus on sit-
uations in which developers can only make limited changes
to the systems. In particular, we view this problem as an
environment design problem with multiple agents.
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The concept of environment design was first proposed by
Zhang and Parkes [6], where they considered the interested
party tries to influence agent’s behaviors in a Markov De-
cision Process (MDP) setting, and the interested party can
only make limited changes to the reward function. In their
work, they proposed solutions to find the optimal environ-
ment for a single agent by active indirect elicitation algo-
rithms. The agent’s private information is inferred by ob-
serving its responses to incentive changes. They then ex-
tended their work to a more general framework [5] and pro-
vided algorithms for problem solution. Inspired by their
work, Huang et al. [2] conducted an empirical study apply-
ing environment design framework for automatic task design
in Amazon Mechanical Turk.

In this work, we incorporate collective information from
multiple agents to enhance the environment design frame-
work. We extend the environment design problem to set-
tings with multiple agents in the context of human compu-
tation. While users usually perform independent tasks in
human computation systems, we assume there is no agent
interactions. Another assumption is that users will take ac-
tions similar to the actions taken by like-minded users or
users with similar abilities. We propose two approaches to
utilize collective information. First, we assume the existence
of the agent types and propose an algorithm for agent type
elicitation. We then relax the assumption of agent types by
adopting the collaborative filtering technique.

2. MULTIAGENT ENVIRONMENT DESIGN
Our model is an extension of Zhang and Parkes’s work [5].

The only change is the introduction of multiple agents. A
multiagent environment design problem in human computa-
tion consists of agents, environments, agent model param-
eters, agent decision space, agent decision function, and a
utility function. The goal of the problem is to maximize the
total utility value by finding the best environment for each
agent using the histories of the agent’s behaviors.

Take developers on Mechanical Turk for example, agents
are workers, environments are possible modifications devel-
opers can make, agent decision space is the set of actions
workers can take, agent model parameters are the private
information of workers, and the utility function describes
how desirable the workers’ actions are to the developers.

Clearly, without any assumption about the agents, we
cannot do any better than the one-agent environment de-
sign problem. The fundamental assumption in this work
is that agents will take actions similar to the actions that
like-minded agents or agents with similar abilities take.
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2.1 Agent type elicitation
We first assume that agents fall into a relatively small

set of “types”. Agents of the same type will take the same
actions in all environments. In the following discussion, the
number of agents is denoted as m, and the number of agent
types is denoted as k. If the types of agents are known a
priori, the agent behaviors of the same type can be used
together to elicit agent model parameters. Therefore, the
convergence speed is trivially O(m/k) times faster than the
one-agent algorithm proposed by Zhang et al.[5] However,
it is usually not possible to know the types of agents in
advance. Therefore, we propose an algorithm, which picks
an environment set E as pre-testing rounds, to elicit agent
types. The agent type information is then used to help speed
up the elicitation of model parameters.

It is clear that the performance of the algorithm highly
depends on the choice of the environment set E . In the
following definition, we provide a measure for how good the
environment set can be used to distinguish agent types.

Definition 1. (p-separable) The agent types are called
p-separable in environment set E if for any two agents of
different types, the fraction of the environments set E that
they choose different actions is larger than p.

The smaller value of p means that agents of different types
are less likely to take the same actions in the environment
set E . Therefore it is easier to distinguish different types of
agents in the environment set E . In real-world applications,
the developers usually have prior knowledge about the en-
vironments, e.g. task types in Mechanical Turk. Therefore,
they could choose representative environments (i.e. mini-
mizing p) to speed up the convergence of classifying agents.

Lemma 1. If the agent types are p-separable in environ-
ment set E and |E| = r, the probability of eliciting the wrong
agent type after observing r environments would be less than
(k − 1)pr.

Assume there are 10 types of agents (k = 10), and the en-
vironment set E , where |E| = 10, is 0.5-separable for agents.
Then the probability of wrongly classifying the agents are
less than 1%.

2.2 Collaborative filtering
In this section, we relax the agent type assumption and

propose a collaborative filtering approach. If we record the
utility values of agent’s past actions in a matrix, the prob-
lem we are solving is to find the environment with highest
utility value for each agent. This is actually an environment
recommendation problem in which developers aim to find
the best environment for each user to maximize the utility
value. Since this problem is in a standard format of col-
laborative filtering. Any collaborative filtering algorithms
can be applied. In this work, we are more curious about
if we can design an algorithm to achieve high accuracy of
recommendations with few matrix entries.

Given the assumption that agents take actions similar to
the actions taken by like-minded agents, it is implied that
the matrix has a good low rank approximation. In the fol-
lowing discussion, we first talk about the result of Drineas
et al. [1] and then interpret how their result can be applied
in our problem settings. In their algorithm, they random
sample c columns and r rows of the matrix A. They can

then provide a prediction matrix Â, where the expected er-
ror between A and Â satisfies the following lemma.

Lemma 2. ([1]) Let σt, t = 1, . . . , ρ denote the singular
value of A. Then, the algorithm shows the error satisfies

E(‖A− Â‖2F ) ≤
ρX

t=k+1

σ2
t + (

r
k

c
+
k

r
)‖A‖2F

In the lemma, picking O(k/ε) rows and O(k/ε2) column
bounds the expectation of relative error to λ+ ε, where λ is
the relative error between the actual and low-rank matrix.
Therefore, if we can find volunteers to test all environments
(r rows) and ask the other users to perform test rounds (c
columns), Lemma 2 can be used to provide an error bound.
Though it is often infeasible to ask a small number of agents
to test all the environments, we could still get some intu-
itions about how good the approximation could be. Devel-
oping new algorithms to avoid “sampling all environment” is
an interesting future research direction.

3. CONCLUSION
In this work, we extend the environment design problem

to settings with multiple agents in the context of human
computation. To incorporate the collective information from
multiple agents, we propose two approaches, agent type elic-
itation and collaborative filtering, under different assump-
tions. The formulation and algorithms provide solutions for
developers in human computation systems to find the en-
vironment settings maximizing their goal functions. Future
work should continue to explore the aspects of agent in-
teractions, integrations to the mechanism design of human
computation, and applying the results to real-world appli-
cations.
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ABSTRACT
In this paper we introduce and analyze social distance games,
a family of non-transferable utility coalitional games where
an agent’s utility is a measure of closeness to the other mem-
bers of the coalition. We study both social welfare maximi-
sation and stability in these games from a graph theoretic
perspective. We investigate the welfare of stable coalition
structures, and propose two new solution concepts with im-
proved welfare guarantees. We argue that social distance
games are both interesting in themselves, as well as in the
context of social networks.
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telligence - Multiagent Systems; J.4 [Computer Applica-
tions]: Social and Behavioral Sciences - Economics
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1. INTRODUCTION
In recent years, there has been growing interest in the

game theoretic analysis of social and economic network for-
mation ( [3]). Social networks play a crucial role in everyday
life and influence all aspects of behaviour, such as where peo-
ple live and work, what music they listen to, and with whom
they interact. Early work on social networks was done by
Milgram in the 1960’s and his experiments suggested that
any two people in the world are connected by a path of aver-
age length six. Since then, researchers observed that many
natural networks, such as the web, biological networks, net-
works of scientific collaboration, exhibit the same properties
as the web of human acquaintances.

In this paper we present a novel coalitional game that
models the interaction of agents in social networks using the
notion of social distance. Our game captures the idea that
agents in a social network receive utility from maintaining
ties to other agents that are close to them, but have to pay

Cite as: Social Distance Games (Extended Abstract), Simina Brânzei
and Kate Larson, Proc. of 10th Int. Conf. on Autonomous
Agents and Multiagent Systems (AAMAS 2011), Tumer,
Yolum, Sonenberg and Stone (eds.), May, 2–6, 2011, Taipei, Taiwan, pp.
1281-1282.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

for maintaining distant ties. Using social distance games,
we study the properties of efficient and stable networks, re-
late them to the underlying graphical structure of the game,
give an approximation algorithm for finding optimal social
welfare, and propose two solution concepts with improved
welfare guarantees.

2. THE MODEL
Definition 1 A social distance game is represented as a
simple unweighted graph G = (N,E) where

• N = {x1, . . . , xn} is the set of agents

• The utility of an agent xi in coalition C ⊆ N is

u(xi, C) =
1

|C|
∑

xj∈C\{xi}

1

dC(xi, xj)

where dC(xi, xj) is the shortest path distance between
xi and xj in the subgraph induced by coalition C on G.
If xi and xj are not connected in C, dC(xi, xj) =∞.

Our utility formulation is a variant of closeness centrality,
is well defined on disconnected sets, and normalized in the
interval [0, 1]. It is also related to classical measures used
in graph theory network analysis, such as degree centrality,
closeness centrality, and betweenness centrality. Let a coali-
tion structure, P , be a partition of the set of agents into
coalitions. The set of agents, N , is also known as the grand
coalition, and we denote its size by |N | = n.

Definition 2 The social welfare of coalition structure
P = (C1, . . . , Ck) is

SW (P ) =

k∑
i=1

∑
xj∈Ci

u(xj , Ci)

We sometimes refer to the utility of agent xi in partition P
as u(xi, P ) or, when the context is clear, as u(xi).

The main notion of stability that we study in this paper
is the core solution concept.

Definition 3 A coalition structure P = (C1, . . . , Ck) is in
the core if there is no coalition B ⊆ N such that ∀x ∈ B,
u(B, x) ≥ u(P, x) and for some y ∈ B the inequality is strict.

If coalition structure P is in the core, P is resistant against
group deviations. No coalition B can deviate and improve
at least one member, while not degrading the others. If B
exists, it is called a blocking coalition.
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Figure 1: In {x0, x1, x2, x3, x4, x5}, u(x0) = 1
5
(1 +

1/2 + 3 · 1/3) = 1
2
, u(x5) = 1

5
(1/2 + 4 · 1) = 9
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. In

({x0, x3}, {x1, x2, x4, x5}), u(x0) = u(x3) = 1
2
, u(x1) = 1

2
,

u(x2) = u(x4) = 1
2
, u(x5) = 3

4
.

3. SOCIAL WELFARE
In this section we give an O(n) algorithm to approximate

optimal welfare within a factor of two. The algorithm de-
composes the graph into non-singleton connected compo-
nents, such that each component has diameter at most two.
We call this type of partition a diameter two decomposition.

Theorem 1 Diameter two decompositions guarantee to each
agent utility at least 1/2.

The diameter two decomposition is an approximation of
optimal welfare that satisfies at the same time a notion of
fairness: every agent is guaranteed to receive more than half
of their best possible value.

Algorithm 1 Fair Approximation of Optimal Welfare

1: T ← Minimum-Spanning-Tree(G);
2: k ← 1;
3: while |T | ≥ 2 do
4: xk ← Deepest-Leaf(T);
5: Ck ← {Parent(xk)};
6: for all y ∈ Children(Parent(xk)) do
7: Ck ← Ck ∪ {y};
8: end for
9: // Remove vertices Ck and their edges from T

10: T ← T − Ck;
11: k ← k + 1;
12: end while
13: // If the root is left, add it to the current coalition
14: if |T | = 1 then
15: Ck ← Ck ∪ {Root(T )};
16: end if
17: return (C1, . . . , Ck);

4. THE CORE
Group stability is an important concept in coalitional games.

No matter how many desirable properties a coalition struc-
ture satisfies, if there exist groups of agents that can deviate
and improve their utility by doing so, then that configuration
can be easily undermined. There exist social distance games
with empty cores (Figure 1). The grand coalition is blocked
by {x1, x2, x4, x5}, partition ({x0, x3}, {x1, x2, x4, x5}) is blocked
by {x1, x2, x3, x4, x5}.
4.1 Core Stable Partitions are Small Worlds

A small world network is a graph in which most nodes
can be reached from any other node using a small number of
steps through intermediate nodes. The expected diameter
of small world networks is O(ln(n)). Most real networks
display the small world property, and examples range from
genetic and neural networks to the world wide web [1]. In

this model, core stable partitions divide the agents into small
world coalitions, regardless of how wide the original graph
was. We obtained an upper bound of 14 on the diameter of
any coalition in the core.

Theorem 2 The diameter of any coalition belonging to a
core partition is bounded by the constant 14.

5. STABILITY GAP
We analyse the loss of welfare that comes from being in

the core using the notion of stability gap [2], which is the
ratio between the best possible welfare and the welfare of a
core stable partition (if it exists).

Theorem 3 Let G = (N,E) be a game with nonempty
core. Then Gapmin(G) is in worst case Θ(

√
n).

6. ALTERNATIVE SOLUTION CONCEPTS
In this section we consider several variations of the core

that offer better social support.

6.1 Stability Threshold
The stability threshold is descriptive of situations where

agents naturally stop seeking improvements once they achieved
a minimum value. This is a well-known assumption observed
experimentally as a form of bounded rationality: choosing
outcomes which might not be optimal, but will make the
agents sufficiently happy.

We analyse stability for a threshold of k/(k + 1), which
is equivalent to an agent forming a coalition with k of his
direct neighbours. In this case, there can be at most k − 1
singletons neighbouring any agent with utility at least 1/2
in the core, since otherwise the singletons can block with
that agent.

Theorem 4 Let G = (N,E) be an induced subgraph game
with nonempty core of threshold k/(k+1). Then Gapmin(G) ≤
4 if k = 1, and Gapmin(G) ≤ 2k if k ≥ 2.

6.2 The "No Man Left Behind" Policy
Here we view the formation of core stable structures as a

process that starts from the grand coalition and stabilizes
through rounds of coalitions splitting and merging. While in
general, the search for the core can begin from any partition,
initializing with the grand coalition is natural in many sit-
uations. For example, at the beginning of any joint project,
a group of people gather to work on it. As the project pro-
gresses, they may form subgroups based on the compatibili-
ties and strength of social ties between them. We formulate
a simple social rule that agents have to follow when merging
or splitting coalitions. That is, whenever a new group forms,
it cannot leave behind any agent working alone. We call this
rule the ”No Man Left Behind” policy. The ”No Man Left
Behind”code of conduct is well known in the army and refers
to the fact that no soldier can be left alone in a mission or
abandoned in case of injury.

Theorem 5 Let G be a game which is stable under the ”No
Man Left Behind” policy. Then Gapmin(G) < 4.
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ABSTRACT 

In the application of multi-agent systems to real-world problems, 

agents often suffer from bounded rationality where agent reason-

ing is limited by 1) a lack of knowledge about choices, and 2) a 

lack of resources required for reasoning.  To overcome the former, 

the agent uses sensing to refine its knowledge.  However, sensing 

can also require limited resources, leading to inaccurate environ-

ment modeling and poor decision making.  In this paper, we con-

sider a novel and difficult class of this problem where agents must 

use stateful resources during sensing, which we define as re-

sources whose state-dependent behavior changes over time based 

on usage.  Specifically, such sensing changes the state of a re-

source, and thus its behavior, producing a phenomenon where the 

sensing activity can and will distort its own outcome.  We term 

this the Observer Effect after the similar phenomenon in the phys-

ical sciences.  Given this effect, the agent faces a strategic tradeoff 

between satisfying the need for 1) knowledge refinement, and 2) 

avoiding corruption of knowledge due to distorted sensing out-

comes.  To address this tradeoff, we use active perception to se-

lect sensing activities and model activity selection as a Markov 

decision process (MDP) solved through reinforcement learning 

where an agent optimizes knowledge refinement while consider-

ing the state of the resource used during sensing. 

Categories and Subject Descriptors 

1.2.11 [Artificial Intelligence]: Distributed Artificial Intelligence 

– intelligent agents, multiagent systems 

General Terms 

Performance 

Keywords 

Observer Effect, Bounded rationality, Stateful resources, Sensing 

1. INTRODUCTION 
One common problem in real-world applications of multiagent 

systems is bounded rationality. Grounded in the economics (e.g., 

[1,7]) and cognitive psychology (e.g., [3]) literature, this problem 

addresses limitations on agent reasoning.  In contrast to perfect 

rationality, bounded rationality assumes agents generally lack at 

least one of: 1) perfect knowledge of available choices, 2) perfect 

knowledge of preferences over choices/outcomes, and 3) unli-

mited ability and resources to calculate the optimal choice.   

To overcome the first two limitations, agents perform sensing to 

gather information about the environment and inform their deci-

sion making.  However, sensing can also require limited re-

sources, and thus sensing performance can also be affected by the 

agent’s bounded rationality.  In this paper, we consider the impact 

on agent sensing of one category of resources used during sens-

ing: stateful resources.  We introduce a novel side-effect from the 

use of this type of resource called the Observer Effect and de-

scribe our methodology for choosing sensing activities to over-

come its negative consequences. 

2. OBSERVER EFFECT 
One important property of resources used during sensing is 

whether the resource is stateless or stateful.  Specifically, these 

two types differ in the importance of resource usage history on its 

behavior.  On the one hand, the behavior of stateless resources 

does not depend on the past history of their usage.  For example, 

computational resources such as CPU cycles always process the 

same amount of sensed data in the same way. Stateful resources, 

on the other hand, behave differently depending on their past 

usage.  For example, in a user preference elicitation scenario, a 

human user’s patience is used up through repeated interruptions, 

leading to increased frustration which affects the user’s cognitive 

workload and feelings towards the system [5].  Likewise, as an 

agent depletes network bandwidth, the network becomes more 

congested and its behavior more variable [2].  

This notion of resource state is important in agent sensing because 

sensing actions change the underlying state of a resource, and 

thus, its behavior.  If the outcome of the sensing activity relies on 

the behavior of the resource used during sensing, a phenomenon 

occurs where the act of making an observation distorts the obser-

vation itself.  We term this phenomenon the Observer Effect 

(OE) after a similar phenomenon in the physical sciences.  For 

example, in the aforementioned networking scenario, sending 

additional traffic to measure the network’s performance reduces 

bandwidth which increases congestion and latency [2].  As a re-

sult, observations produced do not reflect the state of the network 

when sensing is not performed, thus reducing the accuracy of 

information gathered by sensing.  Furthermore, in our user prefe-

rence elicitation example, prompting the user with questions is an 

interruption which affects the user’s feelings towards the system 

[5] which can lead to less willingness to provide responses, thus 

reducing the quantity of information gathered by sensing. 

Therefore, the Observer Effect is an important problem during 

stateful resource-based sensing because it creates a tradeoff we 

call the Observer Effect Tradeoff between satisfying the need 

for 1) providing knowledge refinement to better guide its reason-
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ing, and 2) avoiding knowledge corruption due to distorted sens-

ing outcomes.  Thus, the Observer Effect places stress on an 

agent’s sensing activity selection for gathering information used 

to refine the agent’s knowledge to properly achieve its goals. 

Comparing resource usage during sensing and computation, we 

note that the state-dependent behavior of resources changed with 

their use during sensing results in nonmonotonic performance of 

sensing with respect to resource use due to the Observer Effect.  

In other words, while additional sensing activities which require 

more resource usage might lead to better knowledge refinement in 

some situations, this might not occur after an undesired resource 

state change.  Thus, traditional metareasoning solutions to limited 

resource problems in bounded rationality such as anytime algo-

rithms which require monotonicity [11] cannot be applied when 

making decisions about stateful resource use during sensing (al-

though they have been used for stateless computational resources 

[10] which satisfy monotonicity). Instead, we require a solution 

that can handle non-monotonicity, such as the Markov decision 

process (MDP)-based approaches to metareasoning (e.g., [6]). 

3. METHODOLOGY 
Specifically, we utilize a domain-independent active perception 

approach to sensing [9].  From this perspective, agents actively 

guide sensing in order to select what information to gather, as well 

as how to gather and process such information, rather than pas-

sively react to whatever information the agent’s sensors perceive 

during its task-oriented actions.  To choose actions, we assume 

that the behavior of stateful resources is stochastic, a common 

assumption about the environment in multiagent systems.  We 

also assume that the behavior of the resource depends only on its 

current state.  Thus, we model sensing activity selection as an 

MDP (e.g., [4]) which we term the Observer Effect MDP.   

In this model, the agent considers a set of sensing states   upon 

which the agent makes decisions, a set of active perception choic-

es (i.e., sensing activities)   the agent can make about sensing, a 

function        describing the stochastic changes in sensing state 

based on resource usage during sensing activities, and the amount 

of knowledge refinement        produced by a sensing activity 

depending on the current state.  Here, each sensing state is the 

combination of two factors impacting knowledge refinement: 

resource state (through the OE) and knowledge state (capacity for 

improvement).  Using this model, the agent aims to maximize 

knowledge refinement        in order to handle the OE Tra-

deoff—by selecting sensing actions to provide positive refinement 

improving its knowledge while avoiding negative refinement from 

knowledge corruption based on the OE.  Specifically, solving the 

Observer Effect MDP provides a policy optimizing knowledge 

refinement based on sensing states for sensing action selection.   

Since an explicit, parameterized Observer Effect MDP model of 

the active perception decision process is difficult to provide a 

priori (e.g., due to environment dynamics or lack of background 

knowledge), we use reinforcement learning (RL) [8] to learn how 

to solve the OE MDP.  One important subproblem is learning the 

knowledge refinement function        which captures the OE 

Tradeoff.  Learning this function requires measuring the amount 

of knowledge refinement produced by various sensing activities 

dependent on the sensing state, then using these values to general-

ize a model.  The specific measure used to learn this model is 

dependent on the knowledge framework used by the agent, as well 

as the domain application.  Considering the relationship between 

this        function and resource usage in sensing, we see that 

       is a state-dependent sensing performance profile mapping 

sensing activities (resource usage) into sensing performance 

(knowledge refinement).  However, such a performance profile is 

not restricted to be monotonic; thus it can model the Observer 

Effect, matching the solution requirement set forth in Section 2. 

4. CONCLUSION 
In conclusion, we have introduced the Observer Effect arising 

from agent sensing using stateful resources, a novel challenge 

within bounded rationality.  This phenomenon creates a tradeoff 

between 1) satisfying the need for knowledge refinement, and 2) 

satisfying the need to avoid knowledge corruption from distorted 

sensing outcomes intended for knowledge refinement.  We model 

the problem of choosing sensing activities to balance this tradeoff 

in an active perception setting with the Observer Effect MDP and 

use RL to learn a controller for choosing sensing activities.   

Based on this work, we have identified several important avenues 

for future work.  First, we are currently conducting experiments to 

explore the OE and evaluate our methodology.  Second, we intend 

to extend our approach to partially observable environments by 

modeling the decision process instead as a POMDP [4]. 
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ABSTRACT
In this paper, we propose that bounded rationality of an-
other agent be modeled as errors the agent is making while
deciding on its action. We are motivated by the work on
quantal response equilibria in behavioral game theory which
uses Nash equilibria as the solution concept. In contrast,
we use decision-theoretic maximization of expected utility.
Quantal response assumes that a decision maker is approx-
imately rational, i.e., is maximizing its expected utility but
with an error rate characterized by a single error parameter.
Another agent’s error rate may be unknown and needs to
be estimated during an interaction. We show that this error
rate can be estimated using Bayesian update of a suitable
conjugate prior, and that it has a sufficient statistic of fixed
dimension under strong simplifying assumptions. However,
if the simplifying assumptions are relaxed, the quantal re-
sponse does not admit a finite dimensional sufficient statis-
tic, and a more complex update is needed.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial Intel-
ligence—Intelligent agents, Multiagent systems; I.2.6 [Arti-
ficial Intelligence]: Learning—Parameter learning

General Terms
Theory, Design

Keywords
Bounded rationality, Multi-agent interaction, Multi-agent
learning, Formal models of agency

1. INTRODUCTION
In AI, an agent’s (perfect) rationality is defined as the

agent’s ability to execute actions that, at every instant, max-
imize the agent’s expected utility, given the information it
has acquired from the environment [8]. Modeling others as
rational has a long tradition in AI and game theory, but

Cite as: Modeling Bounded Rationality of Agents During Interactions
(Extended Abstract), Qing Guo and Piotr Gmytrasiewicz, Proc. of 10th
Int. Conf. on Autonomous Agents and Multiagent Systems
(AAMAS 2011), Tumer, Yolum, Sonenberg and Stone (eds.), May, 2–6,
2011, Taipei, Taiwan, pp. 1285-1286.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

modeling other agents’ departures from rationality is diffi-
cult and controversial. This paper builds on an approach to
modeling bounded rationality called quantal response [2, 6,
7]. It is a simple model which uses a single error parameter.
Quantal response does not attempt to model the procedures,
and their possible limitations, the agent may use to decide
on its action; instead, it abstracts away the unobservable pa-
rameters specific to implementation and treats them as noise
which produces non-systematic departures from perfect ra-
tionality. Quantal response specifies the probabilities of an
agent’s actions with the logit function of their expected util-
ities and the agent’s error parameter, λ. Thus actions that
are suboptimal are possible, but their probabilities increase
with their expected utilities. Usually, an agent’s error pa-
rameter is not directly observable and must be inferred by
observing its behavior. We take a Bayesian approach to this
and propose that the modeling agent maintain a probability
distribution over possible values of λ for the modeled agent,
and that this probability be updated when new actions are
observed. This paper shows that, in simple special cases,
the error rate admits a sufficient statistic of fixed dimen-
sion, and thus there exist conjugate prior families for these
cases; however, in more general cases, there is no finite di-
mensional sufficient statistic and no conjugate prior over λ.

2. LOGIT QUANTAL RESPONSE
For simplicity, we assume that a modeling agent, called i,

is considering the behavior of one other agent, j. The logit
quantal response is defined as follows [2, 6, 7]:

P (aj) =
e
λuaj∑m

l=1 e
λual

, (1)

where {al : l = 1, 2, ...,m} is a set of possible actions of agent
j. P (aj) is the probability of agent j taking action aj . uaj ∈
R is the expected utility of action aj to agent j and λ ≥ 0 is
the (inverse) error rate of agent j. λ represents how rational
agent j is: greater λ makes it more likely that j takes actions
with higher utilities. When λ → +∞, P (aj) = 1 for the
action with the highest expected utility1 and P (aj) = 0
for all other actions. When λ = 0, P (aj) = 1/m, ∀j =
1, 2, ...,m, which means agent j chooses actions at random.

Usually the error rate λ of agent j is not directly observ-
able to agent i. Bayesian approach allows agent i to learn

1If there are many, say h, optimal actions with the same
expected utilities, then P (aj) = 1/h for each of them.
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this rate during interactions. To do this agent i needs a
prior distribution, f(λ), which represents i’s current knowl-
edge about agent j’s error rate, and to observe agent j’s
action, aj at the current step. The updated distribution is:

f(λ|aj) =
P (aj |λ)f(λ)∫∞

0
P (aj |λ′)f(λ′) dλ′

. (2)

Equation (2) may not be easy to apply because repeatedly
updating f(λ) makes its form more and more complicated.
To overcome this it is convenient to look for a conjugate
prior family. In Bayesian probability, if the posterior distri-
bution is in the same family as the prior distribution, then
this prior is called a conjugate prior [3, 4]. Conjugate priors
are convenient because one just needs to update the param-
eters of the conjugate prior distribution (hyperparameters)
to realize the Bayesian update.

3. STATIC EPISODIC ENVIRONMENTS
We first consider the simplest case, when agent j’s ex-

pected utilities ual for all actions are known to agent i and
remain the same during the interaction. In other words,
agent j is not updating his beliefs since the environment is
static and episodic [8] and i is observing j acting in the same
decision-making situation repeatedly. The derivation below
follows techniques in [3, 4].

Consider the following family of distributions over λ:

f(λ;u, n) =
eλu/(

∑m
l=1 e

λual )n∫∞
0
eλ′u/(

∑m
l=1 e

λ′ual )n dλ′
, (3)

where n and u are hyperparameters. Here n = 0, 1, ..., and
u is restricted by u < nmaxl ual . (3) is a valid probability
density function since integral of the denominator converges
if and only if u < nmaxl ual . We claim that the family of
distributions f(λ;u, n) in (3) is a conjugate family of distri-
butions over λ in static episodic environments with known
utilities of actions. It can be proven that the update of the
hyperparameters of this conjugate prior after observing that
agent j executed his action aj , with expected utility uaj is:

f(λ;u, n)
aj−→ f(λ;u+ uaj , n+ 1). (4)

One can verify that once there is a valid prior, all the pos-
teriors are always valid.

4. SEQUENTIAL DYNAMIC ENVIRON-
MENTS

We extend our approach to more complex case of dynamic
sequential environment [8]. Again, we assume that expected
utilities of j’s actions are known to i, but now, since agent
j may be updating his beliefs, the expected utilities of his
actions do not remain constant but can take a finite number
of values. We refer to each of the beliefs of agent j, together
with his payoff function and other elements of his POMDP,
as j’s type, θj . Thus, the set of possible types of agent j, Θj ,
has K possible elements 1, 2, ...,K. We denote U(aj |θj =
k) = uaj ,k, where k = 1, 2, ...,K, and assume that index
k is observable (or computable) by agent i. Then the logit
quantal response (1) for the probability of agent j taking
action aj given his kth type is:

P (aj |k, λ) =
e
λuaj,k∑m

l=1 e
λual,k

. (5)

Now Consider the following family of distributions:

f(λ;u, n1, n2, ..., nK)

=
eλu/

∏K
k=1(

∑m
l=1 e

λual,k )nk∫∞
0
eλ′u/

∏K
k=1(

∑m
l=1 e

λ′ual,k )nk dλ′
,

(6)

where nk = 0, 1, ..., ∀k = 1, ...,K; u <
∑K
k=1(nk maxl ual,k).

(6) is valid since integral of the denominator converges if and

only if u <
∑K
k=1(nk maxl ual,k). We claim that the family

of distributions f(λ;u, n1, n2, ..., nK) in (6) is a conjugate
family of distributions over λ in a sequential dynamic envi-
ronment with perfect observability of finite number of types.
The update of the hyperparameters of this conjugate prior:

f(λ;u, n1, n2, ..., nK)
aj ,k−→

f(λ;u+ uaj ,k, n1, n2, ..., nk−1, nk + 1, nk+1, ..., nK).
(7)

Once there is a valid prior, all the posteriors are always valid.
Now let us consider an even more general case, in which

the expected utilities ual are not limited to a finite number
of values but can lie in some interval or even on the real line:

P (aj |u, λ) =
e
λuaj∑m

l=1 e
λual

, (8)

where ul < ual < ul
′, l = 1, 2, ...,m, ul ≥ −∞ and ul

′ ≤ ∞
are lower and upper bounds of the expected utilities ual , and
where u is a vector of expected utilities of all m actions,
u = (ua1 , ua2 , ..., uam). Again assume ual are known to
agent i, and he observes agent j’s action aj .

Forming a conjugate prior in this case may be impossible.
The reason is that the construction of conjugate prior distri-
butions [3, 4] is based on the existence of sufficient statistics
of fixed dimension for the given likelihood function (equation
(8)). However, under very weak conditions, the existence of
fixed dimensional sufficient statistic restricts the likelihood
function to the exponential family [1, 5]. Unfortunately, (8)
does not belong to the exponential family when m ≥ 2.
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ABSTRACT
We consider semi-autonomous agents that have uncertain
knowledge about their environment, but can ask what ac-
tion the operator would prefer taking in the current or in
a potential future state. Asking queries can help improve
behavior, but if queries come at a cost (e.g., due to lim-
ited operator attention), the number of queries needs to be
minimized. We develop a new algorithm for selecting action
queries by adapting the recently proposed Expected Myopic
Gain (EMG) from its prior use in settings with reward or
transition probability queries to our setting of action queries,
and empirically compare it to the current state of the art.

Categories and Subject Descriptors
I.2.6 [Artificial Intelligence]: Learning—knowledge acqui-
sition

General Terms
Human Factors, Reliability, Algorithms

Keywords
Human-robot/agent interaction

1. INTRODUCTION
A semi-autonomous agent acting in a sequential decision-

making environment should act autonomously whenever it
can do so confidently, and seek help from a human operator
when it cannot. We consider settings in which querying the
operator is expensive, for example because of communica-
tion or attentional costs, and seek to design algorithms that
help decide what the best query to ask the operator is in
any given agent situation, or whether any query should be
made at all. Responses from the operator to queries from
the agent can help improve the agent’s uncertain and in-
complete knowledge of the operator’s understanding of the
environment, as well as of the operator’s goals in the envi-
ronment. We adopt the criterion that the closer the response
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brings the agent to acting as well as if it were being teleop-
erated, the better the query.

Of the many types of queries one could consider asking
the operator, action-queries (queries asking what action the
operator would take if teleoperating the agent in a particu-
lar state) are arguably quite natural for a human to respond
to. Our goal, then, is to design an agent that can (1) select
which action-queries are most useful for approaching opera-
tor behavior, and (2) elect not to query when its cost exceeds
its benefit. Here we focus on (1), while our previous work
[2] contains insights addressing (2).

In this paper we assume that, when teleoperating, the op-
erator chooses actions according to her model of the world.
We also assume the agent fully knows the operator’s model
of world dynamics, but has an incomplete model of the op-
erator’s rewards, and thus risks acting counter to the opera-
tor’s true rewards. The agent represents its uncertainty as a
probability distribution over reward functions, and the only
information it can acquire to improve its behavior (reduce
its uncertainty) are the operator’s responses to its queries.

Our mypoic objective is for the agent to identify the query
that will maximize its gain in expected long-term value with
respect to the operator’s true rewards and the agent’s cur-
rent state. This objective is myopic because optimizing with
respect to it ignores future queries that might be made, such
as if the agent could ask a sequence of queries, or wait
to query later. Although desirable, nonmyopic optimiza-
tion would require solving an intractable sequential decision-
making problem to find an optimal action-query selection
policy.

Our problem is related to that of apprenticeship learn-
ing [1] in which the agent is provided with a trajectory of
teleoperation experience, and charged with learning by gen-
eralizing that experience. The main difference is that rather
than passively obtaining teleoperation experience, our agent
is responsible for actively requesting such information. In
our setting, the agent can even ask about potential future
states that may turn out to actually never be experienced.

We provide an empirical comparison between algorithms
that exemplify two broad classes of approaches to action-
query selection: maximizing the gain in value, or maximiz-
ing the reduction in policy uncertainty [3]. The former ap-
proach (for which we provide a new method adapted from
previous work) is computationally expensive but directly op-
timizes our myopic-objective, while the latter approach is
computationally inexpensive but only indirectly optimizes
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our myopic-objective. We compare the two approaches over
a sequence of queries, a setting in which our myopic-objective
does not define optimal behavior.

2. ACTION-QUERY SELECTION METHODS
The Active Sampling (AS) algorithm [3] queries the state

that has maximum mean entropy (uncertainty) in its action
choices under a policy optimal with respect to the current
reward distribution. Thus, AS reduces the agent’s uncer-
tainty in the operator’s policy. However, the dynamics of
the world may dictate that some states are less likely to ever
be reached than others, especially when taking into account
the agent’s state. Also, taking the wrong action in some
states may be catastrophic while in others benign. Minimiz-
ing policy uncertainty does not consider these factors, and
thus is only a proxy for achieving our myopic objective.

Expected Myopic Gain (EMG), introduced by Cohn et
al.[2], is an algorithm for computing the goodness of a query
in terms of how much value the agent is expected to gain
from it. Intuitively, for a query q and its response o, the
value of knowing that o is the answer to q is the difference
in expected value between the policy calculated according to
the new information and the policy calculated beforehand,
both evaluated on the Markov Decision Process distribu-
tion induced by the new information at the agent’s current
state. Since the agent does not know which o it will receive
to q, the EMG calculation takes a weighted average over
all possible responses. The query with highest EMG will,
in expectation, most increase the agent’s long term value,
achieving our objective. We use Bayesian Inverse Reinforce-
ment Learning [4] to adapt EMG from its previous use in
evaluating reward and transition queries to evaluate action
queries; the resulting algorithm is called EMG-AQS.

Comparisons
To study the relative efficacies of EMG-AQS and AS, we

performed experiments spanning two domains. The first do-
main, Puddle World [3], allowed for an exhaustive evaluation
of the methods and the development of intuitive explana-
tions for their contrasting behaviors. The second domain,
which we focus on here, is the Driving Domain [1], which
is used often in Apprenticeship Learning experiments. The
Driving Domain is a traffic navigation problem, where at
each discrete time step the agent controls a vehicle on a
highway by taking one of three actions: move left, no ac-
tion, or move right. Other cars are present, which move at
random continuously valued constant speeds (this makes the
state space infinite) and never change lanes.

The “operator” in these experiments is modeled as the
optimal policy given the actual reward function: a response
to a query is simply the action in this policy corresponding
to the state being asked about. However, the agent does not
know the actual reward function: instead, it begins with a
distribution over possible reward functions (for each trial,
the actual reward function is drawn from this distribution).

The principal metric of comparison between query meth-
ods that we use is policy loss, which is the difference in value
between what the optimal policy can achieve in expectation
and what a policy based on uncertain knowledge achieves.
A better query will reduce policy loss relative to a worse
query, and we would expect that policy loss will decrease as
more queries are asked and answered. Note that for a single
query, minimizing policy loss meets our myopic objective.
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Figure 1: Performance of various action-query se-
lection strategies in the Driving Domain.

Figure 1 shows the performance of EMG-AQS-X and AS-
X choosing from sets of X randomly drawn queries (due to
the infinite state space, it is impossible to consider all po-
tential queries). Not surprisingly, the performance of EMG-
AQS-X and AS-X improves as X grows larger, and for all X
they outperform a random querying strategy. Additionally,
EMG-AQS-16 outperforms all variations of AS. EMG-AQS’s
focus on querying states that most improve value gives it a
significant upper hand, even when choosing from orders of
magnitude fewer queries.

Discussion
Our comparisons between the methods showed that EMG-

AQS’s query selection criterion leads to more aggressive ex-
ploitation of domain properties than that of AS’s criterion.
Since EMG-AQS requires substantially more computation
than AS, it is most useful when the cost of querying is high:
in a scenario where querying is cheap and computation is
limited, AS would likely be the better choice of the two.

As a final note, EMG-AQS’s evaluation algorithm pro-
vides direct value estimates for queries, while AS’s does not.
Unlike an EMG-AQS agent, it is not clear how an AS agent
can decide whether or not to query at all given the cost of
querying, which would be an important issue to consider
when designing a practical action query system.
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ABSTRACT 
Virtual human, with realistic behaviors and social skills, evoke 

in users a range of social behaviors normally only seen in human 

face-to-face interactions. One of the key challenges in creating 

such virtual humans is to give them human-like conversational 

skills, such as turn-taking skill. In this paper, we propose a 

multimodal end-of-turn prediction model. Instead of recording 

face-to-face conversation data, we collect the turn-taking data 

using Parasocial Consensus Sampling (PCS) framework. Then 

we analyze the relationship between verbal and nonverbal 

features and turn-taking behaviors based on the consensus data 

and show how these features influence the time people use to 

take turns. Finally, we present a probabilistic multimodal end-of-

turn prediction model, which enables virtual humans to make 

real-time turn-taking predictions. The result shows that our 

model achieves a higher accuracy than previous methods did. 

Categories and Subject Descriptors 

I.2.11 [Distributed Artificial Intelligence]: Intelligent agents; 

I.2.6 [Artificial Intelligence]: Learning 

General Terms 

Algorithms, Measurement, Design, Experimentation 

Keywords 

Virtual Human, Multimodal, Turn-taking, Parasocial Consensus 

1. INTRODUCTION 
Human conversation is a cooperative and fluent activity. People 

rarely speak simultaneously. Rather, the roles of speaker and 

listener are regulated seamlessly by a negotiation process of turn-

taking. Considerable research is directed at understanding this 

mechanism and integrating it into virtual humans. The fluidity of 

natural conversation presents a considerable challenge for 

building virtual humans. On one hand, communication is 

multimodal: information is manifest in different channels and 

these channels may unfold under different time scales; on the 

other hand, effective communication involves forecasting what 

one's conversational partner will do in the future. Sacks et al. [1] 

argued that the smooth exchange of turns in conversation is due 

to the conversational partner's ability to anticipate when the 

transition of speaker and listener roles may occur so that they are 

prepared in advance to talk at the right moment. 

This paper makes two primary contributions. First we present a 

multimodal end-of-turn prediction model, drawing on prior 

findings from social psychology and linguistic literature on 

nonverbal signals and turn-taking behavior. Second, we 

demonstrate the effectiveness of a novel methodology, Parasocial 

Consensus Sampling (PCS), for learning such models. PCS [2] 

was recently proposed and applied to the problem of predicting 

listener backchannel feedback successfully. Here we reinforce 

the viability of this general framework by demonstrating its 

effectiveness on the novel domain of end-of-turn prediction. The 

experiment shows that our model trained on the data from 

Parasocial Consensus Sampling achieves a higher accuracy than 

previous methods. 

2. Parasocial Consensus Sampling 
Traditionally, virtual humans learn from annotated recordings of 

face-to-face interactions. However, as suggested in [2], there are 

some drawbacks with such data. For example, human behavior 

contains variability and not all human data should be considered 

as positive examples of the behavior that the virtual human is 

attempting to learn. If the goal is to make the virtual human learn 

to take turns properly, it is necessary to realize that many face-to-

face interactions fail in this regard, resulting in interruptions or 

long mutual silence. To address this and other issues, Huang et 

al. [2] proposed the Parasocial Consensus Sampling framework. 

Instead of recording face-to-face interactions, participants are 

guided to interact with media representation of people, such as 

pre-recorded speaker videos, parasocially. In this way, multiple 

independent participants are able to experience the same social 

situation and provide parasocial responses to the same event. 

Cite as: A Multimodal End-of-Turn Prediction Model: Learning from 
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Later, these responses can be aggregated to form the consensus 

view of how a typical individual would respond in that given 

situation. By eliciting multiple perspectives, this approach can 

help tease apart what is idiosyncratic from what is essential and 

help reveal the strength of cues that elicit social responses. For 

details of PCS, please refer to [2]. 

3. Analysis of Multimodal Patterns 
As described in the literature, gaze, nods, prosody and syntactic 

features are all argued to impact turn-taking behavior. Before 

attempting to learn the prediction model, we first explore the 

relative impact of these different turn-taking cues, which are 

shown in Table 1. We find the occurrences of looking-away, 

looking-towards and head nods are very informative cues; 

prosodic features (pitch slope) provide useful information as 

well. Syntax completion points co-occur with turn-taking pauses; 

however, they are not sufficient cues because a turn is usually 

consist of several complete clauses in our data. The analysis 

suggests that combining features from different channels should 

lead to the best results for turn-taking prediction 

4. Multimodal End-of-Turn Prediction Model 
The goal of the predictive model is to predict when virtual 

humans should take turns in real time. Conditional Random 

Field (CRF) [3] is used because of its advantages in modeling the 

sequential aspects of human behavior. In the training process, 

features are first encoded using encoding dictionaries [4] to 

capture the asynchrony. While testing, the model takes as input a 

sequence of encoded features and output a sequence of 

probabilities of states (taking turn or not), from which we can 

induce the predicted turn-taking time. 

4.1 Results and Discussion 
We compare the performance of two models learned from PCS 

with two baseline models. PCS-Multimodal: This is the model 

we learned previously; PCS-Pause: The pause model is created 

by choosing an optimal length of pause duration, it classifies a 

pause to be a turn-taking pause if its duration is longer than the 

threshold; Prosody Model: Prosody model is trained the same 

way as PCS-Multimodal model but with only prosodic features 

[5]; Syntax Model: Syntax model is based on the previous work 

of Sacks et al. [1], where syntax completion points, such as the 

end of "sentences, clauses, phrases, and one-word constructions", 

are suggested as possible turn-taking places. The predicted time 

is considered correct if happening during the turn-taking pause. 

As Table 2 shows, F1 score of the PCS-Multimodal model is 

better than that of other three models. Paired T-Test comparisons 

between PCS-Multimodal model and the other three models (p = 

0.05 for PCS-Pause, p < 0.01 for the other two) suggest the 

difference is statistically significant. This indicates syntax or 

prosody only cannot provide enough information to predict the 

turn-taking pauses. By leveraging the multimodal features, our 

PCS-Multimodal model performs the best. In this paper, 

Parasocial Consensus Sampling (PCS) framework is applied in 

collecting and modeling turn-taking behavior, we validate this 

new methodology further and generalize it to turn-taking 

behavior modeling. 
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Turn-taking 

Pauses (422) 

Non-turn-taking 

Pauses (1012) 

Looking-away 3% (11) 59%(598) 

Looking-towards 27%(114) 12%(123) 

Nods 17%(71) 8%(77) 

Pitch 

Slope 

Up 38%(160) 22%(227) 

Down 35%(149) 24%(238) 

Straight 27%(113) 54%(547) 

Average 

Pitch 

Value 

Above 14%(60) 11%(108) 

Below 38%(162) 32%(321) 

At 48%(200) 57%(583) 

Syntax Completion 98%(416) 64%(648) 

 Precision Recall F1 

PCS-Multimodal Model 0.78 0.81 0.80 

PCS-Pause Model 0.59 0.90 0.71 

Prosody Model [5] 0.58 0.77 0.67 

Syntax Model [1] 0.29 0.97 0.45 

Table 2. Evaluations for Turn-taking pause prediction: F1 

score of PCS-Multimodal is significantly better than that of 

the other three models. 

Table 1. The percentage of turn-taking pauses and non-

turn-taking pauses that co-occur with different features. 

The absolute number is shown in parentheses. 
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1. INTRODUCTION
Serious games and other training applications have the

requirement that they should be suitable for trainees with
different skill levels. Current approaches either use human
experts or a completely centralized approach for this adapta-
tion. These centralized approaches become very impractical
and will not scale if the complexity of the game increases.
Agents can be used in serious game implementations as a
means to reduce complexity and increase believability but
without some centralized coordination it becomes practically
impossible to follow the intended storyline of the game and
select suitable difficulties for the trainee. In this abstract
we show that using agent organizations to coordinate the
agents is scalable and allows adaptation in very complex
scenarios while making sure that both the storyline and the
right difficulty level for the trainee are preserved.

We argue that a system without any coordination will not
result in good adaptation if the complexity of the game and
the number of different adaptable elements increase. Mul-
tiple elements could adapt in the same direction and will
overshoot the desired target difficulty for the trainee. Or
the agents all adapt in a very similar way, resulting in state
where the NPC’s are not performing all the tasks required
by the scenario. We will also show in this abstract that a
näıve centralized approach will become too slow if the num-
ber of available tasks that NPC’s can choose becomes too
big. While this might not be problematic with the current
entertainment games yet (where adaptation to the user is
very limited), it will be a problem with more complex seri-
ous games. In previous work [2, 1] we proposed to use agent
organizations plus a related adaptation engine to control

Cite as: Scalable Adaptive Serious Games using Agent Organizations
(Extended Abstract), Joost Westra, Frank Dignum and Virginia Dignum,
Proc. of 10th Int. Conf. on Autonomous Agents and Multia-
gent Systems (AAMAS 2011), Tumer, Yolum, Sonenberg and Stone
(eds.), May, 2–6, 2011, Taipei, Taiwan, pp. 1291-1292.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

Agent model
• 2APL Agent

• Game world

• Game state • User Model

Update

User Performance

Translate

Update Beliefbase

Task Weights Skill Levels

Preferences & 

Temination

Agent model• Agent Bidding

• Agent interface

• Adaptation Engine

• NPC
• NPC
• NPC
• NPC

Plans Bid

External Action

SelectionGame Actions

Temination

Scene States
Applicable plans

• Game Model

Figure 1: Framework overview

the coordination and adaptation of the agents, while leaving
them enough autonomy to determine their next actions. We
will show that this gives the right balance between distribut-
ing decision making (leading to scalability) and keeping the
game believable and immersive. This approach has the ben-
efits of direct adaptation without the need for the designer
to directly specify how the adaptation should be done. The
designer is able to specify certain conditions on the adapta-
tion to guarantee the game flow but does not have to specify
which implementations are chosen after each state. In this
abstract we focus on the scalability aspect of the framework.

2. SCALABLE FRAMEWORK
To get a better understanding of the different elements of

the whole framework we first briefly describe the different
elements and the information that is passed between them.
Figure 1 shows a schematic overview of all the different el-
ements of the framework. The NPC’s and other dynamic
game elements in the game are controlled by 2APL agents.
The agents in the game have the capability to perform ba-
sic actions, like walking to a certain location or opening a
door. The higher level behaviors are specified in the 2APL
agents which send the basic external actions to the agent
interface which translates these commands to basic game
actions. The game state is used to update the beliefs of the
agents, update the progression of the game and pass the per-
formance of the trainee to the user model. The user model
uses this information and the task weights from the adap-
tation engine to update the estimated skill level for each
state. These updated skill levels can then be used again
to find better matching agent behaviors. The 2APL agents
can perform different actions depending on their beliefs and
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dependent on the scene states. The game model contains in-
formation about the desired storyline of the game and keeps
track of how far the game has progressed in the storyline.
This information is passed to the 2APL agents to influence
the possible actions they can perform. The agent bidding
module specifies the agent preferences for all the applicable
plans. The adaptation engine uses this information and the
information from the user model to find the plan assignment
for the agents that best serves the situation for the trainee.
The bidding module of the agent uses this information to
control the plans that are selected by the agents.

The whole storyline of the game is build from a collection
of partially ordered different scenes (the interaction struc-
ture). In each scene we specify the scene objective and the
roles that are being played in this scene. Each participating
agent plays one of these roles and therefore helps to com-
plete the scene objective. This results in agents goals and
plans that are very natural and relevant to the scene and
therefore relevant to the storyline.

The scenes are defined by scene scripts that specify which
roles participate and how they interact with each other. In
these scenes the results of the entire scene are specified and
how and in what order the different agents should inter-
act. In our approach we use NPC’s that are based on BDI
agents. This means that agent behavior is specified using
high level goals and act according to their internal believes.
This makes it much easier to identify why an NPC why an
agent performs a certain plan. We specially use the term
”high level” goals because some of the lower level behaviors
can better by specified by other approaches then BDI. Us-
ing a combination of BDI agents with an agent organization
architecture, results in very natural agent objectives.

An obvious danger of coordinating actions between agents
is that, if all possibilities are always sent to a central point
which decides the best the combination, we can run into
scaling problems and you might as well use completely cen-
tral control instead of an agent based approach. There are
two main differences between a completely centralized ap-
proach and our approach. The first is that the agents con-
trol when adaptation is initiated. The second is that the
agents make a pre-selection of the plans that are applica-
ble in regards to their internal state and the current game
state. The numbers of plans combinations that need to be
considered is much lower than a fully centralized system.
Because pruning is performed on the agent level, even more
on the scene level and also on the combination level because
of game model boundaries.

We analyze the scaling difference between a näıve cen-
tralized approach and our coordinated distributed approach.
Both approaches will have a very similar approach of com-
bining the actions of the NPC’s but the main difference will
be in the remaining number of plans proposed by the agents.
We aim to use reasonable assumptions that correspond to
the type of serious games we have encountered during our
research. The validations and explanations of these assump-
tions are beyond the scope of this abstract. Using the as-
sumptions we get the following results. The purely näıve
approach will have 720 (30 scenes * 4 sub-scenes * 6 ac-
tions per sub-scene) different plans for each agent active at
the same time. Our approach will have 12 (6 actions per
sub-scene *2 sub-scenes active per scene * 2 active scenes
/2 for believability filtering) In figure 2 we plotted out the
number of combinations for both approaches depending on
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Figure 2: Number of possible action combinations

the number of agents. As can be seen the number of com-
binations already add up very quickly with our distributed
filtering but it is much more manageable then without the
filtering. Even with four agents the filtered approach is al-
ready 12960000 times as slow. With more than four agents
the näıve approach becomes completely impractical.

In practice our distributed approach will be much faster
because we are also efficiently filtering out impossible com-
binations. This means that in practice the number of com-
binations that will be evaluated will be much lower than the
estimations from our graph. We, however, also realize that
the term scaling is relative. The coordination is fast enough
by using our distributed approach for the type of games we
are investigating and is much faster than the näıve approach.
But because of the exponential nature of the remaining co-
ordination it will not scale to games with massive numbers
of NPC’s.

In this abstract we discussed online adaptation in seri-
ous games. The adaptation is based on the use of learning
agents. In order to coordinate the adaption of the agents we
use an organizational framework that specifies the bound-
aries of the adaptation in each context. We argue that an
agent based approach for adapting complex tasks is more
practical than a centralized approach. It is much more natu-
ral when the different elements are implemented by separate
software agents that are responsible for their own believ-
ability. We have shown that by using an agent organization
framework we can segment the game in scenes in a natural
way to describe which of the possible actions of the agents
are relevant at the current moment. Every selection phases
reduces the number of plans that need to be coordinated.
This greatly reduces the scaling problems when coordinat-
ing multiple agents with a large variety of possible actions.
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ABSTRACT
In power markets, the trade of reserve energy will become
more important as more intermittent generation is traded.
In this work, we propose a novel bidding mechanism for the
integration of power and reserve markets. It adds expressiv-
ity to reserve bids and facilitates planning1.

Categories and Subject Descriptors
I.6 [Computing Methodologies]: Simulation And Mod-
eling—Applications, Distributed

General Terms
Management, Design, Economics, Reliability

Keywords
Energy and Emissions, Simulation, Electronic Markets

1. INTRODUCTION
The currently most popular power market design is to

conduct two separate ahead-markets for each hour of the
following day, one market to trade binding commitments
to transfer power (the day-ahead market), and one market
to trade optional intervals of power (the reserve market).
In a real-time balancing phase, the differences between the
outcome of the day-ahead market and actual demand are
settled by executing parts of the intervals sold in the reserve
market. The System Operator (SO) most often functions as
the market maker. Formally, during the day-ahead phase, a
generator g, with a capacity ∈ [PLg , P

U
g ] and a cost function

cg(P ), sells a default amount of power P defg and offers an
optional interval [0, P optg ]. During balancing, the SO can
execute P exeg ∈ [0, P optg ] per generator g. In both phases

combined, g will sell at least P defg and at most Pmaxg =

P defg + P optg ≤ PUg .
Most research into the co-existence of both markets agrees

to clear them simultaneously to avoid market power issues.

1This work is a part of the IDeaNeD project and sponsored
by Agentschap NL, a research funding agency of the dutch
ministry of economic affairs, in the IOP-EMVT program.
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However, the bids for fixed power and reserves are still made
separately, although there is in fact only one product (power
capacity) which can be offered in both markets. This causes
several problems for bidders. First, as there is only one cost
function for this product, then if bids are separated, at least
one bid needs to be simplified as long as it is unclear how
much capacity each bid will win. Current reserve market
designs restrict bids for reserves to only a constant price for
each activated unit in P exeg (sometimes also a fixed price
for keeping up to P optg available is asked). In addition, the
decision which amounts to offer in each of the two markets
such that all outcomes respect the upper capacity constraint
PUg , as well as the resulting calculation of opportunity costs,
are difficult issues for the bidding strategies of generators.

The trade volume of reserve power is expected to grow:
We are faced with decreasing certainty of supply caused by
the advent of intermittent generation, i.e. renewables like
solar and wind, and hope to use technologies like storage sys-
tems and Demand Response to manage this problem. This
paper explores this new research challenge, beginning with
the standard use case of reserve capacity offered by supply.

Its main contribution is the proposal of a novel, bundled
bid format and an associated clearing mechanism for an in-
tegrated power- and reserve market. The bid format allows
generators to offer P optg with non-constant price functions
that can resemble actual costs of production and relieves
them of the planning problem for PUg . In addition, the SO

is enabled to include estimates of
PG
g P

exe
g in its task to min-

imise generation and transmission costs. We formulate the
two-stage clearing process of the SO as a Strictly Convex
Quadratic Programming problem [2], which we have suc-
cessfully implemented in the well-known electricity network
simulation framework AMES [3] (thus incorporating trans-
mission constraints into pricing). We close by introducing a
strategy space to include opportunity costs within bids.

2. THE BID FORMAT
Generator g maps amounts of power to total prices via

a quadratic bid function. Quadratic functions are widely
used to model bids in power markets because they are suf-
ficiently realistic and their derivatives are continuous, and
thus marginal prices are well-defined. In traditional day-
ahead power auctions, the amounts P defg for all g are allo-
cated by the SO by announcing a marginal clearing price.
To also express bidding for reserve capacity P optg within
these supply functions, we propose that g fixes the ratio r =
P optg /Pmaxg for each bid, such that knowing P defg determines

P optg = P defg
r

1−r . For example, with r = 1
3

we denote that
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P defg will certainly be sold and [0, P optg ] = [0, 1
3
P defg / 2

3
] is the

optional interval. Thus, the reserve interval [P defg , Pmaxg ] is
determined by the market clearing, allowing the SO to price
P defg and P exeg on the same function and g to include op-
portunity costs in the bid.

At r = 0, no flexibility is offered and the generator has full
certainty how much he sells (P defg = Pmaxg , P optg = 0). This
resembles traditional bid functions with no reserve offer. At
r = 1, everything is flexible and the SO will assume full flex-
ibility over P exeg in the balancing phase (P defg = 0, P optg =
Pmaxg ). Generator g can place several bids bg,r, each using
a different r ∈ [0, 1].

3. THE MARKET MECHANISM

3.1 Optimal dispatch in the day-ahead trade
We now formulate a Constraint Satisfaction Problem for

the day-ahead phase. The SO conducts a one-shot auction.
Demand is modelled by agents l ∈ L, where L stands for
Load-serving-entities (LSE), who only submit the requested

amounts for fixed power P defl and reserve power P optl . The
SO chooses one bid bg,rg per generator g and announces
a marginal market clearing price γdef , which defines how

much each unit in
PG
g P

def
g will be paid for. The marginal

clearing price of the balancing phase γexe will be higher - its
theoretical maximum is known as it will also be determined
from the winning bids bg,rg . Via γdef , each generator can

look up on bg,rg how much power P defg he is committed to
supply and this also tells him how much reserve capacity
P optg he needs to keep available. The optimisation goal of
the SO is to minimise generation costs. One approach is
to only minimise the costs which are known for sure in this
phase (

PG
g P

def
g γdef ), another is to include an estimation

of the costs of the balancing phase (
PG
g P

exe
g γexe). The

first constraint to this optimisation requires that demand is
satisfied:

PG
g P

def
g =

PL
l P

def
l . Secondly, the SO needs to

make sure that each generator will stay within his generation
limits: PLg ≤ P defg ≤ PUg (1− rg). Each generator agrees to

hold back reserve capacity P optg = P defg
r

1−r . The overall
reserve capacity needs to match the demand for reserves.
Hence, we add the third constraint

PG
g P

opt
g ≥PL

l P
opt
l .

The number of functions each generator can bid is a pa-
rameter of the mechanism. This is a trade-off between the
time complexity of finding a solution and the freedom of the
generators to bid on as many different r as they want.

3.2 Optimal dispatch during balancing
During the real-time phase, LSEs announce their balanc-

ing requirements P exel ∈ [0, P optl ]. In order to find γexe and
thereby allocate each generator a value for P exeg ∈ [0, P optg ],

the SO translates the interval [P defg , Pmaxg ] of each successful
bid bg,rg from the day-ahead phase into a new bid function

bbalg in the interval [0, P optg ]. These translated bids are then

used to minimise
PG
g P

exe
g γexe.

4. OPPORTUNITY COST ASSESSMENT
Reserve markets should compensate generators for their

(lost) opportunity costs of withholding reserve capacity, the
computation of which is non-trivial [1]. We assume an ap-
proximation can be done via some function φg(P

opt
g ). To

include opportunity costs in bids, most approaches (see [4])

either use general availability costs, where generators include
a one-time fee for providing the reserve capacity interval
($/MW), or activation costs, only adding costs to each unit
of reserve capacity that is actually activated in real time
($/MWh). While the former approach is easier to derive,
the latter approach uses no constants which is a needed fea-
ture of many quadratic optimisers, like the one AMES uses.
We show how the a pure activation strategy as well as mixed
strategies can be computed, given the availability strategy.

Let cg(P ) = aP + bP 2 be the cost function of generator
g. The availability strategy simply shifts the function up-
wards by φg(P

opt
g ) and thus uses bAvg,r(P ) = cg(P )+φg(P

opt
g ).

The activation strategy instead increases the unit price a by
some amount a′, such that the expected total revenue equals
bAvg,r(P ), when taking an expected probability distribution D
over P exeg into account.

Figure 1: Pricing strategies for opportunity costs

With the availability strategy, the generator carries the
risk of underestimating P exeg , and the demand side carries
the risk of him overestimating it, while for the activation
strategy it is the other way around. Mixed strategies in-
crease a by a value ∈ [0, a′] and shift the cost function
upwards by a value ∈ [0, φg(P

opt
g )]. As for the activation

strategy, g can also use an expected probability distribution
to find these values, such that over the interval of possible
outcomes for P exeg , the expected total revenue equals bAvg,r.

5. REFERENCES
[1] D. Gan and E. Litvinov. Energy and reserve market

designs with explicit consideration to lost opportunity
costs. Transactions on power systems, 18(1):53–59,
2003.

[2] D. Goldfarb and A. Idnani. A numerically stable dual
method for solving strictly convex quadratic programs.
Mathematical Programming, 27(1):1–33, Sept. 1983.

[3] J. Sun and L. Tesfatsion. Dynamic Testing of
Wholesale Power Market Designs: An Open-Source
Agent-Based Framework. Computational Economics,
30(3):291–327, Aug. 2007.

[4] L. Vandezande, L. Meeus, R. Belmans, M. Saguan, and
J.-M. Glachant. Well-functioning balancing markets: A
prerequisite for wind power integration. Energy Policy,
38(7):3146–3154, July 2010.

1294



Demonstrations





BDI Agent model Based Evacuation Simulation
(Demonstration)

Masaru Okaya
Meijo University

Shiogamaguchi, Tempaku,
Nagoya, Japan

m0930007@ccalumni.meijo-u.ac.jp

Tomoichi Takahashi
Meijo University

Shiogamaguchi, Tempaku,
Nagoya, Japan

ttaka@meijo-u.ac.jp

ABSTRACT
The analysis of building evacuation has recently increased
attention as people are keen to assess the safety of occu-
pants. We believe that human psychological conditions must
be taken into consideration in order to produce accurate
evacuation simulations, and human relationships are factors
that influence the psychological conditions. Our BDI model
based simulations generate emergent behaviors in a crowd
evacuation such as a result of interactions in the crowd.

Categories and Subject Descriptors
I.2 [ARTIFICIAL INTELLIGENCE]: Multiagent sys-
tems

General Terms
Algorithms, Experimentation

Keywords
Emergent behavior, Social force, BDI model, RoboCup Res-
cue

1. INTRODUCTION
The analysis of building evacuation has recently increased

attention as people are keen to assess the safety of occupants.
The traditional fluid-flow model cannot handle the interper-
sonal interaction mechanism among evacuated people. It is
difficult to simulate the joining flows of humans at staircase
landings using the grid based simulation method. Agent
based simulation provides a platform on which to compute
individual and collective behaviors that occur in crowds.

Galea et al’s study on the World Trade Center disaster
presents five points that are required to simulate egress from
buildings: travel speed model, information seeking task,
group formation, experience and training, and choosing and
locating exit routes [?]. They are related to each other,
and are affected by people’s mental condition.Kuligowski re-
viewed 28 egress models and stated that there is a need for
a conceptual model of human behavior in time of disaster so

Cite as: BDI Agent model Based Evacuation Simulation (Demonstra-
tion, Masaru Okaya, Tomoichi Takahashi,Proc. of 10th Int. Conf.
on Autonomous Agents and Multiagent Systems (AAMAS
2011), Yolum, Tumer, Stone and Sonenberg (eds.), May, 2–6, 2011,
Taipei, Taiwan, pp. 1297-1298.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

that we can simulate actions such as route choice, crawling,
and even group sharing of information[?].

We believe that human relationships cause behaviors such
that people either form a group to evacuate together or they
fall away from the group. We apply BDI model in which hu-
man relationships affect evacuation behaviors, and modify
Helbing’s social force model so that it involves the intentions
of agents [?]. Our simulations reveal typical behaviors in a
crowd evacuation such as interactions in the crowd. The
simulation indicates that congestions caused by the interac-
tion take a longer time to evacuate from buildings as often
happen in actual situations.

2. HUMAN EVACUATION BEHAVIOR

2.1 BDI model of evacuation behavior
Agents change their choice methods of actions according

to disaster situations. When we fear for our physical safety,
we think only of ourselves and will get away from a building
with no thought to anything else. When we feel no anxi-
ety, we think of other people and evacuate together. Agent
belief-desire-intention (BDI) model is applied so that the
selected actions interfere with the behaviors of others and
cause evacuation grouping and breaking in a crowd.

2.2 Intension presentation in social force
Helbing’s model of pedestrian dynamics is

mi
dvi

dt
= fie +

∑

j( 6=i)

fij +
∑

W

fiW . (1)

fie is a social force that moves the agent to its target. fij and
fiW are repulsion forces to avoid collision with other agents
or walls, respectively.

We present the intentions of agents as target places or
persons that are determined by BDI models. For example,
when child agents follow their parent, the targets are their
parent whose positions change during the simulation step.
The motions of the agent are calculated by micro simulation
which simulation step ∆τ is finer than the simulation step
∆t of the intention decision. The social force is

fie = mi
v0

i (t)e0
i (t)− vi(t)

τi
. (2)

e0
i is a unit vector to the targets and vi(t) is a walking

vector at t. mi is the weight of agents i, and v0
i is the speed

of walking. The speed is set according to the age and sex of
the agent. It becomes faster when the agent feels fear and
becomes zero when it arrives at its destination.
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Figure 1: Snapshoot of evacuation from buildings.

900 1200 1500 1800 2100 2400 2700

Time[s]

0

20

40

60

80

100

R
a
te

 o
f 

a
rr

iv
e
d
 a

g
e
n
ts

[%
]

(a)

(b)

(c)

Average and standard deviation of 5 simulations.

Figure 2: Rate of evacuation at refuge2.

3. DEMONSTRATION OF SIMULATIONS

3.1 RCRS based Evacuation Platform
Agent with BDI model and traffic simulator that calcu-

lates agents’ positions according to eq.(1) are integrated in
RoboCup Rescue Simulation (RCRS) v.1 [?]. We implement
three types of agent that act according to their principle.

adult agents move autonomously and have no human rela-
tions with others. This type of agent can look for exits
when they have no knowledge of escape routes.

parent agents are adult agents and have one child. They
are anxious about their child and evacuate with them.

child agents have no data on escape routes and no ability
to move autonomously. They can only recognize and
follow their parent.

3.2 Evacuation scenario example
An evacuation scenario is illustrated in Fig. 1. An event

is held at the campus and two hundred agents, 100 parents
and 100 children participate the event. They are divided into
two groups: 100 agents in both Building1 and Building2.

In case of an accident, they evacuate to a nearby refuge
location. Refuge1 is near Building1 and Refuge2 is near

Building2. They move to the nearest refuge location through
a square in the front of Building 1 & 2 under three cases.

a) Parents and their children are in the same building,
namely, 50 parent-child pairs are in each building.

b) Agents are randomly located in terms of which build-
ing parents and their children are. Some parents and
their children are in different buildings, while other
parent-child pairs are in the same building.

c) For all parent-child pairs, parents and their children
are in different buildings.

Fig.1 presents screen shots of cases a) and c). Parent-child
pairs evacuate smoothly in case a). However, in case b) and
c), parents who are in different building move to their child.
This movement causes congestion in the square and in the
entrances of buildings. Fig.2 illustrates the rate of agents
who arrive at Refuge 2. The congestion is greater in b) than
in c). It takes more time to evacuate in cases with greater
congestion.

4. SUMMARY
We apply BDI model in which the human relationships

affect at the stages of the sense-reason-act cycle of agents,
and adopt Helbing’s model so that it involves the factor of
agent intentions.

The intention decision model of agent and a social force
based traffic simulator are implemented using RCRS. Several
evacuation scenarios including one in 3.2 are examined. The
results of evacuation simulations reveal the following:

1. Family-minded human behaviors result in family mem-
bers evacuating together, which causes interactions in
the crowd.

2. Evacuation guidance affects crowd evacuation behav-
iors. The movements of a small number of agents are
involved in a number of agents’ behaviors.

3. As real life, evacuation takes more time when conges-
tion occurs.

These are not programmed explicitly in the code of agents.
The emergent behaviors occur as a result agent behavior-
decision stages implemented as part of human relationships.
These results demonstrate the effectiveness of our model.
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ABSTRACT 
Utilizing principles from parallel and distributed processing 
combined with inspiration from modular robotics, we developed 
the modular interactive tiles. As an educational tool, the modular 
interactive tiles facilitate the learning of multi-agent systems and 
interactive agent-based games. The modular and physical property 
of the tiles provides students with hands-on experience in 
exploring the theoretical aspects underlying multi-agent systems 
which often appear as challenging to students. By changing the 
representation of the cognitive challenging aspects of multi-agent 
systems education to a physical (hands-on) one, the challenge may 
become much easier and fun to face for the students.  

Categories and Subject Descriptors 
I.2.1 [Artificial Intelligence]: Applications and Expert Systems – 
games.  

General Terms 
Human Factors. 

Keywords 
Human-robot/agent interaction, Development environments. 

1. INTRODUCTION 
For the distributed processing education as needed for students to 
learn about multi-agent systems, swarm intelligence, agent based 
gaming, etc. we suggest using interactive parallel and distributed 
processing that allows the student to easily represent, interact with 
and create their own agent system in a physical manner. The 
approach allows students and researchers in a physical, hands-on 
manner to face sub-problems including distribution, master 
dependency, software behavioural models, adaptive interactivity, 
feedback, connectivity, topology, island modeling, and user 
interaction. As an example, the approach allows experimenting 
with hierarchical and functional decomposition of problems. An 
educational tool for this kind of algorithmics learning should 
allow students to learn about when to utilise shared variables and 
distributed variables, when to use a scheduler, how to use 
semaphores for critical sections, and about the issues related to 
topology, communication, event based control, deadlock 
prevention, data transfer, etc. AI also demands learning about 
distributed systems for learning about neural networks, artificial 
life, evolutionary computation, multi-agent systems, swarms, etc. 

2. CHANGING REPRESENTATION 
A number of these computer science themes which are necessary 
to understand for creating multi-agent systems can appear quite 
abstract to the engineering and computer science student. There is 
clearly a need to have an educational tool that allows the students 
to confront these themes in a very concrete manner. We suggest 
that the best way to learn about these abstract issues is through 
direct hands-on problem solving, following the pedagogical 
principles of Piaget known as constructionism [2] combined with 
a contextualised IT training approach for students by allowing 
them to work with building blocks. Many experiments have 
indicated that the hands-on, problem-solving, constructionism 
approach allow the learner to confront abstract, cognitive problem 
solving in a simpler manner through the physical representation. 
Different representations (e.g. physical representation) can cause 
dramatically different cognitive behaviour. Zhang and Norman [3] 
propose a theoretical framework in which internal representations 
and external representations form a "distributed representational 
space" that represents the abstract structures and properties of the 
task in "abstract task space" (p. 90). They developed this 
framework to support rigorous and formal analysis of distributed 
cognitive tasks and to assist their investigations of 
"representational effects [in which] different isomorphic 
representations of a common formal structure can cause 
dramatically different cognitive behaviours" (p. 88).  

The physical parallel and distributed system that we present here 
enables the experience of physically manipulating objects and the 
material representations of information. The mapping between the 
physical affordances of the objects with the digital components 
(different kinds of output and feedback) is a design and 
technological challenge, since the physical properties of the 
objects serve as both representations and controls for their digital 
counterparts. Here, we make the digital information directly 
manipulatable, perceptible and accessible through our senses by 
physically embodying it. While playing with the system, the user 
can take advantage of the distinct perceptual qualities of the 
system and this makes the interaction tangible, lightweight, 
natural and engaging. Interacting with a physical parallel and 
distributed system may mean jumping over, pushing, assembling, 
touching physical agents and experiment a dialogue with the 
agents in a very direct and non-mediated way, and hence it is 
viewed as highly suitable e.g. for student training.  

3. MODULAR INTERACTIVE TILES 
The Modular Interactive Tiles System (MITS) is proposed as a 
tool for MAS education. The system is based on physical modules 
representing agents: Each module has a physical expression and is 
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able to process and communicate with its surrounding 
environment. The communication with the surrounding 
environment is through communication to neighbouring modules 
and/or through sensing or actuation. A modular system is 
constructed from many such modules. As a physical multi-agent 
system, each module works as an agent with a primitive 
behaviour, and the overall behaviour of the system emerges from 
the coordination of a number of physical modules (agents), and 
the single/multi user-interaction. The modular interactive tiles 
attach to each other to form the overall system. The tiles are 
designed to be flexible and in a motivating way to provide 
immediate feedback based on the users’ physical interaction, 
following design principles for modular playware [1]. Each 
modular interactive tile has a quadratic shape measuring 
300mm*300mm*33mm – see Fig. 1. Each module includes an 
ATmega 1280 as the main processor, four IR transceivers for 
communication to neighboring modules, a force sensitive resistor 
(FSR sensor) to measure the force exerted on top of the module, a 
2 axis accelerometer to detect horizontal or vertical placement of 
the module, and eight RGB light emitting diodes with equal 
spacing in between each other on a circle. Each side of a module 
is made as a jigsaw puzzle pattern to provide opportunities for the 
modules to attach to each other. The cover of the modules is made 
from two transparent satinice plates with a sticker in between. The 
modular interactive tiles are individually battery powered and 
rechargeable with a Li-Io polymer battery. A fully charged 
modular interactive tile can run continuously for approximately 30 
hours and takes 3 hours to recharge. 

    
Figure 1. Modular tiles used for feet or hands interaction. 

An XBee radio communication chip can be mounted in each tile. 
Hence, there can be two types of tiles, those with a radio 
communication chip (master tiles) and those without (slave tiles). 
The master tile may communicate with the game selector box and 
initiates the games on the built platform. If communication is 
needed e.g. to the game selector box, a PC or another remote tiles 
platform, a platform has to have at least one master tile.  

With these specifications, a system composed of modular 
interactive tiles is a fully distributed system, where each module 
(i.e. agent) contains processing (ATmega 1280), own energy 
source (Li-Io polymer battery), sensors (FSR sensor and 2-axis 
accelerometer), effectors (8 colour LEDs), and communication 
(IR transceivers, and possibly XBee radio chip). In this respect, 
each tile is a self-contained agent and can run autonomously. As a 
multi-agent system, the overall behavior of the system composed 
of such individual tiles (agents) is however a result of the 
assembly and coordination of all the tiles (agents).     

The modular interactive tiles can easily be set up on the floor or 
wall within one minute. The modular interactive tiles can simply 
attach to each other as a jigsaw puzzle, and there are no wires. 
The modular interactive tiles can be put together in groups (i.e.: 
tiles islands), and the groups of tiles may communicate with each 
other wireless (radio). For instance, a game may be running 
distributed on a group of tiles on the floor and a group of tiles on 

the wall, demanding the user to interact physically with both the 
floor and the wall. 

We have implemented more than 30 different games on the 
modular interactive tiles system, and students can easily 
implement and test different agent-based games on the system, 
e.g. on sets of 5-10 tiles. The games include rehabilitation games 
for cardiac patients and stroke patients, prevention games for 
elderly, sports games (e.g. used during FIFA World Cup 2010 in 
South Africa with teleplay to Europe and Asia), music games, 
brain training games, autism therapy games, entertainment games, 
etc. (see [4] incl. videos). For making the agent-based games, the 
students can work on fundamental challenges underlying multi-
agent systems including robustness, communication, system 
connection, token-passing, deadlock prevention, parallelism, 
reconfiguration, memory sharing, and topology. The MITS model 
is ideal for implementing all of the above challenges since the 
hardware components are minimalistic and the distributed system 
complexity can be developed and tested in a quick and easy 
manner (Figure 2).   

 
Figure 2. Different topologies of modular tiles. 

The simple game Final Countdown can work as an example of a 
simple agent-based game. In the Final Countdown, the tiles 
platform can vary both in aspect and size, since each tile is an 
agent that behaves like all the other agents in the system. The 
system consists of a number of agents (tiles) that, when the game 
is initiated, have all their eight LEDs turned ON. With a given 
interval (e.g. one second), each agent (tile) starts to “fade-out” 
switching OFF one LED after the other in a clockwise sequence. 
If one of the agents gets completely OFF (i.e. zero LEDs turned 
ON), that agent broadcasts a “game over” signal to the 
neighbours, which relays this signal, and all agents (tiles) show 
that the game is over. To restore a single agent (tile) to the initial 
state of all lights on, the user has to step on it. For the user(s), the 
game becomes to keep all the agents (tiles) alive by stepping on 
them. The larger the platform is the more important becomes the 
strategy users bring into play to keep the game alive, e.g. a multi-
user cooperative strategy. Other agent-based games include, for 
instance, a physically interactive form of Conway’s Game of Life, 
and a color-mix game, where colours are flooding to neighbouring 
agents and the agent colour is a mix of colours from neighbours.   
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ABSTRACT
This paper presents an attempt on incremental robot learn-
ing from demonstration. Based on previously learnt knowl-
edge about a task in simpler situations, a robot learns to
fulfill the same task properly in a more complicated situa-
tion through analyzing comparative demonstrations and ex-
tracting new knowledge, especially the constraints that the
task in the new situation imposes on the robot’s behaviors.

Categories and Subject Descriptors
I.2.6 [Learning]: Knowledge acquisition

General Terms
Experimentation

Keywords
Intelligent Robot, Learning from Demonstration

1. INTRODUCTION
In recent years, researchers have shown growing interest

in Learning from Demonstration (LfD) [1], which provides
a new approach to improving the abilities of robots. Most
LfD methods currently concentrate on learning procedural
knowledge about how to fulfill a given task. However, the
same task should be fulfilled differently in different situa-
tions. A procedure for fulfilling the task in a certain situa-
tion may be improper in another one, e.g., causing harmful
side-effects. For example, a robot who knows how to pick up
an item in ordinary situations may not know how to avoid
falling of other items in some particular situations. One solu-
tion to this problem is to decompose LfD into two parts: first
learning “canonical knowledge” for ordinary (simplest, typ-
ical) situations and then learning constraints to the canon-
ical knowledge for more and more complicated unordinary
situations. Therefore, the entire learning process becomes
incremental and needs less number of demonstrations.

∗Corresponding author.
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Conf. on Autonomous Agents and Multiagent Systems (AA-
MAS 2011), Tumer, Yolum, Sonenberg and Stone (eds.), May, 2–6, 2011,
Taipei, Taiwan, pp. 1301-1302.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

This paper presents an effort on the approach called the
Learning Constraints from Comparative Demonstration
(LCfCD), in which the teacher (people) demonstrates for the
task in a new unordinary situation a number of right and
wrong behaviors. The robot tries to recognize the differences
between the right and wrong behaviors, and extract new
knowledge, especially the constraints that the task in the
new situation imposes on the robot’s behaviors.

2. APPROACH
LCfCD assumes that the teacher and the robot “share”

a set A of primitive actions. The precondition and the
effect of each primitive action a ∈ A are known by the
robot and taken to be identical for both the teacher and
the robot, i.e., differences between the executions of each
action by the teacher and the robot are ignored. Thus it
is not required to identify the teacher’s actions precisely.
States of the environment are specified by a subset of P ,
the set of predefined predicates. For instance, in our ex-
periment, P contains on(X,Y ), standing for the fact that
object X is on the object Y , and sticking out(D), for D
is sticking out. {s1, a1, . . . , sn, an, sn+1} is called an execu-
tion sequence, where s1 is the initial state, a1, . . . , an are
primitive actions, and si+1 is the sequential state reached
by the execution of ai under si. an is called the end ac-
tion and sn+1 the end state. An execution sequence and
a learning label t ∈ {+,−} compose a task demonstration
e = 〈h, t〉, where +, − denotes right and wrong respectively.
A task demonstration labeled with +/− is called a posi-
tive/negative example.

The LCfCD also assumes the robot has been equipped
with a general-purpose planner and a knowledge base KB
which contains previously learnt knowledge about the task,
including the knowledge about the primitive actions and
other background knowledge. With the planner and KB,
the robot can complete the task properly in the previously
known situations.

The data for LCfCD E = 〈E+, E−〉 is composed of a set
of positive examples E+ and a set of negative examples E−,
which are obtained by behavior identification and attitude
recognition. Whence E is ready, the learning procedure of
LCfCD is conducted in the following steps. (1) Difference
analysis: Identify the difference set D ⊆ P between the end
states of execution sequences in E+ and E−, where D is in-
cluded in every end states in E− and none of end states
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in E+. (2) Causal analysis: Extract, if any, new rules
of primitive actions describing their unexpected effects ob-
served in E. For instance, in out experiment, a new rule,
R, is learnt: if there is a red can on the sticking-out end of
the board and the blue can on the other end of the board is
picked up, then the red can will fall. (3) Pre-condition anal-
ysis: Make out initial conditions under which D is satisfied
in the end states. The result is a set of predicates I which
is included in the initial state of every e ∈ E− and not in
the initial state of any e ∈ E+. (4) Induction: Generalize
the extracted knowledge into a more general form. For in-
stance, under some conditions, predicates such as can, cup,
etc can be generalized as small object, and predicates such
as red will be ignored, meaning that color is irrelevant. Af-
ter the learning phase, KB is updated with learnt rules and
constraints like C: T ∧ I ⇒ not D, which states that D is
prohibited if the task is T and the initial state satisfies I.

An execution sequence is extracted from a demonstration
of the teacher through detection and tracking of the related
objects, as described as follows. (1) Pre-processing: A me-
dian filter is used for noise reduction on the captured videos
and depth information. (2) Target segmentation: to narrow
the region of interest, an initial segmentation is executed
by making use of the mask constructed from the depth in-
formation. Then the ultimate segmentation of target ob-
jects of concern is executed in HIS. (3) Target tracking: The
directions and speed of movement are calculated from the
location differences of the targets in the previous and cur-
rent frames, and the most likely locations of the targets in
next frame are estimated. (4) Extracting information of the
states and the actions. Currently we only consider primi-
tive actions that are easy to be distinguished. For example,
pick-up and put-down can be distinguished according to the
direction of movement. Meanwhile, we only consider the
predefined, known objects in recognizing the environmental
states. As a result, a state is extracted as a set of the pred-
icates over these objects, where each predicate is identified
by the robot’s vision analyses as being true at the state.

Now the +/− label is expressed by the teacher’s nod-
ing/shaking her head, respectively. To recognize them, the
teacher’s pupils are detected first through the following steps.
(1) AdaBoost is used with Haar features to detect the tea-
cher’s face region. (2) In the same way M left-eye and
N right-eye regions are detected in (x ∈ [1, width/2], y ∈
[1, 0.6 × height]) and (x ∈ [width/2, width], y ∈ [1, 0.6 ×
height]) (Fig 1). If M = 0 or N = 0, then the algorithm
fails; otherwise, M +N coordinates of pupils are calculated
according to the proportion of eye. And there are total
M × N pupil pairs. (3) Three weights are summed as the
probability of each pair: W1 = 1 − |Sl − Sr| /(Sl + Sr);
W2 = ρ < 0.8 ?−10 : ρ, where L = (Sl + Sr) × 5/6 and
ρ = 1− |Lp − L| /(Lp + L); W3 = θ < 0.85 ?−10 : θ, where
θ = Dx/(Dx+Dy). The pair with the largest W1 +W2 +W3

is selected. Here 0.8 and 0.85 are empirical values. Then the
horizontal and the vertical displacement of binoculus are cal-
culated in each two successive frames. If the horizontal is
larger than the vertical, then it is shake, else it is nod. Fi-
nally, vote is used to determine the expression of the whole
sequence.

3. DEMO
This demo (http://www.wrighteagle.org/) shows one of

tests on the LCfCD approach. The robot [2] has a 6-DOF

Figure 1: The proportional relation.

manipulator, multiple cameras and laser range finders. Also
the robot has a general-purpose planner and a KB as de-
scribed in last section. The robot can complete tasks of
moving small objects in ordinary situations where items’
falling is not considered. The purpose of the experiment is
to show that: with LCfCD, the robot can learn to move ob-
jects while avoiding things falling in the designed scenario.

The teacher demonstrates a positive and a negative ex-
ample of the same task, to pick up the can on the inside end
of the board. In the negative example, the teacher picks up
the inside can directly, causing the outside one to fall; in the
positive example, the teacher puts the outside can on the ta-
ble first, then to pick up the inside one. Actually, the robot
can generate these two sequences with the current KB, but
will always choose the wrong one because it is shorter and
the current KB does not contain rules predicting the falling
of items or constraints prohibiting falling of items. So this
is a substantially new situation to the robot.

With LCfCD, the robot getsD = {can(a), red(a), on(a, b),
ground(b), board(c), on(c, b)}, R, and C (see last section).
The learned rules and constraints are generalized with back-
ground knowledge, obtaining the resulted D′ = {on(a, b),
small object(a), ground(b), board(c), on(c, b)}, as well as cor-
responding R′ and C′; otherwise, more task demonstrations
would be needed to reach the same generality.

After the learning phase, the robot is asked to pick up
one of the cans. The experiment shows that, the robot can
always complete the task while avoiding items falling. In
addition, the robot is also asked to pick up the outside can,
and she picks it up directly. This means that LCfCD does
not damage the original knowledge which keeps valid.
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ABSTRACT
This paper describes a Demo showing the role of the Tele-
workbench in the validation process of a multi-agent system,
e.g., a traffic management system. In the Demo, we show
the capability of the Teleworkbench in seamlessly bridging
the simulation and experimentation with real robots. Dur-
ing experiments, important information is logged for analy-
sis purpose. Additionally, a graphical user interface enables
geographically distributed users to perform some levels of
interactivity, e.g., watch the video or command the robots.

Categories and Subject Descriptors
I.2.9 [Computing Methodologies]: Artificial Intelligence—
Robotics

General Terms
Measurements, Experimentation

Keywords
multi-robot system, multi-agent system, robotics simulation,
robotics experiments, telerobotics

1. INTRODUCTION
One of the challenging aspects in the development of multi-

agent systems is their validation in real environment. For
this purpose, robots are widely used as test platforms as
they can interact with and change the environment. How-
ever, performing experiments with real robots is consider-
ably tedious. It is a repetitive process consisting of several
steps: setup, execution, data logging, monitoring, and anal-
ysis. Moreover, it also requires a lot of resources especially
in the case of experiments involving many robots.

We have designed a system that can ease the tasks of con-
ducting experiments with single or multi minirobots, called
the Teleworkbench [4]. The aim of the system is to provide
a standard environment in which users geographically dis-
tributed can test and validate their algorithms and programs

Cite as: Teleworkbench: Validating Robot Programs from Simulation
to Prototyping with Minirobots, Tanoto et al. (Demonstration), Proc. of
10th Int. Conf. on Autonomous Agents and Multiagent Sys-
tems (AAMAS 2011), Yolum, Tumer, Stone and Sonenberg (eds.),
May, 2–6, 2011, Taipei, Taiwan, pp. 1303-1304.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

using real robots. As experiments run in a standardized en-
vironment, we can easily compare the results.

This paper describes a Demo showing the Teleworkbench
as a platform that can assist users to conduct experiments
for validating their multi-agent system using real robots. Six
features that the Teleworkbench offers are: (i) integration
with robot simulator using a commonly known robot pro-
gramming framework called Player/Stage [2, 1], (ii) support
remote-download of user-defined robot programs, (iii) auto-
matic environment building, (iv) data logging during exper-
iment, (v) robot tracking upto sixty-four robots, and (vi) a
visualization tool for experiment analysis.

The scenario used in the Demo is a traffic management
system involving many agents (see Figure 1): Trafficlight
Controller (TC), Blackboard (BB), and Robot Controller
(RC). The TC agent is responsible for controlling a set of
traffic-lights at one location that requires traffic manage-
ment, namely a crossing. In the current implementation,
only one direction at a crossing can have a green light and
there is no communication among TCs. TCs update the
status of all traffic-lights via a topic at the BB in a publish-
subscribe fashion. Any agent which needs the status of a
specific traffic-light can subscribe to that particular topic.
The RC agent is responsible for controlling a vehicle imple-
mented on a minirobot Khepera III. Each vehicle has its
specific route that may go through one or more crossings.
The RC periodically updates the position of the vehicle and
if the controlled vehicle is near to one crossing, it inquires
BB for the status of the traffic-light. Accordingly, it will

Player-Client N

Trafficlight ControllerPlayer-Client 2

Trafficlight Controller

Teleworkbench

Player-ServerPlayer-Server

Blackboard

Crossing NCrossing 2Crossing 1

Trafficlight 1

Trafficlight 2

Trafficlight N

...

Trafficlight 1

Trafficlight 2

Trafficlight N

...

Trafficlight 1

Trafficlight 2

Trafficlight N

...

Player-Client 1

Trafficlight Controller

...

Player-

Server A

Player-

Server B

Player-

Server C

Perceive & 

Command 

Perceive & 

Command 

Set Light 

Status

Get Light 

Status

Player-Client C

Robot ControllerPlayer-Client B

Robot ControllerPlayer-Client A

Robot Controller

Stage Simulator

Figure 1: The block diagram of the traffic manage-
ment system validated both on the simulator and
the Teleworkbench.
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Figure 2: The GUI for online analysis tool.

command the vehicle to stop if the traffic-light is red or oth-
erwise to continue following the route.

With the Teleworkbench, the validation process can be
done seamlessly, from the simulator to the real environment.
At first, a user can test the developed algorithm in a robot
simulator. Afterwards, s/he can log in to the website and
set up an experiment. During setup, some parameters of
the experiment can be defined, e.g., the model of environ-
ment, the experiment duration, and the number of robots.
When the experiment is set and ready, the Teleworkbench
will first read the defined environment model and translate
it to the real environment by using the gripper module. Af-
terwards, the uploaded programs are deployed and executed.
There are two possible deployment platforms for the robot
programs: PCs or robots. During experiments, the com-
municated messages among agents are logged and can be
retrieved after the end of the experiment. At the same time,
users can also observe the experiment using the developed
graphical user interface (GUI) that can display the streamed
video overlaid by some robot information such as robot sym-
bol, robot path, and sensor information (see Figure 2).

2. SYSTEM DESCRIPTION
The modular and distributed system architecture of the

Teleworkbench (TWB) is shown in Figure 3. Earlier papers
[4, 5] describe the system in details. The following are short
descriptions of some main components.

The TWB comprises a main experiment field of 3.6×3.6m
that is partitionable into four sub-fields. Thus, up to four
experiments can run in parallel. A gripper module with four
degrees of freedom (3 translational and one rotational) al-
lows automatic environment setup by placing plastic blocks
or robots at predefined locations and orientations. Three
different robotic platforms are currently used on the Tele-
workbench: Khepera II, Khepera III from K-Team Corpo-
ration and the BeBot [3]. A 6-bit barcode-like marker is
attached on top of each robot for position and orientation
detection as well as for identification up to 64 robots. Five
Prosilica GE1050 CCD cameras with a resolution of 1024 x
1024 pixels are mounted above the experiment field, four of
which monitor the sub-fields. Each camera is connected to
a video server that processes the video data to provide the

BeBot

Platform

WWW Server
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Teleworkbench

Server

Intranet / Internet

TELEWORKBENCH

Video 

Server 5

Video 

Server 4

Video 

Server 2

Video 

Server 1

Video 

Server 3
File Server

GigE

Switch

Gripper

Controller

Gripper

Linear Motor

Robot

Environment

Figure 3: The diagram showing the general system
architecture of the Teleworkbench system.

GPS-like position and orientation information of the robots
as well as to record and stream the video. A server is respon-
sible for the experiment scheduling and execution. More-
over, the server handles the message passing among robots
via Bluetooth and WLAN. Another server is assigned as
the intermediary between users and the TWB. A website is
provided to enable users to perform different activities, e.g.
set-up and execute experiments, retrieve experiment data,
or watch live-video. A file server is deployed to store all
data that accumulates during experiments that can be used
for evaluation and analysis purpose. Additionally, an appli-
cation programming interface (API) is provided to support
users in developing a program that can interact with the
robots or the TWB.
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ABSTRACT
We present a MAS decision support tool, as an open and
regulated virtual organization, that uses intelligent agents
to manage a flexible water-right market. The application
goal of this tool is to be used as a simulator to assist in
decision-taking processes for policy makers. The simulator
focuses on demands and, in particular, on the type of regula-
tory (in terms of norms selection and agents behaviour), and
market mechanisms that foster an efficient use of water while
also trying to prevent conflicts among parties. Technically,
it contributes with a testbed to explore policy-simulation al-
ternatives under an agreement-technology perspective, thus
promoting agreements fulfillment.

Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous

General Terms
MAS applications, decision support systems

Keywords
e-institutions, e-market, MAS simulation, agreements

1. INTRODUCTION AND GOALS
Water scarcity is a major concern in most countries due to

the precarious balance in types of use, the increasing num-
ber of conflicts over water rights and the need of accurate
assessment of water needs. Experts agree that more efficient
uses of water may be achieved within an institutional, de-
centralized framework where water rights may be exchanged
voluntarily to other users in exchange for some compensa-
tion, and always fulfilling some pre-established norms [5, 6].

From a hydrological perspective, related work focuses on
sophisticated basin simulation models for water manage-
ment, hydraulic resources and sustainable planning [1, 4,
5]. Although these works have successfully bridged the gap
between the state of the art in water-resource systems and
the usage by practitioners at the real-world level, the gap
can still be narrowed from a social perspective. The un-
derlying idea is to consider social aspects, such as different
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(Demonstration), A. Giret, A. Garrido, J.A. Gimeno, V. Botti, P. Noriega,
Proc. of 10th Int. Conf. on Autonomous Agents and Multia-
gent Systems (AAMAS 2011), Yolum, Tumer, Stone and Sonenberg
(eds.), May, 2–6, 2011, Taipei, Taiwan, pp. 1305-1306.
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norms typology, human (mis)conducts, etc., which may lead
to a win-win situation in a more efficient use of water. This
requires the use of intelligent agent technology, including
trust, cooperation, argumentation and, in general, agree-
ment technologies.

This paper contributes with the application of a flexible
water-right market, mWater [3], with a twofold objective.
First, to deploy a virtual market to study the interplay
among intelligent agents, rule enforcing and performance in-
dicators within a decision-support tool. Second, to provide
a playground for the agreement computing paradigm to eas-
ily plug in new techniques and assess their impact in the
market indicators, which is very interesting.

2. THE MWATER SYSTEM
mWater uses a multi-tier architecture, which relies on

an electronic institution model (see Figure 1). Our insti-
tution is specified through a nested performative structure
with multiple processes and five agents roles (see [2, 3] for
further details). The essence of our market relies on the
trading mechanisms and grievance structures. The former
implements the trading process itself, which entails the par-
ticipation of the buyers/sellers and staff agents. Since the
agreement execution may turn conflicting with third party
agents, the grievance structure is necessary to allow norma-
tive conflicts to be solved within the institution.

In the persistence tier we have designed a relational data-
base that comprises the complete information about basins,
markets and grievances. The business tier is the core of
the system and allows us to embed different AI techniques
(e.g. trust and data mining for participants selection, plan-
ning to navigate through the institution, collaboration and
negotiation to enhance agreements and minimize conflicts,
etc.) thus ranging from a simple to a very elaborate market.
In order to simulate how regulations and norms modify the
market behaviour and to evaluate their effects, we include
a deliberative module in the staff agents to reason on reg-
ulation matters. We also provide a useful functionality for
participants: a constraint programming formulation to nav-
igate through the electronic institution and an optimization
process to assist the user on the negotiation process, being
able to reach the best result. The presentation tier, i.e. the
mWater GUI, is intuitive and highly interactive. It offers
an effective way for the user to configure a given simulation
with the following data: (i) the starting and finishing date
for the simulation; (ii) the water users that participate in
the market (different types of water users lead to different
results; e.g. a group in which water users do not trust other
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Figure 1: Multi-tier architecture of the mWater system and the main technologies used

members of the group results in a low number of agreements
and a high number of conflicts); and (iii) the regulation to
be applied in the current simulation. The GUI displays
graphical statistical information, which is also recorded in
the database, that indicates how the market reacts to the
input data in terms of the number of transfer agreements
signed in the market, volume of water transferred, number
of conflicts generated, etc. Apart from these parameters,
we also display different quality indicators based on “social”
functions to asses values such as the trust and reputation
levels of the market, or degree of water user satisfaction
among others.

3. TECHNICAL DISCUSSION
As a testbed to explore techniques and technologies from

the agreement computing standpoint, mWater provides an-
swers to different issues:

Norms. How to model and reason on norms within the mar-
ket, how the regulations evolve and how to include new
dispute resolution mechanisms? Ensuring norm com-
pliance is not always possible (or desired), so norm vio-
lation and later detection via grievances usually makes
the environment more open, dynamic and realistic for
taking decisions, which is closely related to the insti-
tutional aspects.

Organizational issues. How beneficial is the inclusion of
collective roles, their collaboration (and trust theories)
and how the policies for group formation affect the
market behaviour?

Collective decision-making, social issues and coordination.
Argumentation (rhetorical and strategic aspects), judge-
ment aggregation (not only from the social choice per-
spective), reputation, prestige and multi-party negoti-
ation are essential elements that have a relevant impact
in the market performance.

Integration with other tools. As a simulator, mWater allows
water-policy makers to easily predict and measure the
suitability and accuracy of modified regulations for the
overall water market, before using other operational
tools for the real floor. This provides an appealing
scenario to manage the water resources effectively.

Applicability to other markets. Our experiences show that
this framework is generic and valid for other markets
and, at this moment, scalability is not a big concern.
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ABSTRACT
The current implementation provides a demonstration of a
number of basic argumentation components that can be ap-
plied in the context of multi-agent systems. These compo-
nents include algorithms for calculating argumentation se-
mantics, as well as for determining the justification status
of the arguments and providing explanation in the form of
formal discussion games. Furthermore, the current demon-
strator also includes the first implementation we know of
regarding argument-based judgment aggregation theory.

Categories and Subject Descriptors
I.2.3 [Artificial Intelligence]: Deduction and Theorem
Proving

General Terms
Algorithms

Keywords
Argumentation, Communication Protocols, Judgment Ag-
gregation and Belief Merging

1. INTRODUCTION
In order for multi-agent systems (MAS) to truly benefit

from recent developments in the field of formal argumenta-
tion theory, what seems to be needed is a standard library
of reusable components that provide basic functionality for
various agent-related argumentation tasks. With the current
demonstrator (called ArguLab) we aim at providing such a
library, and illustrate its possible uses.

The functionality of the demonstrator can be divided into
four parts: applying argumentation semantics to an abstract
argumentation framework, determining the justification sta-
tus of the various arguments, entering into a structured
discussion in which arguments are exchanged and apply-
ing argument-based judgment aggregation operators. These
four forms of functionality will now be explained in further
detail. A video showing the use of the demonstrator is avail-
able at http://www.youtube.com/user/ArguLabDemo
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2. ARGUMENTATION SEMANTICS
One of the key notions in argumentation theory is that of

an argumentation framework [7], which is in essence a di-
rected graph in which the nodes represent arguments and
the arrows represent the attack relation. For the purpose
of logical entailment, the argumentation framework can be
constructed from an underlying knowledge base, as is for in-
stance done in [10]. However, once the argumentation frame-
work is constructed, determining which arguments to accept
and reject is done purely on the topology of the graph, with-
out looking at the actual structure (the logical content) of
the arguments. Various topological criteria have been stated
in the literature for determining which sets of arguments to
accept and reject. These topological criteria are commonly
referred to as argumentation semantics. The current demon-
strator implements some of the mainstream argumentation
semantics that have been stated in the literature. These
include grounded, preferred and stable semantics [7], semi-
stable semantics [1, 14], stage semantics [14], ideal semantics
[8] and eager semantics [2]. These semantics are computed
in the form of argument labellings [4], which is in essence
a function that assigns each argument precisely one label:
in stating that the argument is accepted, out stating that
the argument is rejected, and undec stating that one does
not have an explicit opinion on whether the argument is
accepted or rejected. In essence, a labelling provides a (sub-
jective) position on which arguments to accept, which to
reject and which to abstain from having an explicit opin-
ion about. It has been shown in [4] that labellings coincide
with extensions. That is, the set of in-labelled arguments of
a preferred labelling is a preferred extension, the set of in-
labelled arguments of the grounded labelling is the grounded
extension, etc.

For each of the above mentioned argumentation seman-
tics, the demonstrator is able to compute the associated la-
bellings, given an argumentation framework. The procedure
is first to construct an argumentation framework (or to se-
lect one from the library) and then to click on one of the
buttons for computing the various semantics. The resulting
labellings will then be listed below, and clicking on them
will display them graphically.

It should be mentioned that the current input method
for argumentation frameworks is for demonstration purposes
only. In the context of a MAS, the arguments are likely
to come from multiple agents, in a distributed way, as is
for instance the case in [12, 13]. The aim of the current
demonstrator is to provide open source software components
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that would be useful in such a setting.

3. JUSTIFICATION STATUS
When applying a particular semantics results in more than

one labelling being applicable to the argumentation frame-
work under consideration, the question then becomes what is
the overall status of a particular argument, given the multi-
plicity of possible labellings. In order to deal with this issue,
the notion of justification status has been defined [16]. In
essence, the justification status of an argument consists of
the possible labels it can have, given a particular semantics.
For instance, the justification status {in} (strong accept)
means that the argument is accepted in every reasonable
position (as specified by the argumentation semantics). An-
other example would be the justification status {in, undec}
(weak accept) which specifies that the argument can be ac-
cepted, does not have to be accepted, but at least cannot be
rejected. The current demonstrator is able to determine the
justification status of the arguments in a given argumenta-
tion framework with respect to complete semantics, using
the procedure specified in [16].

4. ARGUMENT-BASED DISCUSSION
A particular feature of the current demonstrator is that it

is not only able to calculate the justification status of the ar-
guments, it can also explain the correctness of its answer by
entering into a structured discussion with whichever agent
or human user to whom this correctness is not immediately
clear. Two types of structured discussion games have been
implemented for this: the grounded game [11, 9] and the
preferred game [15, 3]. It has been shown in [16] that these
two games are sufficient to determine the correctness of a
particular justification status with respect to complete se-
mantics.

5. JUDGEMENT AGGREGATION
Even when all agents agree on the structure of the ar-

gumentation framework, as well as on the semantics to be
applied, they can still have private reasons for preferring
one labelling above the other. For instance, a lawyer might
not be able to change the facts of a case, but he can still
prefer an interpretation that is as favourable as possible to
his client. Given the fact that agents can have different
positions (labellings) based on the same information (argu-
mentation framework), a relevant question is how these po-
sitions can be aggregated, so that a group of agents comes
to a common position. This is the topic of the work of [5]
where three different labelling-based aggregation operators
have been specified: the sceptical, credulous and super cred-
ulous operator. The properties of these operators have been
studied in [6]. The current demonstrator provides an im-
plementation of each of them, as well as of the concepts of
down-admissible (DA) and up-complete (UC) labellings [5].
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ABSTRACT
Recent rise in maritime piracy prompts the search for novel
techniques for addressing the problem. We therefore devel-
oped AgentC, a prototype system that demonstrates how
agent-based traffic management techniques can be used to
improve the security of transit through piracy-affected ar-
eas. Combining agent-based modeling and simulation of
maritime traffic and novel route planning and vessel schedul-
ing techniques, the system shows the promising potential of
agent-based methods for increasing maritime security.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—multiagent systems

General Terms
Algorithms

Keywords
agent-based modeling, simulation, game theory, scheduling,
routing, security, maritime piracy

1. INTRODUCTION
The problem of securing maritime transit has grown in

importance with the recent surge in maritime piracy. As
a consequence of this surge, insurance rates have increased
more than 10-fold for vessels transiting known pirate waters.
The overall cost of piracy was estimated at up to $16 billion
in 2008 and continues to rise [4].

The AgentC system aims to propose an integrated, mu-
tually supportive set of counter-piracy techniques based on
automated, semi-cooperative route planning and schedul-
ing. Although various measures for putting piracy back
under control have been explored, they mostly remain at
a (high) political and economic level [4]. Where concrete,
operational-level measures are put in place, they are largely
derived from best-practice heuristics and operational ex-
perience, without deeper formal analysis and pursuit for
theoretically-grounded solutions. To our best knowledge,

Cite as: AgentC: Agent-based System for Securing Maritime Transit
(Demonstration), O. Vaněk, M. Jakob, B. Bošanský, O. Hrstka and M. Pě-
chouček, Proc. of 10th Int. Conf. on Autonomous Agents and
Multiagent Systems (AAMAS 2011), Tumer, Yolum, Sonenberg
and Stone (eds.), May, 2–6, 2011, Taipei, Taiwan, pp. 1309-1310.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.
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Figure 1: Architecture overview of the AgentC system.

the AgentC system is the only public initiative exploring
the potential of automated planning and scheduling in fight-
ing maritime piracy.

The core of the system is divided into two layers: (1)
agent-based simulation of maritime traffic and (2) multi-
agent routing and scheduling algorithms, integrated within a
common framework. The system also has several supporting
modules, in particular interfaces to real-world data sources
and a visualization frontend. The overall architecture of the
system is depicted in Figure 1. In the following, we describe
the two layers in more detail.

2. MARITIME TRAFFIC SIMULATION
The main purpose of the simulation model, which repli-

cates the key static and dynamic features of maritime tran-
sit, is to support the evaluation and systematic experimen-
tation with agent-based counter-piracy methods. Although
simulation has long been used for naval warfare purposes,
there is little work on modeling civilian maritime traffic [2].
To our best knowledge, AgentC is the only agent-based,
micro-level simulation of global maritime traffic designed for
non-military purposes.

The system can simulate the operation of thousands of
vessels of several categories, in particular cargo vessels, pi-
rates and navy vessels. Vessel behavioral models as well
as characteristics of the maritime environment are based
on real-world data, including global vessel traces (obtained
from satellite AIS data providers1), piracy incident records
(extracted from information published by IMB Piracy Re-
porting Centre2), locations of main piracy hubs and recom-

1http://www.orbcomm.com/services-ais.htm
2http://www.icc-ccs.org/home/
piracy-reporting-centre/live-piracy-report
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mend transit corridors. Vessel interactions, such as those
taking place during a pirate attack, are also modeled with a
great level of detail. More information about the simulation
platform can be found on the project website 3.

3. SECURING MARITIME TRANSIT
The formal model underlying our counter-piracy techni-

ques is the secure maritime transit (SMT) problem, which
we proposed to formally represent the problem of transit-
ing piracy-affected waters. A solution of the problem is a
set of transit routes and patrolling patterns that minimize
the transit objective function comprised of piracy risk, tran-
sit time and cost. To facilitate deployment, the SMT model
also explicitly accounts for existing counter-piracy measures,
specifically the International Recommended Transit Corri-
dor (IRTC) and the Gulf of Aden Group Transit4.

Solving the full SMT problem optimally is currently infea-
sible due to the large number of vessels involved and complex
dependencies between their routes and schedules. We there-
fore decomposed the full problem into three subproblems
(described below), whose solutions can either be employed
individually or combined to provide a good though not nec-
essarily optimum solution of the full problem.

3.1 Dynamic Transit Group Formation
As the first counter-piracy measure, we explored how the

Gulf of Aden group transit scheme could be improved. The
scheme groups vessels traveling at similar speeds so that
they all cross the most dangerous area close together, as
this provides additional deterrence to pirates and facilitates
potential navy response in case of an attack. At the moment,
group transit speed levels and schedule are fixed, which leads
to longer-than-necessary transit times.

In general, the problem of determining the optimum group-
ing and schedules can be formalized as a cooperative game
with non-transferable utilities. So far, we implemented a
solution optimizing the number and spacing of group tran-
sit speed levels with respect to the real-world speed distri-
bution of transiting vessels. The simulation-based evalua-
tion shows that a moderate reduction (5%) in transit times
can be achieved by solely modifying existing speed levels.
Further improvements can be achieved by grouping vessels
dynamically, although this would require more substantial
changes to existing field practices.

3.2 Randomized Transit Routing
A major disadvantage of the IRTC, and fixed transit cor-

ridors in general, is the predictability of vessel positions,
which makes planning and execution of pirate attacks eas-
ier. As the second counter-piracy measure, we therefore ex-
plored potential benefits brought by relaxing the boundaries
of transit corridors and by randomizing the way transit is
routed through piracy-affected areas.

To provide a well-grounded solution, we extended the model
of security games [5] and formalized the problem as a normal-
form game between two players – the transit and the pirate
– each choosing a route maximizing its utility, i.e., minimiz-
ing the risk and transit time for the transit and maximizing
the chance of encountering the transit for the pirate.

The solution is sought as a mixed Nash equilibrium of the
game. To cope with the combinatorially very large size of

3http://agents.felk.cvut.cz/projects/agentc/
4http://www.shipping.nato.int/GroupTrans1

player strategy sets, we employ a novel variant of the iter-
ative oracle-based algorithm. Evaluation on the simulation
indicates that up to two-fold drop in the attack rate can be
achieved. Details are provided in [6].

3.3 Optimum Transit Patrolling
Piracy threat cannot be fully suppressed without deploy-

ment of law-enforcing forces. To our knowledge, the coordi-
nation of navy patrols and their movement with transiting
vessels is limited and ad-hoc. As our third contribution, we
explored techniques for routing navy patrols in an optimum
way, taking the transit schedules into account.

To model strategic confrontation between pirates and navy
vessels, we proposed a novel game-theoretic model (based
on BGA patrolling models [1]) – a two-player extensive-
form patrolling game. A solution of the patrolling game
is a time-dependent policy for the patroller, representing
recommended movement through the transit area. Finding
the optimum patrolling policy is a computationally difficult
problem. We developed an effective way to represent the
optimum policy as a solution of a non-linear optimization
problem. Preliminary evaluation indicates that taking pirate
strategies and transit schedules into account significantly re-
duces the chance of a successful pirate attack [3].

4. CONCLUSIONS
Agent-based techniques have a great potential for improv-

ing maritime security, and for fighting maritime piracy in
particular. The AgentC system, combining agent-based
simulation and traffic management methods, presents the
first attempt at realizing this potential.
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ABSTRACT
We show the emergence of Swarm Intelligence in physical robots.
We transfer an optimization algorithm which is based on bee-
foraging behavior to a robotic swarm. In simulation this algorithm
has already been shown to be more effective, scalable and adap-
tive than algorithms inspired by ant foraging. In addition to this
advantage, bee-inspired foraging does not require (de-)centralized
simulation of environmental parameters (e.g. pheromones).

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent systems

General Terms
Algorithms, Experimentation

Keywords
Swarm Intelligence, Foraging, Swarm Robotics

Online material
http://swarmlab.unimaas.nl/papers/aamas2011demo/

1. INTRODUCTION
Many species have evolved over a long period of time to display
behavior that is highly suitable for addressing complex tasks. In re-
cent years, we see an increasing interest in taking inspiration from
such behavior in order to create artificial systems that can also ad-
dress complex tasks. Especially behavior within colonies of social
insects, such as ants and bees, is receiving a great deal of attention,
because this behavior is remarkably effective and robust given the
highly limited capabilities of individual insects. The phenomenon
that intelligent behavior emerges from a collective of interacting
agents that each are relatively simplistic, is generally referred to
with the term Swarm Intelligence (SI).

In this work, we aim to transfer social-insect behavior to embod-
ied systems, i.e., to robots. For this purpose we investigate foraging
behavior. Foraging is the task of locating and acquiring resources.
Typically, the task has to be performed in an unknown and possi-
bly dynamic environment [7]. We aim at developing a collective of
robots that displays effective foraging behavior without any form

∗Contact author: sjriek.alers@maastrichtuniversity.nl
Cite as: Bee-inspired foraging in an embodied swarm (Demonstration),
Sjriek Alers, Daan Bloembergen, Daniel Hennes, Steven de Jong, Michael
Kaisers, Nyree Lemmens, Karl Tuyls, and Gerhard Weiss, Proc. of 10th
Int. Conf. on Autonomous Agents and Multiagent Systems (AAMAS
2011), Tumer, Yolum, Sonenberg and Stone (eds.), May, 2–6, 2011, Taipei,
Taiwan, pp. 1311-1312.
Copyright c© 2011, International Foundation for Autonomous Agents and
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of central control or simulation. The foraging task can be seen as
an abstract representation of many other relevant tasks, such as pa-
trolling and routing. Therefore, a successful embodied implemen-
tation of distributed foraging can result in promising applications in
e.g. security patrolling, monitoring of environments, exploration of
hazardous environments, search and rescue in crisis management
situations, et cetera.

Most research in SI is centered around and inspired by ant be-
havior [1]. Although ants have limited cognitive capabilities, they
are able to effectively perform difficult tasks, e.g. distributed for-
aging. Ants deposit pheromone trails during their exploration of
the environment. This acts as the swarm’s memory. Ants are at-
tracted to existing pheromone trails, which implies that these trails
are enforced by other ants traveling over them. A mechanism that
counteracts on this self-enforcing behavior is the natural evapora-
tion of pheromone over time. Ants thus use pheromone to recruit
other members of the colony for visiting certain food sources, and
to navigate from their nest to the food and back again.

Although pheromone is easy to implement in simulated SI sys-
tems, deploying it in embodied systems is not trivial. For instance,
we would ideally have physical means of representing pheromone
trails in the environment, which is only feasible in controlled envi-
ronments such as factories (e.g. a grid of RFID tags being placed
in the floor). In the absence of such physical means, the pheromone
trails need to be simulated, either by a centralized component, or
by the robots themselves. This places a high computational burden
on the distributed system and limits scalability and applicability.

In our work, we focus on SI mechanisms that are not based on
pheromone, namely the recruitment and navigation mechanisms
employed by honeybees. Instead of using pheromones, honeybees
make use of a mechanism called Path Integration for navigation,
and the mechanism of direct communication for recruitment. Previ-
ous research in bee-inspired SI has led to the creation of a number
of highly effective bee-inspired optimization algorithms [3, 4, 5]
in simulation. The employed mechanisms are inherently fully de-
centralized, which makes bee-inspired algorithms also extremely
suitable for implementation in embodied systems.

In this paper, we present an implementation of the basic bee-
inspired algorithm Bee System (BS) [3] on an embodied swarm.
We investigate how capable the algorithm is in coordinating a large
collective of robots in a situated foraging task. Our goal is to test
for robustness, efficiency and scalability. In our demonstration,
we present the first implementation of BS into a collective of au-
tonomous robots, i.e., the ePuck robots (http://e-puck.org).

2. BIOMIMICRY FORAGING
We intend to demonstrate biomimicry foraging. More precisely, we
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(a) Phase 1: Exploration

(b) Phase 2: Exploitation

Figure 1: Biomimicry Foraging

have an open arena space which contains a starting location (the
hive), a food source, and a swarm of robots. For clarity, the hive
and the food source, which are represented by robots, are also in-
dicated by visual markers. The task of foraging can be divided into
two phases, each consisting of two episodes, see Figure 1. Initially,
the robots are in the exploration phase. Episode one of this phase
represents the case where all robots are still located around the hive.
In the second episode, the robots start to explore the environment
in search for a food source. Once a robot finds a food source, phase
two starts. Episode one of this phase deals with the robot return-
ing to the hive loaded with food. On arrival at the hive, the robots
communicate the position of the food source to other robots and by
doing so recruit other swarm members. Finally, knowledge on the
location of the food source is exploited; the robots will commute
between hive and food source.

All components in the environment are represented by robots.
Therefore, the robots exhibit three distinct behaviors: (1) hive be-
havior, (2) food-source behavior, and (3) foraging behavior. The
first two behaviors are performed by one robot each. The rest of
the swarm performs foraging behavior. The hive and food-source
robots are placed at an initially static location in the arena. The for-
aging robots are mobile and initially placed near the hive location.

A foraging run can be described as follows. Leaving the hive, the
foraging robots start exploring the environment using a movement
pattern defined by a Lévy distribution [9]. Exploration by insects,
birds, and mammals has been found to be closely modeled by such
a Lévy distribution. Essentially, the distribution is characterised by
many short distances and few long distances being travelled. In be-
tween traveling forward according to the distribution, robots per-
form (pseudo-)random turns. As a result of this movement pattern,
the area covered by the collective is large, and collisions between
two individual robots are rather unlikely.

During exploration and exploitation, the foraging robots are able
to compute their present location from their past trajectory contin-
uously and, as a consequence, can return to their starting point by
choosing the direct route rather than retracing their outbound tra-
jectory [2, 6]. This navigation mechanism is called Path Integration

(PI) and its result is a PI vector indicating the location of the depar-
ture location (i.e. the hive or the food source). Foraging robots are
able to store two PI vectors, one indicating the hive and one indi-
cating the food source. The former is created during exploration for
food sources. The latter is created during return to the hive. When-
ever a robot encounters a food location, it takes some of the virtual
food by means of local communication with the food source robot.
Then, it directly returns to the hive using the PI vector indicating
the hive. On arrival at the hive, the foraging robot has created a PI
vector indicating the direction and distance toward the food source.

The robots recruit other robots by means of direct communica-
tion. Upon arrival at or near the hive, they communicate their PI
vector to the hive and deliver the virtual food. Other robots are now
able to exploit search experience by copying the PI vector and us-
ing it to travel to the food source. If a foraging robot gets lost during
its PI-guided trip, it will search for its goal using a Lévy flight. For
example, such a disruptive event may occur if the starting location
is not exactly at the hive location, the hive location is moved, or the
experimenter moves a food source. The latter is also demonstrated.

3. CONCLUSION AND FUTURE WORK
The demo serves as a proof of concept. We show how the bee-
inspired SI mechanism is used in a real-life autonomous robot col-
lective which mimics the basic foraging behavior of bees.

As this first experiment serves as a proof of concept for the direct
deployment of bee-inspired algorithms into a robot swarm, upcom-
ing experiments will focus on scalability, robustness, and efficiency
on foraging tasks in more complex and dynamic environments. We
will also extend the embodied algorithm to mechanisms developed
in simulation already, such as landmark navigation [4].
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ABSTRACT
The Ultimatum Game is a key exemplar that shows how hu-
man play often deviates from “rational” strategies suggested
by game-theoretic analysis. One explanation is that humans
cannot put aside the assumption of being in a multi-player
multi-round environment that they are accustomed to in
the real world. We introduce the Social Ultimatum Game
(SUG), where players can choose their partner among a so-
ciety of agents, and engage in repeated interactions of the
Ultimatum Game. We develop mathematical models of hu-
man play that include “irrational” concepts such as fairness
and adaptation to the expectations of the society. We will
display a system where people can play SUG against a mixed
system of other humans and autonomous agents based on
our mathematical models.

Categories and Subject Descriptors
I.1.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Intelligent agents, Multiagent systems

General Terms
Algorithms,Economics,Experimentation

Keywords
Multi-Agent Systems, Game Theory, Ultimatum Game, Math-
ematical Models of Human Behavior, Learning, Adaptation

1. INTRODUCTION
The Ultimatum Game has been studied extensively and

is a prominent example of how human behavior deviates
from game-theoretic predictions that use the “rational ac-
tor” model. The classical game involves two players who are
given the opportunity to split $10. One player proposes a
potential split, and the other can accept, in which case the
players receive the amounts in the proposal, or reject, in
which case, both players receive nothing. The subgame per-
fect Nash equilibrium (or Stackelberg equilibrium) for this
game, has the first player offering $1 to the other player and
keeping $9, and the second player accepting, because $1 is

Cite as: The Social Ultimatum Game and Adaptive Agents (Demon-
stration), Yu-Han Chang and Rajiv Maheswaran, Proc. of 10th Int.
Conf. on Autonomous Agents and Multiagent Systems (AA-
MAS 2011), Yolum, Tumer, Stone and Sonenberg (eds.), May, 2–6, 2011,
Taipei, Taiwan, pp. 1313-1314.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

better than nothing. However, when experiments are con-
ducted with human players, this behavior is rarely observed.

One seemingly intuitive and straightforward explanation
that has not received much treatment in the literature is
that humans engage in similar endeavors in many real-life
situations, and may not view the experimenter’s game in-
dependently of these other, more familiar situations. When
faced with an isolated Ultimatum Game in the lab, humans
bring in these experiences and act in the way that is familiar
and habitual to them. To understand this behavior, then,
we need to examine the settings of these real-life interac-
tions. One key feature of these interactions is that there
are multiple potential game partners and many games to be
played over time, that is, life is a multi-player and repeated
game. This makes the strategy space much more complex,
and introduces many new possible equilibrium strategies.
To design multi-agent systems that interact with humans or
model human behavior, we must understand the nature of
strategic interactions in such games.

2. RELATED WORK
Economists and sociologists have proposed many variants

and contexts of the Ultimatum Game that seek to address
the divergence between the“rational”Nash equilibrium strat-
egy and observed human behavior [3, 6, 5]. These papers
show that various cultural factors along with other human
properties bias human players away from classically “ratio-
nal” play. In the machine learning and theoretical computer
science communities, over the past decade, there has been
interest in (1) design of algorithms that compute or con-
verge to Nash equilibrium, and (2) design of agent strate-
gies that achieve good results when interacting with other
independently designed agents [8] Other researchers have
formulated efficient solution methods for games with special
structures, such as limited degree of interactions between
players linked in a network, or limited influence of their ac-
tion choices on overall payoffs for all players [4, 7]. When
profit maximization is the key metric, adaptation policies
have been proposed that can be shown to be optimal against
certain opponents, or that minimize a regret metric when
playing against arbitrary opponents [2, 1].

3. SOCIAL ULTIMATUM GAME
The Ultimatum Game, is a two-player game where a player,

P1 proposes a split of an endowment e ∈ N to another player
P2 where P2 would receive q ∈ {0, δ, 2δ, . . . , e−δ, e} for some
value δ ∈ N. If P2 accepts the offer, they receive q and P1

receives e−q. If P2 rejects, neither player receives anything.

1313



The subgame-perfect Nash or Stackelberg equilibrium states
that P1 offer q = δ, and P2 accept. This is because a “ratio-
nal”P2 should accept any offer of q > 0, and P1 knows this.
Yet, humans make offers that exceed δ, even making “fair”
offers of e/2, and reject offers greater than the minimum.

To represent the characteristics that people operate in so-
cieties of multiple agents and repeated interactions, we in-
troduce the Social Ultimatum Game. There are N players,
denoted {P1, P2, . . . , PN}, playing K rounds, where N ≥ 3.
The requirement of having at least three players in necessary
to give each player a choice of whom to interact with.

In each round k, every player Pm chooses a single potential
partner Pn and makes an offer qkm,n. Each player Pn then
considers the offers they have received and makes a decision
dkm,n ∈ {0, 1} with respect to each offer qkm,n to either accept
(1) or reject (0) it. If the offer is accepted by Pm, Pm receives
e − qkm,n and Pn receives qkm,nj , where e is the endowment
to be shared. If an offer is rejected by Pn, then both players
receive 0 for that particular offer in round k. Thus, Pm’s
reward in round k is the sum of the offers they accept from
other players (if any are made to them) and their portion of
the proposal they make to another player, if accepted, rkm =
(e − qkm,n)dkm,n +

∑
j=1...N,j 6=m q

k
j,md

k
j,m. The total rewards

for Pm over the game is the sum of per-round winnings,
rm

∑K
k=1 r

k
m.

4. ADAPTIVE AGENTS MODEL
To create mathematical models of human player for the

Social Ultimatum Game that can yield results that match
observed phenomena, we need to incorporate some axioms
of human behavior that may be considered “irrational”. The
desiderata that we address include assumptions that people
will (1) start with some notion of a fair offer, (2) adapt these
notions over time at various rates based upon their interac-
tions, (3) have models of other agents, (4) choose the best
option while occasionally exploring for better deals. Each
player Pm is characterized by three parameters: (1) α0

m :
Player m’s initial acceptance threshold, (2) βm : Player m’s
reactivity and (3) γm : Player m’s exploration likelihood

The value of α0
m ∈ [0, e] is Pm’s initial notion of what con-

stitutes a “fair” offer and is used to determine whether an
offer to Pm, i.e., qkn,m, is accepted or rejected. The value of
βm ∈ [0, 1] determines how quickly the player will adapt to
information during the game, where zero indicates a player
who will not change anything from their initial beliefs and
one indicates a player who will solely use the last data point.
The value of γm ∈ [0, 1] indicates how much a player will
deviate from their “best” play in order to discover new op-
portunities where zero indicates a player who never deviates
and one indicates a player who always does.

Each player Pm keeps a model of other players in order to
determine which player to make an offer to, and how much
that offer should be. The model is composed as follows:

• akm,n : Pm’s estimate of Pn’s acceptance threshold

• ākm,n : Upper bound on akm,n
• akm,n : Lower bound on akm,n

Thus, Pm has a collection of models for all other players
{[akm,nakm,nākm,n]}n for each round k. The value am,n is the
Pm’s estimate about the value of Pn’s acceptance threshold,
while akm,n and ākm,n represent the interval of uncertainty
over which the estimate could exist.

Figure 1: The Social Ultimatum Game Interface

5. DEMONSTRATION
People will able to be play the Social Ultimatum Game

in hybrid environments against other people along with the
adaptive agents described above along with classical rational
agents. The interface is shown in Figure 1. All participants
and agents will have avatars so that one cannot tell if a player
is a human, adaptive or rational agent. Human players will
be rewarded based on their performance in the game. In
addition, we will keep a running tally board of how humans
have performed with respect to adaptive and rational agents
as well as the top-performing human players.
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ABSTRACT
DipGame is a testbed for negotiation. It permits to test ne-
gotiation algorithms, even if enriched with argumentation,
trust or reputation techniques. It is very appropriate to run
experiments that mix humans and agents. In this demon-
stration we introduce a tool to visualise data obtained from
DipGame experiments.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent
systems

General Terms
Experimentation

Keywords
application, visualisation tool, testbed, diplomacy game

1. INTRODUCTION
Diplomacy is a rather popular game. It is very adequate

for MAS research because negotiation is key to win. In the
game, players represent seven European Great Powers that
decide alliances, select whom to ask for help, argue with
other players, get information about other players immedi-
ate objectives, or find out what the others know. From the
point of view of AI research, Diplomacy is a multiagent sys-
tem environment where competitive self interested agents
need to cooperate to obtain better outcomes. This is done
through negotiation. Players can be incarnated by software
agents and compete either with other agents or with humans.
During every phase of a game,1 software agents exchange
proposals and observe how their counterparts (software or
human) behave. Thus they can build a model of the other
agents’ beliefs, desires and intentions. This model is key to
decide whom to trust and whom to betray and when. The
game is therefore very appropriate to experiment argumen-
tation, negotiation, trust or reputation models.

1A game is composed of a sequence of phases, where nego-
tiation and movements happen.

Cite as: DipTools: Experimental Data Visualization Tool for the
DipGame Testbed (Demonstration), A. Fabregues, D. López-Paz and C.
Sierra, Proc. of 10th Int. Conf. on Autonomous Agents and
Multiagent Systems (AAMAS 2011), Yolum, Tumer, Stone and
Sonenberg (eds.), May, 2–6, 2011, Taipei, Taiwan, pp. 1315-1316.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

Figure 1: Screenshot of the tool

In order to facilitate that MAS researchers experiment
with this game we created DipGame [1]. It is both a website
for humans to play the game and a testbed to run experi-
ments. As argued in [2, 4], Diplomacy is a flexible and rich
domain for a multiagent systems testbed.

The testbed is in production and available to everyone at
http://www.dipgame.org. What we introduce in this demon-
stration is DipTools, a visualisation tool that enriches the
testbed with support for experimental data analysis, see Fig-
ure 1.

Probably the most popular visualisation tool used by AI
researchers for their experiments is Gnuplot (http://www.
gnuplot.info). It is a useful tool but the generation of the
data files in the appropriate format and the selection of its
settings are quite tedious when you are interested in the
analysis of several variables. Often, researchers complain
about the lack of tools similar to GapMinder (http://www.
gapminder.org/) to represent their results. It is a web-based
visualisation tool that is very flexible —it allows for several
variables to be represented, and interactive —charts can be
created aggregating variables dynamically. Concretely, the
most important experimental analysis in MAS research is
the relationships among agents. Instead of just comparing
an agent against another, we would like to compare the re-
lationships among sets of them. This kind of analysis is not
possible to be done with visualisation tools like GapMinder.
Diptools aims at bringing to the DipGame testbed users,
and to the MAS community in general, the possibility of
using an experiment visualisation tool that is interactive,
flexible, and web based. Moreover, it eases the analysis not
only of individual agent behaviours but also of relationships
between agents.

We describe the visualisation tool in section 2 and provide
an example in section 3.
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2. DIPTOOLS
An experiment is defined as a set of sessions each one

containing a set of games. Sessions are used in DipTools
to allow the experimenter to group together the data from
games ran using the same settings, it is usually useful to
compare results obtained from different settings. Several
experiments can be stored but only one can be visualised at
any time.

There are three families of charts: (i) for a single game, (ii)
for a game session and (iii) for the whole experiment. The
chart of a single game represents on the x-axis the phases of
the game. On the y-axis it permits to display a numerical
variable. For example, the amount of deals reached by an
agent.

Given a game session, the tool allows to plot variable val-
ues over the games of the sessions. This chart can be used to
check whether the performance of a bot was similar or not
in all session games. We can plot, for instance, the degree
of interaction with other agents or the ranking of the bot at
the end of each game.

Finally, given the overall experiment, the tool allows to
chart the average of a selected variable over all the games
of each session. This option is used in the example provided
in section 3 and illustrated in Figure 2. It is a quick way to
visualise the overall performance of our agents.

There are many useful variables that can be displayed and
that are related to a player (e.g. the number of successful
movements2) or to the interaction of two players (e.g. the
number of attacks between them). The experimenter just
needs to select the observable variables and the involved
agents (one or two). An observable variable can be complex
as, for instance, the number of times that simpleBot has
attacked Germany or the number of attacks that simpleBot
has performed. The tool allows the experimenter to easily
define such observable variables, as well as chart several of
them at the same time.

In addition to point chart displays, DipTools provides pie
charts that are ideal to represent exclusive variable values
as, for example, what percentage of victories were obtained
by a particular agent depending on what Great Power it was
representing. The tool also provides text reports where the
data is provided in tabular form.

3. EXAMPLE
To perform an experiment a user should download all re-

sources from http://www.dipgame.org and implement a num-
ber of agents. In this example we assume that two agents
have been implemented, one of them capable of negotiat-
ing [3]. We assume that an experiment is performed with 8
sessions where the games in each session had 0, 1, ..., or 7
instances of the negotiating agent and the rest of the players
were instances of the non negotiating agent, e.g. session 4
has 4 instances of the negotiating agent and 3 instances of
the non negotiating agent. 100 games are performed in each
session. After running the experiment, the 800 games, we
load the log files containing the results of the experiment
into DipTools.

With DipTools we can then choose the variables we are
interested in to produce charts and reports. For example,

2Sometimes the players do not succeed in performing their
movements because of collisions with the movements of other
players.

Figure 2: Percentage of games won per session. The
dashed line represents the percentage of victories of
negotiating agents and the doted line the percent-
age of victories of non negotiating agents. The con-
tinuous lines (increasing and decreasing) represent
the expected percentage of the negotiating and non-
negotiating agents in case they all were equal. This
particular graphic shows that the negotiating agents
perform better in the experiment.

in Figure 2 we can see a chart on the overall experiment
where the percentage of games won by every agent is rep-
resented. Note that the number of players of each agent
type competing in each session is different. We can say that
the negotiating agent performs better than the non negoti-
ating one because its percentage of victories is larger than
the expected results in case all agents were equal.

This paper is completed with a video demostration avail-
able at http://www.dipgame.org/media/AAMAS2011demo.
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ABSTRACT
talos is a software tool for supporting the development of
security applications with mobile patrolling robots. Exploit-
ing talos’s functionalities, a user can easily compose a pa-
trolling setting and apply recent algorithms presented in the
multi–agent literature to find optimal patrolling strategies.
Results can be evaluated and compared with intuitive graph-
ical representations and an interacting game can be played
by the user in a simulated patrolling scenario.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Intelligent agents

General Terms
Algorithms, Economics, Security

Keywords
Game theory, security, mobile robot patrolling

1. INTRODUCTION
The employment of multi–agent techniques, especially al-

gorithmic game theory, for security applications has recently
received a lot of attention in the scientific community. The
main works deal with the security of physical locations. The
most known result is [5], which focuses on the problem of
protecting several locations against an attacker whose pref-
erences are uncertain by placing static checkpoints. The set-
ting is modeled as a two–player (a defender and an attacker)
game problem. The goal is the computation of a randomized
optimal strategy for the placement of the checkpoints. This
result was applied to secure the Los Angeles Airport [5].
To achieve a higher level of security, the use of mobile pa-
trolling robots has been explored in the artificial intelligence
and robotic literature. The most recent theoretical results
are [1] and [3]. The work in [1] deals with perimeter settings,
whereas the work in [3] can be applied to settings with ar-
bitrary topologies and with several sources of uncertainty.
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and Stone (eds.), May, 2–6, 2011, Taipei, Taiwan, pp. 1317-1318.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

However, no application is currently available to support
the employment of these techniques for practical settings.

In this demo we present a software tool, named talos
(available at http://home.dei.polimi.it/ngatti/talos)
that supports a user in developing effective security appli-
cations with mobile patrolling robots. More precisely, ta-
los allows a user to easily define models of the environment
to secure and to exploit state–of–the–art [3, 4] algorithms
to compute the optimal patrolling strategy. Moreover, ta-
los provides methods to evaluate the performance of opti-
mal strategies and to conduct comparisons between different
variants of a single setting. To simulate the real interaction
with a human (possibly non–rational) intruder the user can
play an interactive game against the optimal patroller.

2. MAIN FEATURES
talos is a web application that interacts with the user via

a web browser. Web application technologies can be easily
accessed by every user. The user can register to the web site
obtaining an account to manage and share with other users
the composed settings, results and logs. talos provides four
main functionalities. They are described in the following.

2.1 Composing and editing patrolling settings
A patrolling setting is the set of features describing the en-

vironment to be patrolled and the robot capabilities. When
dealing with realistic patrolling settings, building models
that can be efficiently processed by algorithms can be a
cumbersome task. talos provides the user with a set of
graphical tools to easily compose and edit patrolling set-
tings, hiding the low–level representations and exposing the
patrolling settings in an intuitive graphical format. Follow-
ing the definition of patrolling setting of [3], the user can:

• draw the environment’s topology over a grid map by
specifying free cells and obstacles;

• label some cells as targets, i.e., those locations subject
to an intrusion risk and for each one of them specify
a pair of values (one for the patroller and one for the
intruder) and a penetration time (the time, or its prob-
ability distribution, needed by the intruder to complete
an intrusion in a target);

• label some cells as entry points, i.e., locations from
which the intruder can gain an initial access to the
environment;

• specify the range of the detection sensor mounted on
the patrolling robot (e.g., a sensor with an high range
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could detect an intruder with a probability monoton-
ically decreasing with the distance from the robot’s
current cell);

• specify the game type, i.e., if the game is strictly com-
petitive or not; in the strictly competitive case the
patroller and the intruder must share the same order-
ing over targets’ values (this parameter influences the
resolution process to be performed for the optimal pa-
trolling strategy’s computation).

Once the patrolling setting is composed, talos automati-
cally checks for its consistency and warns the user in case of
a non–well–formulated setting. For example, if the environ-
ment topology is not connected (and consequently the pa-
troller cannot reach some cells) or always–winning situations
for the intruder are present the user is requested to (even-
tually) edit the setting and remove inconsistencies. Once a
well–formulated setting is completed, a low–level represen-
tation is generated to enable an efficient processing in the
optimal strategy computation phase.

2.2 Optimal strategy computation
When the user submits a request to talos for solving

a well–formulated patrolling setting, the optimal patrolling
strategy is computed according to two steps. In the first
one, talos searches for a deterministic patrolling strategy.
This strategy is defined as a cyclical sequence of cell vis-
its such that, when it is indefinitely repeated, every target
is always patrolled within a number of turns smaller than
its penetration time (if penetration times are described by
probabilities distributions, lower bounds are considered). If
the patroller follows this strategy, the optimal intruder’s ac-
tion is not to intrude any target. A deterministic strategy
is therefore the optimal patrolling strategy. This problem is
treated according to the techniques discussed in [2] with the
addition of a temporal deadline over the execution of the
algorithm (results in [2] showed that 30 s is suitable).

If a deterministic strategy does not exist, talos executes
the second step where the optimal non–deterministic pa-
trolling strategy is computed. This strategy is defined as a
Markovian randomization over the next cell to patrol. The
algorithms applied in this phase build a game model from
the composed patrolling setting and resort to bilinear math-
ematical programming to determine its equilibria (see [3] for
more details). Moreover, reduction techniques based on the
removal of dominated actions (as shown in [2]) and game
theoretical abstractions are exploited to reduce the compu-
tational burden (producing approximate solutions).

During the computation of an optimal strategy the user
can continue to use the other functionalities of talos, e.g.,
designing new settings. An alert (also sent by email) will
notify the user of the availability of the solution.

2.3 Strategy evaluation and comparison
Once the optimal patrolling strategy is obtained, analy-

ses of the results can be conducted. A graphical represen-
tation of the strategy can be superimposed to the environ-
ment’s grid map where colors and arrows are exploited to de-
pict transition probabilities. An animation of the patrolling
strategy can also be displayed to give some insights about
its actual realization. Moreover, talos allows the user to
assess the effectiveness of the optimal strategy, namely to
obtain a quantitative evaluation of how well it will protect
the setting it was computed for. To achieve this, the user can

Figure 1: Interactive play screen shot.

examine a number of numerical indexes. Among these, there
is a table reporting the intruder’s expected utilities for each
possible attack action. Inspecting these values, the user can
get a global assessment of the strategy’s performance. For
example, large values would mean that the corresponding
setting is difficult to protect effectively. Conversely, small
values would demonstrate a high protection level.

talos allows a user to compare the results obtained for
different variants of the same setting. In this way, the user
can decide whether or not to change the setting, e.g., moving
targets or changing their values if possible, spending money
to strengthen targets (to extend the corresponding pene-
tration times), or equipping the robot with better sensors.
Variants can be easily composed by editing existing settings.
Given two variants, a number of indexes can be compared.
Among these, there is a table in which the utilities for each
intruder’s attack action in both settings are reported. The
red color denotes (for each intruder’s attack action) the set-
ting in which the intruder’s utility is the largest (which corre-
sponds to the setting with the worst protection level). Thus,
the user can graphically compare the performance of the op-
timal strategy in different settings, understanding how it can
improve the security level by changing the setting.

2.4 Interactive play
Finally, talos provides an interactive scenario in which

the user can play a patrolling game acting in the role of the
intruder (see Fig. 1). The game is composed of a number
of runs where the human player can observe the patroller
executing its strategy and select a target to attack. Playing
this game, the user can assess the performance of the opti-
mal strategy against non–rational intrusion strategies (e.g.,
a human intruder that selects targets without considering
the observed patroller’s movements) and compare it with
the results in the case of a rational intruder. The user can
exploit this information to change the patrolling setting.
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ABSTRACT
This demonstration shows a team of small humanoid robots
traverse an environment through a set of obstacles. The
robots’ brain are implemented using mobile phones for vi-
sion, balance, and processing. The robots use particle fil-
ters to localize themselves and to map the environment. A
frontier-based exploration algorithm is used to direct the
robots to overcome obstacles and to explore all regions of
the environment.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent
Systems

General Terms
Algorithms

Keywords
Visual SLAM, Multiagent Systems, Exploration

This demo shows a team of robots perform a team ver-
sion of the HuroCup obstacle run event [1]. This event does
not only require dexterity and balancing of the humanoid
robot, but also the ability simultaneously localize itself and
to map a previously unknown environment, the so-called
SLAM problem. A SLAM solution gradually builds a map
by mapping visible spatial area relative to the current esti-
mated pose of an agent. Our approach to this problem has
the following unique features:

Limited Computational Ability: the processors our
robots work with are mobile embedded systems of limited
processing power. Much of this limited power must be de-
voted to interpreting visual frames, as well as to the robot
application at hand. This both leaves little remaining com-
putational ability to a SLAM algorithm, and compounds the
previous problem in that there is a low frame rate for vision
and greater noise in visual interpretation.
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and Stone (eds.), May, 2–6, 2011, Taipei, Taiwan, pp. 1319-1320.
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Vision: The only sensor that our robots use for detecting
features in the environment are a single camera. This results
in far noisier input data than other sensors such as ladar
scanners and also adds a significant computational burden
on the robots. The use of vision alone also means that the
sensing range of the robots is severly limited, since they can
only recognize obstacles in direct line of sight.

Humanoid Robots: This demonstration uses humanoid
robots. Humanoid robots pose interesting problems for
SLAM, since their motion model has a much wider spread
than wheeled robots. For example, the robots often stub
their toes leading to very large turns instead of forward
movement.Furthermore, the robots have many degrees of
freedom, which means that estimating the pose of the robot,
which is necessary to measure the angle and distances in the
environment, is more complex.

Obstacle Run: the goal of the demonstration is for both
robots to cover a field, with three types of obstacles: wall
obstacles, step obstacles, and gate obstacles. Wall obstacles
are coloured in blue and represent flat walls in the environ-
ment. Step obstacles are coloured in yellow and represent
small steps that a robot can step over. Red obstacles are
gates that a robot can crawl underneath and stand up on
the other side.

The constraints of the SLAM problem, along with the de-
sire for efficient exploration and limited computational abil-
ities, point to the use of multiple agents in this problem.
Using more than one agent should be able to increase the
accuracy of a map through multiple perceptions and the
ability to reduce one another’s localization error.

The presence of multiple agents should also work to counter
limitations on individual robots. Assuming communication
is available, the amount of information that can be obtained
about the environment by multiple agents in communica-
tion with one another should have a greater impact on the
SLAM problem than that of n agents operating individu-
ally, since each new landmark serves to make future work in
SLAM more accurate. Another significant limitation is the
battery power available on any one robot: working with a
single agent would mean that any significant domain would
be impossible to completely map. Other forms of individual
limitation can be similarly overcome: Battery life may in-
hibit an agent from mapping a large environment, and some
areas may be inaccessible due to a particular agent’s loco-
motion abilities. Multiple agents, possibly heterogeneous,
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can increase the coverage percentage by using each agent’s
resources more effectively.

This paper presents a novel approach to Multi-Agent
SLAM. While others (most notably [2, 4]) have developed
approaches to multi-agent SLAM, we are moving beyond the
limitations of these works.

1. HOMOGENEOUS HUMANOID ROBOTS
The homogeneous robots used to conduct this research

are humanoid robots based on Robotis’s Bioloid kit. An on-
board Atmel AVR ATmega128 micro-controller and Nokia
5500 cellular telephone are interfaced by a custom made in-
frared data association (IrDA) board containing a Microchip
MCP2150 standard protocol stack controller. The on-board
micro-controller is used for communication with the servos,
such as position interpolation and load checking. This is all
made possible by our custom firmware running on our multi-
threaded real time operating system (RTOS) FreezerOS also
developed by us.

The Nokia 5500 provides a camera, communication medi-
ums (Bluetooth and IrDA), an ARM 9 235MHz processor,
and a three axis accelerometer (LIS302DL). The Nokia’s
processor is used for state generation, image processing, sen-
sor data smoothing, and application programs (including the
SLAM approach described here).

2. METHODOLOGY
Our SLAM approach, consists of the use of a particle filter

on individual robots to allow an estimation of their current
pose, a methodology for mapping, a methodology for ex-
changing and merging mapped information, and a method
for selecting frontiers to reduce redundant exploration. Each
of these are explained in the following subsections.

2.1 Particle Filter
The particle filter we employ is a variation on that used

by Rekleitis [3], differing in the motion model and particle
weight update method. After an action, the pose estimate of
each particle is updated based on the motion model. If there
was no sensor feedback, the pose estimate of each particle
would suffer from this accumulation of odometry error. Our
image processing returns the polar coordinates and rough
distance of objects in the camera’s field of view, but camera
data during the humanoid robot’s locomotion is extremely
noisy due to motion blur. Our weight update method uses
a certainty factor in the camera data and a constant decay.
The particle population size is 100, which is very small, but
manageable with our limited processing power. Population
depletion is handled with a simple select with replacement
re-sampling algorithm as used by Rekleitis [3].

2.2 Map Representation
Every agent’s local map is stored as an occupancy grid

with 25x25cm grid cells. A recency value [0, 255] is associ-
ated with each grid cell instead of the more common poste-
rior probability. If the recency value of a grid cell is greater
than zero, a landmark exists in the corresponding grid cell.

The recency value in occupancy grid cells is updated by
an increment or decrement depending on the current sensor
reading. If the sensor senses an object, and the coordinates
of the object relative to the best particle in the particle
filter map to a grid cell with a recency value greater than

zero, then the recency value is incremented; otherwise, the
grid cell recency value is initialized to 128. If the sensor
does not sense an object, landmarks are extended to circles
with radius r, if a line segment with length l (maximum
sensor range) extended from the best particle intersects a
landmark circle, the recency of the corresponding grid cell
is decremented.

2.3 Communication and Map Merging
A decentralized, asynchronous communication approach is

used between agents via Bluetooth over the logical link con-
trol and adaptation protocol (L2CAP) layer. No agent ever
waits or relies on information from other agents. An agent
uses only what information is available, therefore agents can
join or leave the SLAM team at any time without conse-
quence. This also means unreliable communication links
between agents are not a problem, beyond the lack of infor-
mation that results when communication goes down: each
agent can still operate independently. Each agent communi-
cates its estimated pose, all landmarks in its local map, and
its current target pose to other agents in messages encoded
such that the size of each message is as small as possible.

Because entire maps are not exchanged, there is no merg-
ing of occupancy grids. Instead, communicated landmarks
are integrated into the agent’s own map individually through
recency update. There are two important elements in this,
understanding the local coordinates of others, and actually
integrating this information.

To integrate communicated landmarks, we use the recency
update method described previously, and assume agents can
trust one another (in the sense that there is no duplicity in
communication, and that each agent is running an approach
such as this one to limit localization error). If the landmark
already exists in the agent’s map, the greater recency value
is selected and the corresponding grid cell is updated. If the
landmark does not exist in the agent’s map, the correspond-
ing grid cell is simply updated with the received recency.
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ABSTRACT
We present CASE (complex adaptive systems evolver), a
framework devised to conduct the design of agent-based sim-
ulation experiments using evolutionary computation tech-
niques. This framework enables one to optimize complex
agent-based systems, to exhibit pre-specified behavior of in-
terest, through the use of multi-objective evolutionary algo-
rithms and cloud computing facilities.

Categories and Subject Descriptors
I.6.5 [Computing Methodologies]: Simulation and mod-
eling—Model Development ; I.2.8 [Computing Method-
ologies]: Artificial intelligence—Problem Solving, Control
Methods, and Search

General Terms
Performance, Experimentation

Keywords
Design of experiments, agent-based simulation, evolutionary
computation

1. INTRODUCTION
Agent-based simulations (ABSs) are increasingly being

employed to examine various complex adaptive systems [5].
Nevertheless, the study of such systems using ABSs is a com-
plicated and time-consuming task which is often conducted
in an iterative manner. During each iteration, the modeling,
design of experiments, execution and analysis of simulations
are conducted to progressively gain insights in the key fac-
tors leading to the emergence of target phenomena.

To facilitate the study of complex agent-based systems, we
propose a modular evolutionary framework, coined CASE for
“complex adaptive system evolver”, to perform the design of

Cite as: Evolutionary Design of Agent-based Simulation Experi-
ments (Demonstration), Decraene J., Lee Y.T., Zeng F., Chandromohan
M., Yong Y.C., Low M.Y.H., Proc. of 10th Int. Conf. on Au-
tonomous Agents and Multiagent Systems (AAMAS 2011),
Tumer, Yolum, Sonenberg and Stone (eds.), May, 2–6, 2011, Taipei, Tai-
wan, pp. 1321-1322.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

experiments using evolutionary computation techniques (a
similar approach was recently utilized for materials science
and catalysis experiments [2]). Indeed, conventional design
of experiments techniques cannot efficiently tackle complex
experimental spaces.

We employ Pareto-based multi-objective evolutionary al-
gorithms to automate the modeling and analysis of agent-
based simulation models. Moreover, cloud computing is also
utilized to assist with the scalability and reliability issues.
The latter are commonly met when conducting large-scale
experiments using distributed computing facilities.

2. THE CASE FRAMEWORK
An overview of the CASE framework is provided. CASE was

implemented in a modular manner (using the Ruby pro-
gramming language) to accommodate with relative ease the
user’s specific requirements (e.g. use of different simulation
engines or evolutionary algorithms, etc.). CASE is composed
of three main components which are distinguished as follows:

1. The model generator : This component takes as in-
puts a base simulation model specified in the eXtended
Markup Language and a set of model specification text
files. According to these inputs, novel XML simulation
models are generated and sent to the simulation engine
for execution/evaluation (CASE only supports simula-
tion models specified in XML).

2. The simulation engine: The set of XML simulation
models is received and executed by the stochastic sim-
ulation engine. Each simulation model is replicated a
number of times to account for statistical fluctuations
(30 repetitions are typically conducted). A set of re-
sult files detailing the outcomes of the simulations (in
the form of numerical values for instance) are gener-
ated. These measurements are used to evaluate the
generated models, i.e., these figures are the fitness (or
“cost”) values utilized by the evolutionary algorithm
(EA) to direct the search.

3. Evolutionary algorithm: The set of simulation results
and associated model specification files are received by
the evolutionary algorithm, which in turns, processes
the results and produce a new “generation” of model
specification files. The generation of these new model
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specifications is driven by the user-specified search ob-
jectives (e.g. maximize/minimize some quantitative
values capturing the target system behavior). The al-
gorithm iteratively generates models which would pro-
gressively, through the evolutionary search, best ex-
hibit the desired outcome behavior. The model speci-
fication files are sent back to the model generator; this
completes the search iteration.

The list of evolvable simulation model properties are
specified given their XPath, name and numerical val-
ues ranges (min,max). In addition to (real) numerical
values, it is possible to evolve model property values in
the form of enumerable sets (e.g. low, medium, high,
etc.) to address model properties that cannot be ex-
pressed as numerical values. Finally, it is also possible
to evolve the structure of the simulation model (e.g.
adding/removing dynamically new agents) [3].

Moreover, the evolutionary search can be conducted
under constraints: This optional feature may be uti-
lized to introduce specific considerations when evolv-
ing particular model properties. For instance, the user
may devise interactions between properties to occur
according to some pre-defined conditions. These con-
straints aim at increasing the plausibility of gener-
ated simulation models (e.g. through introducing cost
trade-off for specific property values). The specifica-
tion of such constraints is carried out through the use
of a rule-based approach. Finally, constraints can also
be introduced through devising additional search ob-
jectives (e.g. minimize the value of some evolvable
property value).

Communications between the three components are con-
ducted via text files for simplicity and flexibility (for in-
stance, this enables the use of PISA evolutionary algorithm
modules [1]). Note that the flexible nature of CASE allows
one to develop and integrate different simulation engines (us-
ing models specified in XML), and evolutionary algorithms.

The experimental settings include: the selected simulation
engine, the selected evolutionary algorithm and associated
setting (e.g. population size, number of search iterations,
mutation probability, set of objectives, etc.), the number of
simulation replications, the number of CASE run replications
(similarly to ABSs, evolutionary algorithms are stochastic
processes, replications of the experimental runs may also be
necessary).

3. CLOUD COMPUTING
Cloud computing [4] is a high performance computing

(HPC) paradigm which has recently attracted considerable
attention. The computing capabilities (i.e., compute and
storage clouds) are typically provided as a service via In-
ternet. This web approach enables users to access HPC
services without requiring expertise in the technology that
supports them. The key benefits of cloud computing are
reliability (failed operations may automatically be resched-
uled), reduced cost (cloud computing infrastructures are
provided/managed by a third-party) and scalability (mul-
tiple clouds can be aggregated).

The implementation [4] was conducted using the MapRe-
duce programming model:

• Map: During the Map phase, the set of simulation

models (to be executed) is partitioned into subsets and
distributed across multiple compute nodes. The sub-
sets are processed in parallel by the different nodes.
The set of intermediate files results resulting from the
Map phase are collected and processed during the Re-
duce phase.

• Reduce: Multiple compute nodes process (i.e. evo-
lutionary selection of the most satisfactory/promising
candidate models) the intermediate files which are then
collated to produce the result data.

CASE may currently submit experiments to the cloud com-
puting facilities hosted at the Parallel and Distributed Com-
puting Center, Nanyang Technological University and Ama-
zon EC2.

4. DEMONSTRATION
The demonstration includes a case study, from the mili-

tary operations research field [3], examining the protection
of a maritime anchorage area against piracy threats. A brief
presentation of the employed simulation engine is first per-
formed. Following on from this, the CASE framework is pre-
sented in detail. An example experiment is then conducted
illustrating the typical usage of CASE.

5. ON GOING-WORK
On-going work focuses on developing further evolution-

ary optimization techniques such as: multi-objective co-
evolution (given two-sided competitive wargame scenarios),
niching (to diversify the solution models in the decision
space) and the evolution of nested simulation structure (to
dynamically add/remove agents and internal components,
e.g. course of actions waypoints).
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ABSTRACT
Narrative time has an important role to play in Interactive
Storytelling (IS) systems. In contrast to prevailing IS ap-
proaches which use implicit models of time, in our work we
have used an explicit model of narrative time. The goal of
the demonstration IS system is to show how this explicit
temporal representation and reasoning can help overcome
certain problems experienced in IS systems such as the co-
ordination of virtual agents and system inflexibility with
respect to the staging of virtual agent actions. The fully
implemented system features virtual agents and situations
inspired by Shakespeare’s play The Merchant of Venice.

Categories and Subject Descriptors
H5.1 [Multimedia Information Systems]: Artificial, aug-
mented and virtual realities

General Terms
Algorithms

Keywords
Interactive Storytelling, Agents in games and virtual envi-
ronments, Narrative Modelling, Planning

1. INTRODUCTION
The prevailing approach to the handling of time in Inter-

active Storytelling (IS) has been to use an implicit model of
time but, in contrast to this, our approach has been to in-
corporate explicit representation and reasoning about time
into the process of narrative generation.

In the demonstration system our aim is to illustrate a
number of important benefits that result from our adoption
of an explicit model1. In particular, we aim to show how sys-
tem reliability can be improved since our approach provides
a means to overcome problems associated with the timing
and co-ordination of virtual agent actions. In addition, we
aim to show how this approach provides greater flexibility
and opens up a wider range of possibilities for staging and
cinematographic aspects of virtual agent actions.

1This is a companion paper to our AAMAS paper [4].
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2. DEMONSTRATION SYSTEM
Our IS demonstration system is fully implemented. It fea-

tures virtual agents and situations inspired by Shakespeare’s
“The Merchant of Venice” [5] which are staged in a 3D world
as shown in figure 1. Different narrative variants can be gen-
erated by the system depending on which characters’ Point
of View (PoV) [3] is used for narrative generation. Users
can interact with the system, at any time, in order to change
character PoV and subsequently continue with the narrative
or back up and re-run parts of the narrative from this new
perspective. Narratives generated by the system typically
span the whole of the play and consist of 40+ actions. The
system runs in real-time with average system response time
to user interaction well within an upper bound of 1500 ms.

The representation language PDDL3.0 [2] is used to spec-
ify the explicit model of the narrative domain. Output
narratives are generated using our decomposition planning
approach [4] that iteratively invokes the temporal planner
Crikey [1] on a series of decomposed sub-problems. As
narrative actions are received from Crikey they are sent
to a visualisation engine which then stages these actions in
the 3D environment using UnrealScript. Our temporal plan-
ning approach provides a direct route to mapping between
planning actions and their visualisation through the trans-
fer of PDDL3.0 temporal parameters to animation control
structures (UnrealScript action descriptions).

Figure 1: The Merchant of Venice 3D stage with
visualisation of one of the virtual agents, Antonio.
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Figure 2: Demo System Timeline Window: time points are plotted across the bottom and narrative actions
are positioned according to their scheduled start and end times. This provides a view of parts of the narrative
that feature required concurrency between actions (e.g actions A2, A4 and A5 at time 00.04 to 00.06).

3. DEMONSTRATION SCENARIO
The objective of the demonstration system is to highlight

how explicit temporal reasoning provides a principled means
to overcome a number of problems that can arise in IS.

One such problem is the synchronisation of virtual agents
as generated narratives are visualised – if the staged execu-
tion time of actions is ignored during plan generation then
this omission may only become clear at the point of visual-
isation with the possibility of real-time system failure (e.g.
an agent fails to meet up with another agent because they
arrive too late, after the other agent has already left). Such
examples arise in our Merchant of Venice system and the
demonstration system enables user exploration of them.

Another problem which our explicit temporal reasoning
approach helps address is system inflexibility with respect
to staging and cinematographic aspects of virtual agent ac-
tions. The output of our temporal planning approach is
generated narratives that include scheduled start times for
each agent action, their duration and required overlap – pre-
cisely the information that can be utilised for staging actions
in different ways. Narratives featuring such overlapping ac-
tions are output by our demonstrator (as shown in figure 2)
and the system enables users to explore different possibilities
for the staging of these narrative segments.

4. USER SESSION
During a typical session the user is able to interact with

an interactive narrative window in which actions from a gen-
erated narrative are staged in the 3D world (as shown in fig-
ure 1). Users are also able to interact via a timeline window

which gives a high level view of the narrative as it is being

staged and any required concurrency between actions (as
shown in figure 2). Users are free, at any time, to change
PoV and replay parts of the narrative. It is also possible
to replay segments of the narrative to run through different
possible ways of staging the actions in the 3D world.
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ABSTRACT
We present NeSSi2, the Network Security Simulator, a sim-
ulation environment that is based on the service-centric agent
platform JIAC. It focuses on network security-related sce-
narios such as attack analysis and evaluation of counter-
measures. We introduce the main NeSSi2 concepts and
discuss the motivation for realizing them with agent tech-
nology. Then, we present the individual components and
examples where NeSSi2 has been successfully applied.

Categories and Subject Descriptors
I.6.3 [Simulation and modeling]: Applications; I.2.11
[Distributed Artificial Intelligence]: Multiagent systems

General Terms
Security, Design, Experimentation

Keywords
AAMAS proceedings, Network simulation, Demo, Network
security, Application-level simulation

1. INTRODUCTION
The design and development of security solutions such

as Intrusion Detection Systems (IDS) is a challenging and
complex task. In this process, the evolving system needs to
be evaluated continuously. There are several ways to study
a system or technology. The most accurate is the analysis of
the deployed production system. However, in the case of IDS
evaluation, real experiments incorporating attack scenarios
cannot be done in an operational environment because the
induced risk of failures such as service loss is too high.

For this very reason, evaluation is often carried out in
small testbeds. Virtual machines are a solution for model-
ing mid-scale networks, but the representation of very large
networks with thousands or millions of devices and links is
out of scope. There exist scientific initiatives such as Planet-
Lab1 providing computational resources to a larger extent.
This is an important opportunity for researchers to evaluate

1http://www.planetlab.org
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network or security functionality, but although they provide
detailed results, experiments are time consuming and remain
complex to setup and maintain.

Another approach is to represent the system with the
aid of mathematical models and find analytical answers, i.e.
logical and quantitative relationships between the entities.
Typically, such models also become very complex, in partic-
ular for a concurrent system such as IDS. Therefore, simu-
lations are useful for the evaluation of distributed systems
and protocols. Depending on the evaluation metrics, the
simulations allow the abstraction from irrelevant properties.
In addition, hazard scenarios, called “what-if scenarios”, can
be constructed which may not be possible in real-world test
environments.

2. SOLUTION APPROACH
We introduce NeSSi2, an agent-based simulation environ-

ment [3], providing telecommunication network simulation
capabilities with an extensive support to evaluate security
solutions such as IDS. In contrast to other network simu-
lators, like e.g. NS-3 [2], NeSSi2 also provides a compre-
hensive detection API for the integration and evaluation of
IDS. In particular, special common attack scenarios can be
simulated. Worm-spread scenarios and botnet-based DDoS
attacks are only two of the supported example attacks. In
addition, customized profiles defining the node behavior can
be applied within the simulation.
NeSSi2 is built upon the JIAC [1] framework, a service-

centric agent-framework. The most recent version, JIAC V2,
is used in NeSSi2. The network entities, i.e. routers, clients,
servers, or IDS (nodes in the following) are simulated with
the aid of JIAC agents. Dependent on configuration param-
eters and hardware characteristics, each agent simulates one
or more nodes. NeSSi2 is benefiting from agent technology
in general and JIAC in special through the service-centric,
modular and flexible approach to realizing distributed exe-
cution environments. In addition, a common semantic data
model enables interoperability of agents executing even dif-
ferent simulation models at the same time.

This semantic model also incorporates the main modeling
concepts for the creation and administration of simulations.
The first concept and step to setup a simulation is the cre-
ation of the network topology. This topology can then be
re-used for different scenarios. The scenario is comprised of
elementary building blocks for each device in the network,
the node profiles. They allow the customization of node

2http://www.jiac.de/
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behavior to automatically generate traffic, simulate failures
or apply network-based defense measures. Every profile con-
sists of applications, representing mechanisms to be executed
on an individual node, e.g. an attack, a detection mecha-
nism or an application protocol such as HTTP. The sum of
all profiles for a given network is called the scenario. In
order to execute it, the length of simulation execution, the
number of simulation runs and a recording configuration
are configured within a session. As simulations often con-
tain stochastical components such as distribution functions,
e.g. the number/timing of HTTP-requests, multiple runs al-
low for the statistical analysis of mean values and standard
deviations.

3. ARCHITECTURE
NeSSi2 has been structured into three distinct compo-

nents, the graphical frontend, the agent-based simulation back-
end and the result database. Each of these modules may be
run on separate machines. The modular design facilitates
the exchange of network topologies, scenario definitions and
simulation results.

The graphical frontend of NeSSi2 (c.f. Figure1) allows to
create and edit the necessary components of a network simu-
lation as described in Section 2. On the other hand, finished
(or even currently executing, long-running) simulations can
be retrieved from the database server and the correspond-
ing simulation results are visualized in the GUI. Accordingly,
there exist two different perspectives in the GUI, the Net-
work Editor perspective for the creation of simulations as
well as the Network Simulation perspective to investigate
simulation results.

In the backend, different agent roles carry out the task
of the parallel simulation execution. On each backend, i.e.
separate machine, there exists the Simulation Control Agent
(SCA) administrating access to the resources of the system
as well as the interaction with the GUI. In this way, the SCA
interacts with the individual Network Simulation Coordina-
tion Agents (NCAs). For every executed simulation run,
an NCA is invoked which starts a number of Device Man-
agement Agents (DMAs). The number of DMAs depends
either on particular user configurations, e.g. “one agent for
every node”, “x agents in total”, or follows the computational
power of the backend system, i.e. “one agent per CPU core”.

Finally, the result database stores simulation results ac-
cording to the configuration specified during the creation
process of the simulation in the GUI. For every simulation
run, the agents record selected events and traffic data to
a specified log4j3 appender which handles the output ac-
cording to the recorder configuration. By default, the re-
sults – such as attack-related events – as well as the model
are recorded to a database which allows for replaying the
simulation. In addition, the recorded data can be used for
evaluation purposes.

4. SUCCESSFUL UTILIZATION
NeSSi2 has demonstrated its value in recent research

and was employed as a simulation environment for various
security-related approaches. In this regard, NeSSi2 was
used to investigate optimal placement strategies for IDS, an-
alyze worm propagation strategies and evaluate the benefit
of collaborative IDS. NeSSi2 has also been used in lectures

3http://logging.apache.org/log4j/

Figure 1: GUI and Backend illustrated : The GUI
enables the creation and administration of arbitrary
networks and node configurations. After the setup
process is finished, an agent-based simulation back-
end (“CommunicationPlatform”) executes the simu-
lation and the results are stored in a database.

to generate attack data and evaluate detection algorithms
implemented by students. In a recent industry research
project, NeSSi2 has been incorporated in an agent-based
Decision Support System to forecast upcoming link conges-
tions in the access network of a big German DSL-provider.
NeSSi2 is Open Source since January of 2009 and has been
downloaded more than 6000 times.

5. CONCLUSION
We have presentedNeSSi2, a network simulation environ-

ment with a focus on security-related scenarios. The simu-
lation backend is based on agent technology benefiting from
the service-centric, modular and flexible design of the JIAC
framework to load balance the complexity of the simulation
runs. NeSSi2 incorporates a semantic data model to reflect
simulations of arbitrary networks and individual node con-
figurations and has been used in various (industry) research
projects as well as lectures. Related publications, documen-
tation and source code can be looked up on the web site, c.f.
http://www.nessi2.de.
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1. INTRODUCTION
The experimental evaluation of methods and techniques

for teamwork in multi robot systems (MRS) is challenging.
Experiments with multiple robots are very difficult to man-
age [4] and thus the proposed approaches are seldom evalu-
ated on real multi robot systems composed by several robots.

Teamwork in MRS, especially when aiming at massive
experiments, is often evaluated using abstract simulators,
which typically focus on the communication model, but make
very rough assumptions on the behavior of the robots in the
operational environment. In these cases, it may happen that
the simulation model is too abstract to provide convincing
evidence that the results obtained in simulation, apply also
to the real case. Obviously, the more complex each individ-
ual robot is, the larger the distance between the simulation
and the real case. Indeed, we have experienced that the per-
formance of teamwork in MRS is deeply influenced by the
performance of the robotic platform in the operational envi-
ronment. Consequently, in order to bridge the existing gap
with real robots, we have focussed on simulators that are
originally designed for robotic systems and provide a more
accurate model of the performance of the robots. This ap-
proach is challenging for a number of reasons. First of all,
simulation tools are sometimes embedded in a software de-
velopment framework, like for example Microsoft Robotics
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(Demonstration), A. D’Agostini, D. Calisi, A. Leo, F. Fedi, L. Iocchi, D.
Nardi, Proc. of 10th Int. Conf. on Autonomous Agents and
Multiagent Systems (AAMAS 2011), Yolum, Tumer, Stone and
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Developer Studio1, or come as commercial products (e.g We-
bots [5]). Moreover, even when the simulator is accessible
through a dedicated interface, the design and implementa-
tion of the system and of the simulation scenario can be
rather resource intensive.

Player [2] is a very widespread tool; it includes in its pack-
age both a 2D (Stage) simulator and a 3D one (Gazebo): the
Stage simulator is particularly suited for large-scale simula-
tion of teams of several robots, as reported in [6]. In ad-
dition, these simulators provide models of distance sensors,
thus allowing for an accurate modeling of navigation and
localization in the environment, that make them suitable
for experimental evaluation of several robotic tasks. More-
over, Player is providing an interface to robotic platforms
and sensors that is becoming a de-facto standard. However,
experiments of complex teamwork capabilities, that include
several robots with complex individual functionalities and
make use of a realistic robot simulator such as Stage have
not been deeply investigated.

In this paper, we present an experimental set-up, based
on our robotic software, that allows to make performance
evaluation of systems including tenths of robots, simulated
as complete applications, using Player/Stage. The key fea-
ture of our implementation is that each robot is simulated
using the whole robotic software, by simply replacing the
interface to the real robot with the Player interface. By
switching interface we can run the real robot, thus allowing,
for example, experiments simultaneously including real and
simulated robots.

The expected benefits of our proposed setting are mainly
in reducing the gap between the behavior of the simulation
as compared with experiments with real robots. To this
end, in addition to the usually implemented variants of the
communication model, we run experiments which analyze
the behavior of the system with respect to different robotic
platforms, different sensor settings, different navigation al-
gorithms, different localization algorithms, etc..

In the next section, we describe the implemented system
and then we provide some examples of experimental evalu-

1www.microsoft.com/robotics
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ations.

2. SYSTEM DESCRIPTION
The software of each simulated robot runs inside a vir-

tual machine: in this way, the deployment to real robots is
straightforward. Details of the system functionalities and
capabilities can be found in [1].

Different tasks are performed by the components included
in each virtual machine: behaviors (e.g., exploration, take a
picture, obstacle avoidance, etc.), sensor processing, etc. In
particular, we focus on the coordination module, which has
been designed to implement task assignment [3], with several
degrees of flexibility. The coordination algorithm manages
entities called tasks, that are distributed over the network
together with other information in order to assign each task
to one robot.

For task-assignment purposes, we use the two-phase ap-
proach described in the following. First, tasks are dynami-
cally discovered by some robots (depending on sensor read-
ing and situation assessment) or injected into the system by
an external agent (e.g., a user GUI); the robots that receive
the task use a utility function to decide whether to candidate
themselves to execute the task or not. The candidature is
the second phase of the algorithm: robots send their candi-
dature (i.e., their expected utility) to the subgroup of robots
that participate to the candidature of this task. The robot
with the highest candidature is assigned the task.

In addition to the above outlined schema, a number of
features have been added to ensure the generality of the
approach:
• duplicate task removal : the system is able to detect

similar tasks (e.g., the same task that has been dis-
covered by two different robots) and drop all but one;
• task persistence: if no robot decides to candidate to

the execution of a task, this is re-submitted;
• task priority : a priority is assigned to each task class,

and each task instance can further refine this priority:
while a robot is performing a task, it always candidates
for other tasks with a higher priority, if it gets the
assignment of the task, it interrupts the previous one
and re-submits it into the system;
• sub-teams formation: in order to execute tasks that

require more than one robot, the system is able to
build sub-groups of team-mates, each of which with a
specified role in the task execution;
• open teams: since the sub-teams of robots that are

interested in a task are dynamically built during the
mission, the robots do not need to know the exact num-
ber of their team-mates: this results in the possibility
for robots to lately join or leave the team.

In the next section we describe a set of experiments that
we performed in order to evaluate the behavior and the ro-
bustness of the system. In these experiments, we have been
able to run up to 20 robots using 20 virtual machines dis-
tributed over a network of 4 multi-core hosts, with an addi-
tional server that runs the Stage simulator.

3. SOME PRELIMINARY EXPERIMENTS
In this section we present a first set of experiments that

aim at addressing types of analyses that are not typically
taken into account in experimental evaluation of coordina-
tion and cooperation in multi robot systems. The work re-
ported here is not meant to be exhaustive; a detailed analysis
of the influence of various aspects of robotic performance on
the effectiveness of teamwork is on-going work.

First of all, we focus on an exploration task, that is in-
spired to a de-mining application. Thus, robots operate out-
door and their common goal is to check the area for the pres-
ence of a (simulated) target (e.g., a heat source); the robots
are provided with a set of short-range sensors to detect the
target (e.g. measure the temperature). Once the target is
found, the robots are required to coordinate in order to dy-
namically build small groups that should act upon the target
(e.g., a robot marks the zone, another takes a picture, etc.).
The area to be explored is discretized according to a grid of
cells (size 4x4 meters). Each target can be identified only
from the cell where it is located.

As already mentioned, the goal of our system is to allow
for the analysis of the performance of different approaches
and features of MRS teamwork, when varying both the en-
vironment and the robot capabilities. In order to evaluate
the performance of the system, we consider the following
measures: time to finish the mission (i.e., to explore the
whole area), number of heat sources found (wrt their total
number), percentage of total area to explore.

We present three sets of experiments. In the first, we
vary the number of robots (2-12), operating on different-
sized areas. The results of the experiment show that the
proposed approach does not degrade the performance, when
the explored area and the number of robots are increased
consistently.

The second set of experiments shows the behavior of the
system with respect to different localization errors. In this
case, we observed three different behaviors when the local-
ization error is increased: the robots explored cells that were
outside the assigned area; sometimes they were not able to
detect duplicated tasks and thus explored the same area
more than once; finally, some cells have been skipped in the
exploration.

In the third set of experiments, we change the maximum
navigation speed that is allowed for each robot. The per-
formance evaluation of these tests shows that, as expected,
there is an optimal speed limit, and if the speed overcomes
this limit, the performances degrades, because the naviga-
tion algorithm is not able to steer the robot.
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ABSTRACT
The main aim of my thesis is the development of agents ca-
pable of reasoning about norms given that they are situated
in an uncertain environment. The n-BDI agent architecture
developed in my thesis is aimed at allowing agents to deter-
mine which and how norms will be obeyed and supporting
agents when facing with norm violations.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Intelligent
agents

General Terms
Theory

Keywords
Norm compliance, BDI agents, Uncertainty

1. INTRODUCTION
Internet is, maybe, the most relevant scientific advance

of our days. It has also allowed the evolution of tradi-
tional computational paradigms into the paradigm of dis-
tributed computation over a open network of machines [11].
Multi-agent systems (MAS) have been proposed as a suit-
able technology for addressing challenges motivated by these
open distributed systems. MAS applications are formed by
agents which may be designed independently according to
different goals and motivations. Therefore, no assumption
about their behaviours can be made a priori. Because of
this, coordination and cooperation mechanisms, as norms,
are needed in MAS for ensuring social order and avoiding
conflicts [2].

In MAS research, norms have been defined as a formal
specification of what is permitted, obliged and forbidden
within a society. Thus, they aim at regulating the life of soft-
ware agents and the interactions among them [12]. Norms
have been proposed in MAS to deal with coordination is-
sues [10], to model legal issues in electronic institutions and
electronic commerce [8], to model MAS organizations [7].
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2. MOTIVATION
In this section, I pose the main questions that my the-

sis tries to answer. Fundamentally, it has been motivated
by the fact that existing proposals of intelligent norm-aware
agents, like [9, 3], tend to be concerned about the decision-
making processes that are supported by a set of active norms
whose validity is taken for granted. Thus, they consider
norms as static constraints that are hard-wired on agents.
Only a fraction [1] have been concerned about the fact that
norms can be violated deliberately and rationally. Thus, in
my thesis I will address the problem of defining norm-aware
agents and, in particular, I discuss how these agents de-
liberate about norms within uncertain environments. This
question raises the matter of what means to reason about
norms. The work of Sripada et al. [14] analyses the psycho-
logical reasoning subserving norms. This process is formed
by two closely linked innate mechanisms: one responsible
for the norm compliance dilemma, deciding whether one ob-
serves or violates a norm at a given moment; and the other
in charge of norm implementation, which detects norm vio-
lations and generates motivations to punish norm violators.
The first question addressed by my thesis is:

• How to built agents capable of facing with the norm
compliance dilemma within uncertain environments?

Regarding the first issue, the norm compliance dilemma may
be defined intuitively as making a choice between obeying or
violating norms. The question implies the development of
agents capable of considering norms. The set of norms which
regulate MAS may dynamically evolve along time. There-
fore, agents must be able to recognise and adopt new norms
but maintaining their autonomy. Once an agent recognises
a norm it may consider the effect of norm compliance in
order to decide between norm violation or obedience. My
thesis will consider also the “rational violation of norms” [4],
which is an interesting issue that has not received enough
attention in the existing literature. Therefore, my work will
consider violations not as random or rebellious acts. On
the contrary, the notion of rationality (which include both
self-interest, emotional and cooperative motivations) as a
criterion for making a choice between obeying or violating
norms will be explored.

• How to built agents capable of implementing norms
within uncertain environments?

On the other hand, this second question implies the consid-
eration of the norm implementation within real scenarios.
In this sense, traditional models of norm implementation
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have been built assuming the existence of a shared real-
ity which is certainly observed by agents. However, in real
scenarios agents interact within an uncertain environment.
In this sense, the uncertain environment implies a drastic
evolution of the determination of norm violations. Up to
the moment, sound norm violations have been detected by
observing agent behaviour. Uncertainty about norm viola-
tion is explained by two main reasons: the opacity and lim-
ited knowledge about actions and illocutions performed by
agents; and the existence of subjective conditions of norm vi-
olation due to the ambiguous interpretation of norms. More-
over, norm violations may be caused since agents are either
unaware of the existence of the norm or do not perceive the
discrepancy between the norm and their behaviour. Thus,
norms imply processes for determining if a violation has oc-
curred according to what has been observed by agents.

3. PHD THESIS APPROACH
In my thesis, my aim is to answer the question of the norm

reasoning considering the inherent problematic of uncertain
environments. As a response to this need, I will propose a
normative BDI architecture (or n-BDI for short) [5, 6] in or-
der to allow agents to take pragmatic autonomous decisions
considering the existence of norms. Thus, the n-BDI will in-
clude an explicit representation of norms. These norms will
allow normative desires and intentions to be inferred. Thus
agents may exhibit both normative and non-compliant con-
duct. Rationality, emotionality and coherence will be the
fundamental pillars of the n-BDI agent architecture. More
concretely, rational motivations consider both: self-interest
motivations, which consider the influence of norm compli-
ance and violation on agent’s goals; and the expectations
of being rewarded or sanctioned by others. Non-Rational
factors are related to internalised emotions such as honour
and shame that maintain norms. Finally, coherence theory
[15] will be employed as a criterion for determining which of
these decisions are consistent with the current agent’s men-
tal state and how to build coherent alternatives for these
decisions. In this sense, coherence among actions and goals
will be considered in order to determine feasible plans for
complying or violating norms.

Therefore, the combination of rationality, emotionality
and coherence will allow agents to face the norm compli-
ance dilemma in a more realistic way. Besides that, the nor-
mative reasoning not only implies making a decision about
norm compliance but also being able to detect and react
to violations committed by others. This is one of the main
contributions of my thesis, the consideration of the detec-
tion, reacting and solving norm violations within uncertain
environments. Uncertainty entails complex and significant
difficulties which have not been considered by the previous
proposals. These issues are related to the fact that there
is not fully observability of the interaction performed by
others. In addition, the way in which agents affect in the
environment is imperfect. Thus, they may violate norms un-
consciously. Finally, norms have not an unambiguous inter-
pretation. Thus, violations are not detected by simply eval-
uating the truth value of logical formulas which represent
norms. On the contrary, conflicts among agents about what
is considered as an illicit act may arise. Thus, norms are not
logic formulas but rather agreement processes for reaching
a consensus about the occurrence of norm violations. This
is an original perspective of the norm compliance problem

which has not been deeply considered before by works on the
individual norm reasoning. In my opinion, this question is of
outstanding importance for the success of agent-based soft-
ware solutions for large-scale distributed problems. There-
fore, my thesis I will also be focued on building agents en-
dowed with capabilities for evaluating partners accordingly
to norms from this complex and realistic perspective.
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ABSTRACT
Agents usually encapsulate their principals’ personal data
attributes, which can be disclosed to other agents during
agent interactions, producing a potential loss of privacy.
We propose self-disclosure decision-making mechanisms for
agents to decide whether disclosing personal data attributes
to other agents is acceptable or not. Moreover, we also pro-
pose secure agent infrastructures to protect the information
that agents decide to disclose from undesired accesses.
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1. INTRODUCTION
Nowadays, in the era of global connectivity (everything

is inter-connected anytime and everywhere) with almost 2
billion users with connection to the Internet as of 20101,
privacy is of great concern. Recent studies show that only
8% of users are unconcerned about privacy [9]. Moreover,
almost 95% of web users admitted they have declined to
provide personal information to web sites at one time or
another when asked [3].

2. MOTIVATION
Autonomous agents play a crucial role to safeguard and

preserve their principals’ privacy. This is because agents
encapsulate personal information of their principal [1]. They
usually have a detailed profile of their principal’s names,
preferences, roles in organizations and institutions, location,
transactions performed, and other personal information.

1http://www.internetworldstats.com/stats.htm
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Westin [8] defined privacy as a “personal adjustment pro-
cess” in which individuals balance “the desire for privacy
with the desire for disclosure and communication”. Westin
proposed his definition for privacy long before the explo-
sive growth of the Internet. We consider that it also applies
to autonomous agents that engage in online interactions.
Agents carry out interactions on behalf of their owners so
that they usually exchange personal information of their
principals. This may raise privacy concerns, because this
exchange of personal information can produce a potential
loss of privacy. Thus, agents need self-disclosure decision-
making mechanisms to decide whether disclosing personal
data attributes to other agents is acceptable or not. Once
an agent has decided which information to disclose to what
other agent, this information should be protected from un-
desired accesses. This includes the ability of disclosing infor-
mation about their principals without disclosing their prin-
cipals’ identities if they decide so.

3. CONTRIBUTIONS

3.1 Self-disclosure Decision Making
Current self-disclosure decision-making mechanisms are

based on the privacy-utility tradeoff ([4]). This tradeoff con-
siders the direct benefit of disclosing personal information
and the privacy loss it may cause; for instance, the tradeoff
between the reduction in time to perform an online search
when personal information (e.g. geographical location) is
given and the privacy loss due to such disclosure [4].

There are many cases where the direct benefit of disclos-
ing personal information is not known in advance. This is
the case in human relationships, where the disclosure of per-
sonal information in fact plays a crucial role in the building
of these relationships [2]. These relationships may or may
not eventually report a direct benefit for an individual. For
instance, a close friend tells you what party he voted for.
He may disclose this information without knowing (or ex-
pecting) the future gain in utility this may cause. Indeed, it
might not report him any benefit ever.

We propose a self-disclosure decision-making model based
on intimacy and privacy measures to deal with these situa-
tions [7]. Our model considers psychological findings regard-
ing how humans disclose personal information in the build-
ing of their relationships, such as the well-studied disclosure
reciprocity phenomenon [2]. This phenomenon is based on
the fact that one person’s disclosure encourages the disclo-
sure of the other person in the interaction, which in turn,
encourages more disclosures from the first person.
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Intimacy accounts for the information gain of all the mes-
sages received from another agent. Privacy accounts for the
information loss caused by sending a message valuated with
the sensitivity of the information disclosed. Agents may
choose to disclose information that maximizes the estimation
of the increase in intimacy while at the same time minimiz-
ing the privacy loss. Moreover, they consider how balanced
their relationships are, i.e., they may decide not to perform
disclosures to agents that do not reciprocate them with more
disclosures (following the reciprocity phenomenon).

3.2 Secure Agent Platform
Once an agent has decided which information to disclose

to which other agent, this information must be protected
from accesses from any other third parties different from
the agent to which the information is directed to. This in-
cludes parties from their local computer and network but
also different locations, even across the Internet. We con-
tribute a secure Agent Platform (AP) that allow agents to
interact to each other in a secure fashion [5]. To this aim,
our secure AP provides authorization mechanisms based on
mandatory access control (agents are confined to access a
subset of their principals’ permissions), and encryption and
decryption of messages exchanged based on Kerberos2.

Moreover, our secure AP allows agents to authenticate
to each other without disclosing their principals’ identities.
Agents have their own identities that act as pseudonyms
for their principals. Our secure Agent Platform keeps track
of the association between principal and agent identities.
Therefore, principal identities can be obtained for account-
ability concerns, such as law enforcement.

3.3 Privacy-enhancing Agent Identity Manage-
ment

Our secure AP keeps track of the agent’s principal identity
and its association to the agent identity. Thus, the AP itself
can be a privacy threat for the principals running agents
on top of it. Moreover, agents need to selectively disclose
personal data attributes in their identity to other agents
following our proposed self-disclosure decision making. This
includes the necessity of allowing more than one identity
per agent to be used in different disclosures (or different
contexts). Thus, different disclosures (in possible different
contexts) can remain unlinkable to each other if desired.

We propose an Identity Management Model for Multia-
gent Systems to enhance the privacy of agent’s principals
[6]. Our model is based on current Privacy-enhancing Iden-
tity Management Systems and uses partial identities as a
key concept for identifying entities (agents and principals).
In a nutshell and informally speaking, a partial identity can
be seen as a pseudonym and a set of attributes attached to
it. Our model allow agents to have multiple partial identi-
ties and define access control rights for other agents to the
attributes in them. Agents can define these rights based on
our self-disclosure decision-making model.

In Privacy-enhancing Identity Management Systems, par-
tial identities are issued by Identity Providers (IdPs). In
our model, agents must provide their principal’s identity, or
an existing partial identity to obtain new partial identities.
IdPs do not make this association publicly known, but can
disclose it if required by a court. Agents can register in an

2http://web.mit.edu/kerberos/

AP using a partial identity. Therefore, agent identity man-
agement is decoupled from the system where identities are
used, increasing the privacy of principals.

4. FUTURE WORK
We claim that agents following our self-disclosure decision-

making model lose less privacy than agents that do not use
them when disclosing personal information to other agents.
We now want to prove this claim experimentally. To this
aim, we are performing experiments comparing agents us-
ing these self-disclosure decision-making mechanisms with
privacy unconcerned agents that do not use them. We con-
sider environments in which there are different percents of
malicious agents, from 0% to 100% of malicious agents. We
consider malicious agents to be agents that are only inter-
ested in obtaining information from other agents without
increasing intimacy, i.e., they do not provide information
about themselves or if they do, they lie about themselves.

We are also exploring strategies for agents not to be sin-
cere when disclosing a PDA. This could be useful once these
agents detect that they are interacting with malicious agents.
They could choose to keep on disclosing PDAs while being
insincere instead of not disclosing any other PDA to such
malicious agents. Thus, using such strategies agents would
be able to lie to liars.
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ABSTRACT 

Software agents try to achieve the goals of roles that they have in 

an environment. It is supposed that the dynamic structure of role 

based agents can be connected with updatable domain ontologies 

of the environment. Ontology evolution can cause the update of 

agent behaviors or access restrictions to ontological elements. So 

regulation for the agent behaviors may be needed. Our motivation 

is to create a suitable policy model for agents, environments and 

organizations when ontologies in the environment can change.        

Categories and Subject Descriptors 

I.2.11 [Distributed Artificial Intelligence]: Multiagent systems 

General Terms 

Design, Security 

Keywords 

Policy, ontology, multi-agent system environment 

1. INTRODUCTION 
Ontological changes in an agent’s knowledgebase or environment 

is an encountered issue while developing a multi-agent system. 

After perception of ontological changes by role based agents (or 

environment), suitable behaviors should be assigned to the role 

based agents in multi-agent system scenarios. For example, while 

an agent playing a role is executing a plan according to the 

individuals in its accessed ontologies, changing individuals can 

lead changes of the agent behavior or the agent can’t achieve an 

action that is fulfilled before. If we focus on environmental point 

of view, policy rules in an environment are combined structure of 

the role ontology, domain ontology and change metadata ontology 

in our approach. These rules implemented for the environment 

should be executed to maintain the role playing agents lifecycle. 

When ontological changes are observed by related artifacts, these 

changes should be informed to environmental policy manager for 

regulating role based agent behaviors. From the organizational 

perspective, there should be a rule meta definition that is designed 

to regulate agent-based, environmental and organizational aspects.  

2. ROLE BASED AGENT POLICY RULES 

FOR ONTOLOGICAL CHANGES 
Based on changing ontologies, role based agents should also 

change the plans and the accessed resources. For the regulation of 

agent behavior, tracing of ontology changes and application of 

formal policy rules have to be carried out. 

OWLdiff [2] is a project to compare and merge two ontologies 

developed using OWL API. It detects ontological updates by 

different units of the system and manages merging simultaneous 

updates. Pellet reasoner supports OWLdiff to control whether two 

ontologies are semantically same. In this work, our goal is to 

understand if role based agent can perform its task after the 

change of role related ontological data.  

To realize our goal, changing ontologies are loaded and compared 

by OWLdiff and OWL API based basic structures (like 

rdfs:subClassOf, rdf:type) that have been transformed to Jena API 

to be reasoned using SPARQL language based constructs. In our 

approach subclass relations have been changed between roles and 

individuals. After changing individuals, related roles are tested if 

they still perform their operation correctly. Our rules have been 

reasoned by ARQ, a SPARQL engine, with queries appropriate to 

our rules similar to [3].  

3. ENVIRONMENT PERSPECTIVE FOR 

ROLE BASED POLICY RULES 
CartAgO [4] is a framework to program virtual environments for 

multi-agent systems. [4] defines artifacts to use resources during 

the common activities between agents themselves and 

agents/environment.  

In Figure 1, the interaction between agent and environment has 

been shown according to changing ontologies. There are two 

kinds of initialization phases in the environment as Environment 

Initialization and Agent Initialization:  

Environment Initialization: Environment has to be initialized for 

using policy rules to react ontological changes. So artifacts for 

possible changing constructs of domain ontologies are created. 

Metadata knowledge of changeable entities have been defined by 

an extension [5] of Ontology Metadata Vocabulary [6]. Change 

Detection Manager manages the artifact changes to inform 

Environment Policy Manager.  
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Role Ontology includes role definitions and static separation of 

duty (SSD) constraints. Static separation of duty constraints cause 

an agent to own non-conflicting roles. Role and SSD information 

are transferred to Environment Policy Manager after transformed 

to CartAgO policy constructs.    

Agent Initialization: When an agent wants to act in the 

environment, firstly it accesses the Role Ontology to achieve its 

goals. It obtains the related roles with the help of SSD constraints. 

Played roles by the agents have been registered to Role Facilitator 

as CartAgO role entities. A Role Server which includes 

authentication process of agents has been considered as a future 

work.   

After initialization processes, when a change in an ontology have 

been noticed, Change Detection Manager informs the related 

artifact change to Environment Policy Manager. Environment 

Policy Manager keeps policy rules as <Role.Goal, Condition, 

Action, Role.Goal>. By this way, if a condition that causes the 

change of a goal is observed, Action informs the role based agents 

which have been registered to Role Facilitator about ontological 

access or goal update. 

Figure 1. Policy based approach to environment for changing 

ontologies 

During the adaptation process of role and RBAC formalisms to an 

environment, policy artifact definitions have been used. For 

example, when a role including a policy has been played by an 

agent, policy artifact has to gain AlwaysAllowUse right of 

CartAgO to access different artifacts or resources in the 

environment. In a more complex condition, using an 

AlwaysAllowLinkPolicy right can provide us to use different 

policy artifacts of a role based agent together.  

4. ORGANIZATION PERSPECTIVE FOR 

ROLE BASED POLICY RULES 
Role based agents which achieve their goals by the help of 

ontologies are related with the organizational rules and goals. 

While the organizational goals and rules have been executed by 

an agent, policy rules also have to be taken into consideration.  

In Figure 2, an organization diagram including security package 

has been shown. Semantic Security Rule defined in Figure 1 has 

been extending Rule concept of organization. When Security Goal 

needs using more than one artifact of the environment that 

organization operates, Security Tasks that own Semantic Security 

Rule definitions have been operated by Security Goal. Before 

Security Goal divides its goals to subtasks and rules, tasks have to 

be determined whether security requirements are System Specific 

Requirement or Agent Specific Requirement. According to these 

requirements, Security Goal of the role detects which Security 

Tasks it will operate. When Security Goal has been loaded by the 

Role in the Organization, the agent can fulfill its goals and it 

complies with the rules according to Security Goal definitions. 

Figure 2. Organization structure including policy constructs 

As a future work, there should be defined a model which maps 

ontological Role definitions and Role class of CartAgO to run 

environmental and organizational scenarios.    
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ABSTRACT
This thesis investigates whether incorporating ideas from
human decision-making in computer algorithms may help
improve agents’ decision-making performance, as either in-
dependent actors or in collaboration with humans. For in-
dependent actors, psychological cognitive appraisal theories
of emotion are used to develop a lightweight algorithm that
dynamically re-prioritizes their goals to direct their atten-
tion. In experiments in quickly changing and highly uncer-
tain domains these agents are shown to perform as well as
agents that compute expensive optimal solutions, and ex-
hibit robustness with respect to the parameters of the en-
vironment. For agents interacting with humans, it is in-
vestigated whether expressing emotions has the ability to
convey traits like trustworthiness and skill, and whether the
appropriate emotional expression can help forge mutually
beneficial relationships with the human. Finally, the the-
ory of reasoning patterns [7] is leveraged to analyze games
and make it possible to answer questions about a system’s
strategic behavior without having to compute an expensive,
precise solution. This theory is also employed to the gen-
erate advice for human decision-makers in complex games.
This advice has been experimentally shown to improve their
decision-making performance.

Categories and Subject Descriptors
I.2 [Artificial Intelligence]: Miscellaneous

General Terms
PhD thesis extended abstract, reasoning patterns, emotions,
decision-making

Keywords
reasoning patterns, Bayesian games, game theory, emotions,
decision-making, PhD thesis abstract

1. INTRODUCTION
Computer systems are being extensively used for decision-

making in a variety of environments. Financial investments,
military operations, auctions, prediction markets, scientific

Cite as: Human Factors in Computer Decision-Making (extended
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Yolum, Tumer, Stone and Sonenberg (eds.), May, 2–6, 2011, Taipei, Tai-
wan, pp. 1337-1338.
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Multiagent Systems (www.ifaamas.org). All rights reserved.

research and even digital entertainment heavily leverage ar-
tificial agents that perform computations and make deci-
sions. In such systems humans are sometimes engaged in
the decision-making process. Depending on the nature of
this engagement, we can distinguish two types of systems:
Agents in the first type act independently and without the
need to interact with a human on a regular basis, if at all.
In these cases, the decision-making algorithm lays entirely
“within the agent.” It aims to determine a course of action
for the agent based on its preferences, goals and observa-
tions. The second type of agents is required to interact (ne-
gotiate, collaborate with, or assist) humans in carrying out
their tasks. In doing so, the agent may also reason about
the way humans make their decisions, their preferences and
the way they might react, emotionally and cognitively, to
its own behavior. An agent can of course be of both types,
having to both make decisions autonomously and interact
with humans.

Humans have been shown to leverage a variety of cog-
nitive techniques, computational shortcuts and psychologi-
cal/emotional components to make their decisions [?]. On
the other hand, computer decision-making techniques do not
as of yet incorporate an analogue of these emotion-based or
cognitive techniques; it is an open question whether adding
such capabilities would improve computer decision-making.
It must here be noted that these methods used by humans
are not necessarily “inferior” to the game-theoretic or logical
reasoning frequently used by computers [6]. In particular,
in quickly changing or highly uncertain environments the
costly computation of optimal solutions may be less use-
ful than quickly adapting to changes in the environment.
Furthermore, when computers need to communicate with
humans, the effectiveness of such interactions may be im-
proved by providing the agents with the appropriate emo-
tional expression and the ability to interpret and predict the
humans’ emotional responses and inferences. Below the con-
tributions, realized and expected, to both types of decision-
making agents are described.

2. HUMAN DECISION-MAKING FOR IN-
DEPENDENT ACTORS

Independent actors need to make decisions autonomously,
often in complex environments. However, real-world envi-
ronments exhibit a prohibitively large number of states and
complex interactions among the various agents, rendering
optimal strategies impossible to compute and necessitat-
ing the use of heuristics. However, there is no principled
methodology to generate heuristics in generic domains. I
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have developed such a methodology by using cognitive ap-
praisal theories of emotion. Emotions, under these theories,
are cognitive reactions to particular interpretations of how
perceived stimuli (observations) might influence the agent’s
goals. For instance, the emotion of “fear” is a reaction to
a significant goal being perceived as coming under threat;
fear then motivates behaviors geared toward protecting that
goal (in animals, these behaviors might involve fleeing or
adopting a defensive stance). In my architecture, agents are
assumed to have goals, and each goal is associated with a
priority level. At every point in time, agents are perform-
ing actions geared towards achieving higher-priority goals.
Agents are also equipped with the ability to interpret the in-
formation they receive, assessing whether each of their goals
is assisted or obstructed by new developments seen in the
world. Artificial emotions are elicited in accordance with
cognitive appraisal theories and change the goals’ relative
priority levels. Thus, the agent is switching its “attention”
to the goals that its emotions are promoting as most signif-
icant. In simulations I am showing that agents using this
lightweight, emotion-based heuristic methodology perform
as well as agents that compute expensive solution concepts,
and even perform reasonably well in domains for which op-
timal solutions are impossible to compute. Among the do-
mains examined are restless bandits (an extension of multi-
armed bandits), and foraging environments. The emotion-
based agents have been compared against indexing policies,
MDP solutions, as well as other, non-emotion-based heuris-
tics in terms of the utility obtained, the amount of experi-
ence required to get the agent to an acceptable performance
level, and the robustness of its performance with respect to
the parameter values chosen in its algorithms.

3. HUMAN DECISION-MAKING FOR IN-
TERACTING AGENTS

Agents interacting with humans are faced with not just
the problems of effective, adaptive decision-making, but also
with understanding and influencing the decision-making strate-
gies of their human partners. For instance, agents negoti-
ating with humans over the division of resources are able
to secure better outcomes for themselves by understanding
the socio-cognitive and emotional functions of their human
opponents [8]. My work in this domain investigates whether
emotion expressed by the agents may cause humans to per-
ceive “traits” in the agent, such as trustworthiness, hon-
esty, or skill. Furthermore, humans have been shown to de-
velop “relationships” with the computers they interact with,
treating them as social agents [5]. This thesis researches
whether good, stable relationships can elicit better perfor-
mance from both parties. This increased performance may
manifest as reaching decisions quicker, making fewer mis-
takes, and maintaining repeated interactions even in the
presence of errors due to the trust levels between the two
parties. It is examined whether an agent generating “ap-
propriate” emotional responses in its interaction with the
human can assist the formation of such good relationships.
If so, agents designed with the appropriate emotional ex-
pressions might enjoy a comparative advantage other agents
in a market in which they compete for the humans’ business.

Finally, in some domains humans are using computers
to explore their options and understand the consequences
of their decisions, but would prefer to retain the final call

and the responsibility for their choices. In these settings,
the computer needs to be able not just to compute a well-
performing course of action, but also explain and justify it
to the human. To this end, I have used the theory of rea-
soning patterns [7] to generate advice for human decision-
makers. This theory exposes the reasons that make a par-
ticular strategy “good” in terms of its effects on the utility of
the agents and the information flow within the game, thus
offering explanations that are easy to understand by human
decision-makers. To test whether this theory can be used
for generating decision-making advice, I have used human
subjects that played a repeated, private-information game
whose size did not allow for easy computation of an opti-
mal solution (Bayes-Nash equilibrium). Furthermore, this
game had multiple equilibria, and thus it was not obvious
which one should be suggested to the human. Large size,
private information and the existence of multiple equilibria
are all features shared by many real-world problems. To ad-
dress this problem, I developed a polynomial algorithm to
identify the reasoning patterns [1], and gave the human an
explanation of each pattern (e.g., “by doing this action, the
other player will infer that you are of this type”) as well as
a heuristic quantification of its effects in terms of the utility
obtained. Human players who received such advice outper-
formed those who did not [2]. To address more complex
games, such as Bayesian games without a common prior, I
extended the theory of reasoning patterns [4]. Moreover, I
developed a novel concise graphical representation for such
games [3], which allows reasoning patterns to be identified
graphically in polynomial time. The extended theory has
been used to answer questions of strategic relevance (such
as “would player i want to lie to player j?”) without having
to solve the game. This enables the modeler of a system
to predict or anticipate the behavior of agents by simply
looking at the game’s structure and running a lightweight
analysis algorithm, without having to consider their behav-
ior in detail, or even make restrictive assumptions about
their rationality and decision-making algorithms.
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ABSTRACT
Security of systems and information has always been a chal-
lenge to organisations and industries. Many technical so-
lutions including firewalls, encryption and anti-virus soft-
ware have been used, yet security still remains a problem.
These security solutions failures are largely due to the fact
that as systems become more complex, a lot of interaction
is involved between various actors. Some of these interac-
tions usually leave room for security vulnerabilities which
are simply not accounted for by the technical security solu-
tions: there are just too many possibilities.

My research is focused on this aspect of organisational
security. The proposed approach to this involves the moni-
toring of events for traces of behaviours that may eventually
circumvent the security regulations of the organisation. The
methodology includes organisational modeling and simula-
tion of self monitoring agents using a normative framework.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Multiagent Systems

General Terms
Security, Multi-agent Systems

Keywords
Multi Agents Systems, Security, Organisational Modeling,
Institutions

1. INTRODUCTION
Security in large, heterogeneous distributed systems has

faced with many challenges due to the increased richness and
complexity of interconnections between systems and the in-
teractions between subsystems. Security research — and the
solutions provided — have been largely focused on techni-
cal issues such firewalls, encryption and anti-virus software.
While these solutions have been implemented, they have not
been able to deliver the desired level of security [2]. This
concern has drawn the attention of researchers in the se-
curity domain who have identified issues including human
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factors [7] and lack of early identification and integration
of security requirements in systems development [5]. With
the widespread of application of software systems and their
usage in almost every part of human life, security of such
systems is no longer a mono-dimensional technical issue but
a multi-dimensional challenge that encompasses technology,
people, and processes. The research literature abounds with
advocations for the consideration of security from the early
stages and throughout the software development life cycle.
There is therefore the need to develop mechanisms that sup-
port the analysis of these dimensions of security threats.

Organizations are made up of individual human actors
who interact with each other and with various organizational
resources such as information and data as they carry out
their duties. As such, they have the tendency to exhibit
behaviours that may circumvent the security efforts of such
organizations, for practicality and convenience more than
malice. Such behaviours are difficult to elicit during design
and so constitute a major source of security vulnerabilities
that become evident at run time. This research aims to
• Use security misuse cases to analyse the static security

properties of a system. This will help system develop-
ers understand the nature of security threats to expect
in the system thereby enabling them set up appropri-
ate mitigation mechanisms.
• Model such organisations as a multi-agent system and

use event monitoring connected to a normative frame-
work to identify security vulnerabilities in practice.
Events initiated by actors will be monitored and anal-
ysed for the presence or absence of traces of anomalous
behaviours that may or may not lead to violation of
security policies. This strategy of monitoring events
should help in the early detection and eventual pre-
vention of security breaches within the organisation.

2. RELATED WORK
Event monitoring has been widely used in intrusion de-

tection and prevention systems where an intrusion detection
system gathers and analyzes information from various areas
within a computer or a network to identify possible secu-
rity breaches. Patcha and Park [6] summarised intrusion
detection as the act of detecting actions that attempt to
compromise the confidentiality, integrity or availability of
a system/network. An intrusion detection system is capa-
ble of detecting all types of malicious network traffic and
computer usage. The network packets that are collected
are analyzed for rule violations by a pattern recognition al-
gorithm. When rule violations are detected, the intrusion
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detection system alerts the administrator. This approach
has been applied to solving various levels of computer net-
work security problems [6, 4]). Event monitoring has also
been used in process mining [8], where events are monitored,
logged, and analysed for the purpose of improving business
processes. These approaches require the existence of sepa-
rate monitoring and analysis entities. However, we are using
the approach in a dynamic way to address the problem of
eliciting security threats that are due to the vulnerabilities
that arise as a result of the interaction between the various
actors in a system.

Misuse Cases document conscious and active opposition
in the form of a goal that a hostile agent intends to achieve,
but which the organization perceives as detrimental to some
of its goals. A Misuse Case and its hostile agent implies a
dynamic and intelligent pattern of threats, not just the sin-
gle threatening goal that is actually named. Misuse cases
therefore, concentrate on interactions between the applica-
tion and its misusers (e.g., cracker or disgruntled employee)
who seek to violate its security. It allows for the analysis
of security threats from the view of the attacker. Because
the success criteria for a misuse case is a successful attack
against an application, misuse cases are highly effective ways
of analyzing security threats [3].

3. SOLUTION APPROACH
The model consist of a world model, (potentially several)

institutional frameworks, and agents. It is based on the no-
tion of observable events that capture the notion of physical
world events and institutional events that only have mean-
ing within a given social context. Institutional events are
not observable, but are created through Conventional Gen-
eration, whereby an event in one context Counts As the
occurrence of another event in a second context. Taking the
physical world as the first context and by defining conditions
in terms of states, institutional events may be created that
count as the presence of states or the occurrence of events in
the institutional world. Thus, an institution is modelled as a
set of states that evolve over time subject to the occurrence
of events, where an institutional state is a set of institutional
fluents that are considered true at some instant.

From this approach, institutional frameworks provide a
mechanism to capture and reason about ”correct”and ”incor-
rect”behaviour within a certain context, which in this case is
security. The definition of norms here is taken to include se-
curity rules and policies. The participants of our normative
framework are governed by security rules and policies speci-
fied in the norm. The framework monitors the permissions,
empowerment and obligations of their participants and gen-
erate violations when norms are not adhered to. Informa-
tion of the norms and the effects of participants actions is
stored in the state of the framework. The constant change
of the state over time as a result of these actions provides
participants information about each others behaviour. This
follows from the concept that ”little” facts collected about
events/actions over time may eventually lead to ”big” facts
that reveal vital information about a participant’s behaviour
i.e conformance to or violation of security rules.

Security is, and always will, be a major concern in any
IT infrastructure. However, what makes smart grid secu-
rity issues more daunting is the pervasive and massive de-
ployment of networked smart meters and other IT-enabled
components. Also, there are other business solutions that

will emerge such as the integration of various business-to-
business (B2B) and business-to-consumer (B2C) smart net-
works. This will result in a lot of interaction taking place
between and within different domains of the energy grid,
hence a huge amount of information flowing within the grid,
including customers’ private information. The distributed
nature of the smart grid, and the intelligent autonomous
behaviour expected of it, naturally lend itself to multi-agent
methodology [9]. However, no research has directly ad-
dressed security issues. We have chose to use the NISTIR
7628 guideline for smart grid cyber security [1], to provide
the scenario for evaluating our proposed model.

4. FUTURE PLANS
My aim is to develop a methodology for formalising and

analysing security threats in systems and tools for analysing
security vulnerabilities in an organisation arising from in-
teractions between actors. To test this, I will use scenarios
from the publicly available NIST specification for smart grid
security to develop misuse cases and organisational models.
The misuse cases will specify potential misuses that can re-
sult in (information) security breaches, while the organisa-
tional model will specify and validate the dependencies be-
tween actors. My research timeline is 1. organizational mod-
elling with Operetta (3 months) 2. evaluation of the organi-
zational models using agent-based simulation in Jason and
Agentscape (9 months) 3. development of behaviour moni-
toring tool (6 months) 4. scaling up simulation (in parallel)
5. writing up (6 months). The most significant research
challenge I foresee is how to express security misuse goals
with multiple subgoals in terms of norms and how they may
properly influence agent behaviour.
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ABSTRACT
Agents have different interests and desires. Agents also
hold different beliefs and assumptions. To accomplish tasks
jointly, agents need to better convey information between
each other and facilitate fair negotiations. In this thesis,
we investigate agent dialogue systems developed with the
Assumption-Based Argumentation (ABA) framework. In
our system, agents represent their beliefs and desires in
ABA. Information is exchanged via ABA arguments through
dialogues. Main contributions include (1) understanding
the connection between dialogues and argumentation frame-
works and (2) applying argumentation dialogues in various
agent applications.

Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous

General Terms
Algorithms

Keywords
Argumentation, Collective Decision Making

1. INTRODUCTION
Complex multi-agent systems are composed of heteroge-

neous agents with different beliefs and desires. Agents usu-
ally perform tasks in a joint manner to promote higher com-
mon welfare. However, various issues exist in agent inter-
action. For instance, agents reason with different assump-
tions to fill gaps in their beliefs. Since some assumptions
may be incorrect, agents may be misinformed and decide
on incompatable actions that lead to conflicts. Moreover,
even if agents share the same information, they may still
reach different decisions as they have different desires. We
study dialogue systems that better communicate informa-
tion among agents. We construct a generic dialogue system
that contributes to the elimination of misunderstanding be-
tween agents. The dialogue system also helps agents to com-
municate and fulfill their desires.

Cite as: Agent Dialogues and Argumentation (Extended Abstract), Xi-
uyi Fan,Proc. of 10th Int. Conf. on Autonomous Agents and
Multiagent Systems (AAMAS 2011), Tumer, Yolum, Sonenberg
and Stone (eds.), May, 2–6, 2011, Taipei, Taiwan, pp. 1341-1342.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

We use Assumption-Based Argumentation (ABA) [2] to
represent agent beliefs and desires. ABA is a general-purpose,
widely applicable form of argumentation where arguments
are built from rules and supported by assumptions, and at-
tacks against arguments are directed at the assumptions sup-
porting the arguments, and are provided by arguments for
the contraries of their assumptions. With well defined ar-
guments and attacks, argumentation semantics, such as ad-
missibility, can be defined in ABA, where an argument is
admissible if it does not attack itself and attacks all argu-
ments attacking it.

In this setting, we study how agreement can be reached
by using information from multiple ABA frameworks (which
agents are equipped with). We study how information cap-
tured in ABA frameworks can be communicated through di-
alogues and analyse the relation between dialogue outcomes
and argumentation semantics.

2. MOTIVATING EXAMPLE
Imagine a scenario such as the following. Two agents,

Jenny (J) and Amy (A), are planning a film night together
and want to agree on a movie to watch. The agreement is
reached through a dialogue, as follows:

J: Let’s see if Terminator is a good movie to
watch.
A: OK.
J: I would like to watch a movie that is fun and
has a good screening time.
A: OK.
J: To me, a movie is fun if it is an action movie.
A: OK.
J: And, Terminator is an action movie.
A: OK.
J: I also believe Terminator starts at the right
time.
A: Are you sure it is not going to be too late?
J: Why?
A: I don’t know. I am just afraid so.
J: It won’t be too late if it finishes by 10 o’clock.
A: I see. Indeed, Terminator finishes by 10 o’clock.
J: OK.
A: OK.

In this example, Jenny succeeds in persuading Amy to watch
the movie she proposes. Amy had the opportunity to dis-
agree and challenge Jenny, but Jenny managed to produce a
compelling argument. In our framework, Jenny’s argument
for watchMovie(Terminator) can be seen in Figure 1; and
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Figure 1: Jenny’s argument about watching Termi-
nator.

〈J, A, 0, clm(watchMovie(t)), 1〉
〈A, J, 0, π, 2〉
〈J, A, 1, rl(watchMovie(t)← fun(t), screenTime(t)), 3〉
〈A, J, 0, π, 4〉
〈J, A, 3, rl(fun(t)← actionMovie(t)), 5〉
〈A, J, 0, π, 6〉
〈J, A, 5, rl(actionMovie(t)), 7〉
〈A, J, 0, π, 8〉
〈J, A, 3, asm(screenTime(t)), 9〉
〈A, J, 9, ctr(screenTime(t), late(t)), 10〉
〈J, A, 0, π, 11〉
〈A, J, 10, asm(late(t)), 12〉
〈J, A, 12, ctr(late(t), finishbyTen(t)), 13〉
〈A, J, 13, rl(finishbyTen(t)), 14〉
〈J, A, 0, π, 15〉
〈A, J, 0, π, 16〉

Table 1: Example Dialogue between Two Agents.

the dialogue is represented in Table 11.

3. METHODOLOGY
To realize the argumentation dialogue presented in our

example, we develop a novel formal modelling of dialogues
using ABA. In our dialogue model, agents can utter claims
(to be debated), rules, assumptions and contraries. Thus, di-
alogues “build”shared ABA frameworks between the agents.
Various forms of reasoning can then be performed over the
ABA frameworks drawn from dialogues.

As illustrated in Table 1, a dialogue, Da1
a2 (s), between two

agents a1 and a2 for a claim s is a finite sequence of ut-
terances of the form 〈 ai, aj , InReply, C, ID 〉, i, j = 1, 2,
i 6= j, in which ai is the agent making the utterance and aj is
the agent receiving the utterance, InReply is the ID of the
target utterance, C is the content and ID is the identifier2.
In Dai

aj
(s), ai is the agent that makes the first utterance. In

an utterance, the content is one of the following: (1) the
claim, clm( )3, (2) a rule, rl( ), (3) an assumption, asm( )
(4) a contrary ctr( ), and (5) a special symbol π that repre-
sents pass. For two utterances ui and uj , if the ID in ui is
the InReply in uj , then uj is related to ui such that one of
the two cases holds (1) the content of ui, Ci, is the parent
of the content of uj , Cj , in an argument; or (2) Ci is an
assumption and Cj introduces a contrary of Ci. A dialogue
completes by both agents uttering π consecutively.

The dialogue model is given in terms of (various kinds
of) legal-move functions and outcome functions. Legal-move

1t stands for Terminator.
2In Table 1, a1 is J and a2 is A.
3 stands for an an anonymous variable as in Prolog.

functions determine what utterances agents can make during
a dialogue, whereas outcome functions determine whether a
dialogue has been successful. These functions are defined
in terms of dialectical trees underlying the dialogues (and
implicitly constructed during them).

To prove soundness of our approach, we connect our di-
alogue model with the admissibility semantics for ABA. In
particular, we prove that by constructing a joint ABA frame-
work through a dialogue, the claim of a successful dialogue
is supported by a set of admissible arguments within the
joint ABA framework. Furthermore, this set of arguments
is identified during the dialogue. This result relies upon a
correspondence between dialectical trees and the concrete
dispute trees introduced in [1].

The ABA framework drawn from the example dialogue is:

Rules:
watchMovie(X) ← funMovie(X), screenTime(X)
funMovie(X) ← actionMovie(X)
actionMovie(Terminator)
finishbyTen(Terminator)
Assumptions:
screenTime(X)
late(X)
Contraries:
C(screenTime(X)) = late(X)
C(late(X)) = finishbyTen(X)

It can be seen that watchMovie(Terminator) is supported
by an argument in an admissible set with respect to the
above ABA framework. This corresponds to Jenny hav-
ing persuaded Amy, in that no objections have been raised
that could not be addressed, and Jenny’s view point is non-
contradictory. Hence we conclude that the dialogue pre-
sented in Table 1 is successful.

Our dialogue model is generic in that it does not focus
on any particular dialogue type, e.g. information seeking,
persuasion or negotiation. In the example, we demonstrate
persuasion as an application of our model. In [3] we demon-
strate conflict resolution as another application.

4. CONCLUSION
In this thesis, we investigate argumentation dialogues.

The main contribution of this thesis are (1) a generic for-
mal model for ABA-based dialogues; (2) an investigation
of dialogue and argumentation semantics; and (3) dialogue
applications such as conflict resolution and persuasion.

Future work includes investigation of some other argu-
mentation semantics, such as the ideal semantics, and fur-
ther investigation on properties of various dialogue types,
including information seeking and negotiation.
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1. INTRODUCTION
Pathfinding is an important underlying task for many au-

tonomous agents. Abstracting the environment into a navi-
gation graph (e.g., a grid map) enables a mobile unit to plan
its path to goal using heuristic search. For example, an A*
search finds an optimal path. With multiple units moving
simultaneously inside a shared space, the goal is to navigate
each unit to its target without colliding into static obstacles
or other units. This problem is much harder. Even with-
out motion constraints, finding optimal solutions in a fully
known, two-dimensional environment is NP-complete [1, 6].
With both branching factor and number of states growing
exponentially in the number of units, a centralised search in
the combined state space of all units is intractable in practice
even on relatively small collections of mobile units. However,
problems in applications such as robotics, logistics, military
operations planning, disaster rescue, and computer games
often involve ‘massively’ large numbers of agents.

Traditional multi-agent path planning approaches each
has its particular strengths. Centralised methods preserve
solution optimality and completeness by planning globally,
and sharing information centrally. Decentralised methods
decompose the problem into a series of smaller searches,
which can be much faster, and scale up to much larger
problems. However, each approach also has serious draw-
backs. For instance, the optimality requirement is very
costly in practice. [4] incorporates decentralised planning
for non-interfering subgroups of units (ID) to an improved
centralised planning (OD), and scales much better than a
standard centralised A*. But as reported in the paper, the
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incomplete method, Hca* [3], was solving more units than
OD+ID on the same data set. Furthermore, the problem
instances used in [4] contain at least 2 orders of magni-
tude fewer agents than our experiments in [7, 9]. On the
other hand, decentralised methods such as [3] trade off op-
timality and completeness for scalability and efficiency, but
formal characterizations of their running time, memory re-
quirements, and quality of solutions in the worst case are not
known, and they lack the ability to answer a priori whether
a given problem can be successfully solved.

To bridge a missing link between completeness and tractabil-
ity, some recent work take a bounded suboptimal approach.
[2] introduced a complete method which combined multi-
robot path planning with hierarchical planning on search
graphs with the specific substructures of stacks, halls, cliques
and rings. Bibox [5] solves problems on bi-connected graphs
that have at least 2 unoccupied vertices. But because of the
high density of units in the test problems, Bibox was only
tested up to 400 nodes. In comparison, the Baldur’s Gate
game maps we use1 contain 13765 to 51586 nodes.

My thesis addresses the important issues in multi-agent
pathfinding hand in hand, by providing tractability and com-
pleteness guarantees, as well as being scalable and efficient.
This work assumes a class of cooperative multi-agent pathfind-
ing problems on undirected graphs that were discretized
from fully known, 2-D workspaces containing static obsta-
cles. Units are the same size, and like circular robots, have
no turning constraints. Each unit has distinct start and tar-
get positions. A graph node can be occupied by exactly
one unit at a time. Units move synchronously to the next
unoccupied node per time step. Moving into an adjacent un-
occupied node does not depend on other neighbouring nodes
(unlike making diagonal moves in the grid map setting).

The term massively is used here to contrast the scalabil-
ity of our algorithms, Far [7] and Mapp [8], with previous
state-of-the-art algorithms. Mapp solves 92–99.7% of units
on challenging scenarios with 2000 uniformly randomly gen-
erated units on realistic game grid maps, significantly more
than previous algorithms that were experimented on prob-
lems of 1 to 2 magnitudes fewer units.

2. CONTRIBUTIONS TO DATE
My approach is to decompose the global search into an of-

fline path pre-computation, followed by plan execution with
online conflict resolution. We have developed two algorithms
in this framework: Far [7] and Mapp [8].

1http://users.rsise.anu.edu.au/~cwang/gamemaps
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Aiming at improving computation speed and memory us-
age on large-scale problems, we introduced an efficient search
graph structure inspired by real-life road networks, where
lanes are strictly 1-way to avoid head-to-head collisions. Our
flow annotation restricts movement on a grid map, allowing
only one horizontal and one vertical direction along each row
and column, and alternates between rows and columns. The
Far algorithm runs an independent A* search per unit on
the flow-annotated search graph, then repairs plans locally
and online, using a heuristic procedure to break deadlocks.
Experimental results in [7] show that Far plans faster, uses
less memory, and can often scale up to more units compared
with the recent successful grid map algorithm, Whca* [3].
Even without diagonal moves, the average solution length
ratio between Whca* (with diagonals) and Far is 86%.

While achieving significant speed-up and scalability with
this decentralised approach, the inability to a priori deter-
mine whether a given problem instance can be solved by
our algorithm is a serious drawback. In most real life ap-
plications, it is unacceptable to launch an algorithm with-
out knowing whether it can return a solution, or will fail
by either timing out or first using up all the computing re-
sources. To combine the strengths of (partial) completeness,
tractability, and scalability, we extract information from fea-
tures of the problem instance at hand to design an algorithm
that identifies a tractable subclass of multi-agent pathfind-
ing problems. The original Slideable class has three poly-
nomial time verifiable conditions. 1) alternate connectiv-
ity existence: for every consecutive triple locations along a
path, an alternate path connects the two ends without going
through the middle; 2) a blank (unoccupied location) can be
found in front of each unit in the initial state; 3) targets are
isolated from all other paths. These conditions allow a unit,
blocked on its path to goal, to attempt to bring a blank to
its front by sliding other units along an alternate path. This
blank travelling operation enables units to make progress on
their pre-computed paths, and is at the heart of our Mapp
algorithm. Although incomplete for the general case, Mapp
is guaranteed to solve units that fall into the Slideable class
with time and solutions under low-polynomial bounds [8].

After implementing Mapp and integrating it in the HOG
framework, we evaluated its performance in practice, includ-
ing scalability, completeness range, running time, and solu-
tion quality. The empirical studies, similar to Far, were
done on grid map problems. Experiments were run on the
data set of randomly generated instances used in [7]. The
input maps were 10 of the largest from the game Baldur’s
Gate, with various configurations of obstacles forming rooms,
corridors, and narrow tunnels. We test each map with 100
to 2000 mobile units in increments of 100. Preliminary
results identified Basic Mapp’s key bottlenecks, based on
which we made extensions to enlarge its completeness range,
plus improvements such as reducing unnecessary moves. Ex-
tended Mapp scales significantly better: with 2000 units,
Far solved as few as 17.5%, Whca* solved 12.3% (with
diagonal moves) and 16.7% (without), while Mapp solved
at least 92%. Over the entire data set, enhanced Mapp
solved 98.82% of units, Far solved 81.87%, while 77.84%
and 80.87% are solved by Whca* with and without diago-
nal moves allowed, respectively. Mapp is also competitive
in speed. A summary of these results is reported in [9].

We analyzed the quality of Mapp’s solutions using multi-
ple quality criteria such as total travel distance, makespan,

and sum of actions (including move and wait actions). We
introduced offline and online enhancements that significantly
reduced waiting and congestion, while maintaining Mapp’s
advantages on the previous performance criteria. On aver-
age, the sum of actions is cut to half. The improved Mapp
becomes state-of-the-art in terms of solution quality, being
competitive with Far and Whca*. Comparing the solutions
of all 3 suboptimal algorithms to lower bounds of optimal
values shows they have reasonable quality. For instance,
Mapp’s total travel distance is on average 19% longer than
a lower bound on the optimal value.

3. CONCLUSIONS AND FUTURE PLANS
Suboptimal multi-agent pathfinding algorithms scale well

beyond the capabilities of optimal methods. The Far algo-
rithm traded optimality and completeness for an improved
efficiency, like many other approaches in the literature. Re-
sults demonstrated that Far can be very effective in many
cases. However, as with previous methods, Far has short-
comings of incompleteness, and provides no criteria to dis-
tinguish between problems it can or cannot solve, nor guar-
antees with respect to the running time and the quality of
its computed solutions. Mapp, on the other hand, bridges
the gap between scalability and efficiency in practice with
providing formal completeness guarantees. Providing these
guarantees in multi-agent pathfinding does not pose as strong
a limiting factor as the optimality requirement on problems
that can be solved in practice. Mapp has even better scala-
bility and success ratio than Far and Whca*. In instances
that all 3 algorithms can fully solve, Mapp is also better or
at least as competitive in speed and solution quality.

In future work, we plan to continue to extend the Mapp
algorithm. In particular, some initially non-Slideable units
could become solvable as other units are being solved. We
will explore other possible optimizations, and also investi-
gate a measure of how tightly coupled units are in a large
multi-agent pathfinding problem, and to use it to refine our
theoretical study and to design heuristic enhancements. In
the long term, Mapp can be part of an algorithm portfolio,
since we can cheaply detect when it is guaranteed to solve an
instance. Hence it is also worthwhile to find formal tractable
subclasses of incomplete algorithms such as Far.
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ABSTRACT
Extensive transportation networks have become the economic back-
bone of the modern age. Thus, securing these networks against
the increasing threat of terrorism is of vital importance. However,
protecting critical infrastructure using limited security resources
against intelligent adversaries in the presence of the uncertainty and
complexities of the real-world is a major challenge. While game-
theoretic approaches have been proposed for security domains, tra-
ditional methods cannot scale to realistic problem sizes (up to bil-
lions of action combinations), even in the absence of uncertainty.

My thesis proposes new models and algorithms that have not
only advanced the state of the art in game-theory, but have actually
been successfully deployed in the real-world. For instance, IRIS
has been in use by the Federal Air Marshal Service for scheduling
officers on some international flights since October 2009. My the-
sis contributes to a very new area that uses insights from large-scale
optimization for game-theoretic problems. It represents a success-
ful transition from game-theoretic advancements to real-world ap-
plications that are already in use, and it has opened exciting new
avenues to greatly expand the reach of game theory.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial Intelligence

General Terms
Algorithms, Optimization, Experimentation

Keywords
Game Theory, Bayesian Stackelberg Games, Security

1. INTRODUCTION
Protecting critical infrastructure and targets such as airlines and

airports, historical landmarks, and power generation facilities is a
challenging task for police and security agencies worldwide. The
growing threat of international terrorism has exacerbated this chal-
lenge in recent years. This work studies the problem of protect-
ing transportation networks for airplanes, trains, and buses which
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carry millions of people per day to their destinations, making them
a prime target for terrorists. For example, in 2001, the 9/11 attack
via commercial airliners resulted in $27.2 billion of direct short
term costsas well as a loss of 2,974 lives. The 2008 terrorist attacks
in Mumbai resulted in 195 lives lost and nearly 300 wounded.

Measures for protecting potential target areas include monitor-
ing entrances or inbound roads, checking inbound traffic and pa-
trols aboard transportation vehicles. Stackelberg games have been
used to model the security resource allocation problem [8], how-
ever, the scale of the problem in networked domains makes it chal-
lenging for existing techniques to be applied. For example, the
Federal Air Marshals Service (FAMS) schedule armed officers on-
board passenger aircrafts. The enormity of the challenge faced by
the FAMS can be revealed by a small example: an instance with
100 flights and 10 officers would have more than a billion possible
assignments; in reality, there are an estimated 3,000–4,000 officers
and about 30,000 flights. Another example domain is protecting
urban road networks. In response to the attacks in 2008, the Mum-
bai police have started to schedule a limited number of inspection
checkpoints on the road network throughout the city. They have to
consider millions of combinations of checkpoints along with bil-
lions of paths that the attackers could choose. Additionally, uncer-
tainty in the real-world further increases complexity. For example,
the police may be facing either a well-funded hard-lined terrorist
or criminals from local gangs. These two groups may have entirely
different preferences, and the police may not know what type of
attacker they would be facing on any given day. Similar problems
are faced in other real-world domains as well.

The objective of a Stackelberg solution algorithm is to compute
the allocation of limited security resources to security measures that
maximize the expected utility of the defender under the presence
of domain dependent scheduling constraints when facing an adap-
tive intelligent attacker. A significant limitation of existing solu-
tion methods [1, 8] is that they handle multiple security resources
by enumerating all possible combinations of resource assignments.
This grows combinatorially in the number of resources and the size
of the network, which makes it computationally infeasible to solve
real-world problems, since there may be billions of combinations
in the real-world. Moreover, existing algorithms do not scale-up
in the presence of uncertainty. My work provides newer models
and algorithms specifically designed to handle security challenges
faced in large networked domains.

2. CONTRIBUTIONS
Many security domains involve allocating multiple resources to

cover many potential targets. Such problems are compactly repre-
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sented using security games [5], where only payoffs for successful
and unsuccessful outcomes for both the defender and the attacker
are required. I have developed new models and algorithms to com-
pute optimal defender strategies for these games. In particular, my
contributions are as follows: (i) use insights from large-scale opti-
mization to solve massive security games; (ii) identify and exploit
domain structure; and (iii) provide a new framework for Bayesian
games that is applicable to all Stackelberg solvers.

Use large-scale optimization techniques: Real world prob-
lems, like the FAMS and urban road networks, present billions of
action choices (pure strategies) to both the defender and the at-
tacker. Such large problem instances cannot even be represented
in modern computers, let alone solved using naïve techniques. I
have developed algorithms, ASPEN [2] and RUGGED [3], that use
strategy generation to provide scale-ups in domains with massive
pure strategy spaces. The algorithms start by considering a min-
imal set of pure strategies for both the players (defender and at-
tacker). ‘Useful’ strategies are then generated and added to the
set, until the optimal solution is obtained. ASPEN uses branch and
price, which is a combination of branch and bound and column
generation. It is applicable in domains with massive number of de-
fender actions and few (polynomially many) attacker actions, like
the FAMS domain where the defender can have billions of possible
flight tours but the attacker can only attack the fixed set of flights.
Branch and price is not an “out of the box” approach, and ASPEN
provides a novel master-slave decomposition to facilitate strategy
generation. Additionally, conventional linear relaxation techniques
perform poorly in this domain, and ASPEN uses novel branch and
bound heuristics that improve its performance by orders of magni-
tude [2]. Similarly, RUGGED is designed for domains which have a
massive number of actions for both players, like in urban road net-
work security, and provides novel best-response formulations that
enable strategy generation for both the defender and the attacker.

Exploiting domain structure: The algorithms are designed
to exploit the structure of the underlying network. This also en-
ables them to handle specific scheduling constraints presented by
the domain. For example, the FAMS need to assign flight tours to
every air marshal, where each tour should satisfy the logistical and
spatio-temporal domain constraints. This problem of finding the
optimal defender strategy in the presence of such scheduling con-
straints is NP-hard [6]. ASPEN uses a novel decomposition of the
problem instance into a master problem and a network flow sub-
problem, which allows it to efficiently consider all the scheduling
constraints while generating new strategies. ASPEN is indeed the
first known method for efficiently solving real-world-sized security
games with arbitrary schedules, and forms the core of IRIS, the
scheduling assistant in use by the FAMS since October 2009. Sim-
ilarly, RUGGED also uses a network flow formulation to efficiently
compute best response paths of the attacker.

Handling uncertainty via Bayesian games: The different pref-
erences of different attacker types are modeled through Bayesian
Stackelberg games. Computing the optimal leader strategy in Baye-
sian Stackelberg game is NP-hard [1], and polynomial time algo-
rithms cannot achieve approximation ratios better thanO(types) [7].
I have developed a new technique for solving large Bayesian Stack-
elberg games that decomposes the entire game into many hierar-
chically organized restricted games, which are used to improve the
performance of branch and bound search. The solutions obtained
for the restricted games at the ‘child’ nodes are used to provide:
(i) pruning rules, (ii) tighter bounds, and (iii) efficient branching
heuristics to solve the bigger game at the ‘parent’ node faster. Such
hierarchical techniques have seen little application towards obtain-
ing optimal solutions in Bayesian games, while Stackelberg set-

tings have not seen any application of such hierarchical decompo-
sition. Additionally, these algorithms are naturally designed for
obtaining quality bounded approximations, and provide a further
order of magnitude scale-up without any significant loss in quality.

Real-world Results: Game-theoretic approaches for security
scheduling have been successfully deployed in the real world, with
applications like ARMOR and IRIS in use by the Los Angeles air-
port police and the FAMS since August 2007 and October 2009
respectively [4]. IRIS uses the ASPEN algorithm for scheduling
air marshals on board few international flights; FAMS is indeed
working towards increasing the scope of IRIS towards domestic
and other sectors. Furthermore, game-theoretic software assistants
for other agencies like the Coast Guard and Border Patrol are under
development as well.

3. FUTURE WORK
Thus far, my contributions have been in developing models and

algorithms for massive security games for transportation networks.
In the future, I would like to develop scalable algorithms for more
complex security domains: specifically, for domains with multi-
ple levels of security and multiple attackers. Additionally, cur-
rent models assume that (i) the actions of the defender are exe-
cuted perfectly, (ii) the attacker observes the defender strategy per-
fectly, and (iii) the attacker acts rationally. This may not be case
in the real-world due to human errors or other unforeseen circum-
stances. Given that Stackelberg games have already seen real-world
deployments in security domains, the requirement of developing
robust solution techniques is urgent. Robust strategy generation in
Stackelberg games is largely unexplored, and I plan to develop a
new framework that can relax the aforementioned assumptions and
model uncertainties of the real-world. Finally, I would like to gen-
eralize all the insights from this work and build towards a unified
scalable robust solution technique.

4. REFERENCES
[1] V. Conitzer and T. Sandholm. Computing the optimal strategy

to commit to. In ACM EC-06, pages 82–90, 2006.
[2] M. Jain, E. Kardes, C. Kiekintveld, F. Ordonez, and

M. Tambe. Security games with arbitrary schedules: A branch
and price approach. In AAAI, 2010.

[3] M. Jain, D. Korzhyk, O. Vanek, V. Conitzer, M. Pechoucek,
and M. Tambe. A double oracle algorithm for zero-sum
security games on graphs. In AAMAS, 2011.

[4] M. Jain, J. Tsai, J. Pita, C. Kiekintveld, S. Rathi, M. Tambe,
and F. Ordonez. Software Assistants for Randomized Patrol
Planning for the LAX Airport Police and the Federal Air
Marshals Service. Interfaces, 40:267–290, 2010.

[5] C. Kiekintveld, M. Jain, J. Tsai, J. Pita, M. Tambe, and
F. Ordonez. Computing optimal randomized resource
allocations for massive security games. In AAMAS, pages
689–696, 2009.

[6] D. Korzhyk, V. Conitzer, and R. Parr. Complexity of
computing optimal stackelberg strategies in security resource
allocation games. In AAAI, pages 805–810, 2010.

[7] J. Letchford, V. Conitzer, and K. Munagala. Learning and
approximating the optimal strategy to commit to. In Second
International Symposium on Algorithmic Game Theory
(SAGT), pages 250–262, 2009.

[8] P. Paruchuri, J. P. Pearce, J. Marecki, M. Tambe, F. Ordonez,
and S. Kraus. Playing games with security: An efficient exact
algorithm for Bayesian Stackelberg games. In AAMAS-08,
pages 895–902, 2008.

1346



Decentralized Semantic Service Discovery based on
Homophily for Self-Adaptive Service-Oriented MAS

(Extended Abstract)

E. del Val
Departamento de Sistemas Informáticos y Computación

Universitat Politècnica de València
Camino de Vera, s/n. 46022. Valencia, Spain.

edelval@dsic.upv.es

ABSTRACT
The aim of my PhD thesis is to propose a decentralized
system for service management based on the social concept
of homophily. The system provides self-organizing features,
and it is established and maintained without supervision.
Each agent manages autonomously events such as searching
services, joining or leaving the system, which reduces the
service management and the structure maintenance cost.
Agents, considering only local information, carry out all
these tasks.

Categories and Subject Descriptors
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General Terms
Algorithms, Management, Performance, Experimentation

Keywords
Decentralized service management, self-adaptive systems,
homophily and social networks

1. MOTIVATION
Paradigms for computing, such as P2P technologies or

grid computing, can be considered in terms of service provider
and consumer entities. SOMAS can be described as one
of these systems where agents provide their functionality
through services. The available services change dynamically
and service management is not an easy task.

Centralized mechanisms, such as registries or middle-agents,
partially address this task. These approaches are suitable for
well-defined organizations where all the roles inside the or-
ganization are clearly defined[4]. However, they have several
weaknesses that make them not suitable for highly dynamic
systems. These weak points are bottlenecks, coordination
effort, or outdated data. Besides that, the most important
drawback is that these mechanisms rely on global knowl-
edge. Hence, decentralized service management mechanisms
are required in this type of systems. P2P approaches try
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to deal with the resource management in a decentralized
way. Most of the proposals make use of pre-defined struc-
tures where the resource management rely on a set of peers.
These structures are efficient but are not adaptive and are
sensible to deliberated attacks. There are other proposals
where there is not a central entity or entities which control
and coordinate the resources and the peers. This fact makes
more complicated the resource location task and it is carried
out by flooding algorithms that increase the traffic [6].

Observing current society, human beings are able to create
efficient social structures, in a self-organized way, without
the supervision of a central authority. These structures allow
individuals to locate other individuals in a few steps consid-
ering only local information. Scenarios where this property
appears are labor markets, buyer-sellers networks, e-mail, or
scientific citation networks[1]. Milgram also observed this
fact in the experiment of ’six degrees of separation’[7]. The
results of this experiment arose two questions: how is the
structure of these social networks? And how is an effective
search of individuals carried on only using local information?
Several works began to pay attention on the analysis of the
underlying structures in human societies and the properties
of these structures. One of these properties is homophily.

Homophily is one of the most salient properties present in
social networks. Lazarsfeld and Merton introduced the term
in 1954. The idea behind this concept is that individuals
tend to interact and establish links with similar individuals.
Therefore, homophily establishes the proportion in which
two individuals are similar along a set of social dimensions.
This criterion to establish links between individuals creates
structures that facilitate the location task [9]. For that rea-
son, homophily could be considered as a self-organizing prin-
ciple to generate searchable structures[5].

2. PHD THESIS
The aim of my PhD work is to propose a completely decen-

tralized and self-adaptive system based on the social concept
of homophily for service management in open SOMAS.

System Description. Each agent of the system plays an or-
ganizational role and offers a set of semantic services. Agents
are situated in a Preferential Attachment network. In this
type of networks links among the nodes are based on pref-
erences, so some nodes are more likely to be connected than
others depending on different factors. This structure ensures
that the diameter of the network is ln(n), where n = |A| is
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the number of agents in the system [2]. The preferences in
our system are based on homophily. Besides that, the agents
that form part of the SOMAS have a reduced view of the
global community. Just a handful of direct neighbors are
known and the rest of the network remains invisible.

How Homophily is Included in the System. The prefer-
ences used in the proposed system are based on homophily
and the number of neighbors of the agent. Homophily is a
social feature which emerges from two mechanisms[5][8]:

• individual preferences about attributes such as reli-
gion, education, or geography among others. This ho-
mophily is called choice homophily and can be divided
in two types: status, based on the formal or informal
status similarity of the individuals, and value, based
on the similarity of shared attributes.

• social structures and dynamics, which make individ-
uals more similar over time. This is called structural
homophily.

Matching these concepts with the agency-related concepts,
status homophily can be identified with the role an agent
plays within an organization, whereas value homophily rep-
resents the individual characteristics of the agent. In the
case of a SOMAS, the semantic services are what character-
izes an agent to the rest of the system. Structural homophily
refers to how the structure, where the agents are situated in,
adapts itself to be similar to the service demand.

Network Creation. The system grows according to a sim-
ple self-organized process. The probability to create a link
between two agents is directly proportional to the choice
homophily. If the choice homophily between agents is high,
which means that they have similar semantic service de-
scriptions and also play a similar role, the agents have a
higher probability to be connected. Furthermore, the im-
portance of the agent in the system is considered throughout
the degree of the agent. Therefore, agents with a higher de-
gree are more likely to receive new connections that loosely
connected agents. Because the link creation is based on a
probability function, it allows new agents not only to es-
tablish ’direct connections’ between agents with similar at-
tributes (services), but also between agents that are not sim-
ilar. These connections are responsible of the small-world
characteristics of the system that will allow navigating and
locating desired agents efficiently by using only local infor-
mation.

Semantic Distributed Search of Services. Agents should
rely on local information for service discovery. The main
reasons are: to avoid a dependence on a unique point of
failure, to avoid the effects of changes in the system structure
and because global information may not be available. The
selected algorithm for service discovery in the system is the
Expected-Value Navigation (EVN) algorithm [3], which uses
degree and similarity. Basically, the algorithm selects the
most promising neighbor to redirect a query about a service
that it cannot provide. This selection is based on choice
homophily and the connectivity of the direct neighbors.

Structural Homophily as Local Self-Adaptive Method.
The concept of structural homophily is closed to self-adaptive

structures. This homophily means in which proportion the
services an agent supplies are similar to the system demand.
In our system, each agent controls the queries that pass
through it. The agent stores this information in a local
registry. This registry consists on a set of entries. Each
entry has two fields: one for the category and the other
for the frequency of the queries of that category that have
been received by the agent. The query contains the seman-
tic description of the required service and the role that the
provider agent should play. When an agent receives a query,
it classifies the query in a category. With this information,
periodically, each agent analyzes its structural homophily in
the system, in other words, how similar are the services it
offers to the services demanded in the system and estimates
if it is worthwhile to continue in the system, because its
services are demanded, or to leave it.

3. FUTURE WORK
The work presented here is a proposal in which we are

going to continue improving several aspects. Currently, the
agents in the system are homogeneous. We want to use
the concept of ’agent personality’ to introduce heterogene-
ity among agents. In the part of self-adaptation, we are
going to include more actions such as the effect of the inno-
vation in the system. The innovation for agents would be
a service composition. Moreover, now the topology of the
system remains static. Links that are not frequently used
by the agent should disappear and the most frequently used
should be reinforced. Besides that, the system could cre-
ate new links as a result of the searches. These links would
reduce the system diameter and therefore the path length,
improving the performance of the system. Another idea to
consider is that agents activate and deactivate the provided
services considering the system demand. Instead of leaving
the system, when the demand of a certain type of services is
low, agents would deactivate that services and activate the
most demanded services.
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1. INTRODUCTION
Current trends in the Multiagent Systems (MAS) research

community, encourage to provide models able to define or-
ganizations that can dynamically be adapted according to
changes in the environment or in the organization specifica-
tion. This dynamic adaptation involves modifications in the
structure and behavior of a MAS, such as adding, removing
or substituting components, that are done while the system
is running and without bringing it down [4]. The process
that changes an organization into a new one is commonly
known as reorganization [5].

Most existing approaches for reorganization in MAS define
adaptation processes due to organizational changes. Some of
these approaches propose solutions for reorganization when
changes prevent the organization from satisfying current goals
(such as when an agent leaves the organization) [3], other
approaches focus reorganization as a process triggered by
the domain [11], but most of current approaches focus reor-
ganization for achieving better utility [6, 10, 9].

2. MOTIVATION
A reorganization process should provide some kind of in-

crease in utility. However, as far as we are concerned, this
utility should take into account not only the gain in util-
ity but also the cost of achieving the new organization. As
stated in [7], human organizations may encounter problems
when certain changes are required: they often take longer
than expected and desired; the cost of managerial time may

Cite as: A Cost-Oriented Reorganization Reasoning for Multiagent
Systems Organization Transitions (Extended Abstract), Juan M. Alberola,
Proc. of 10th Int. Conf. on Autonomous Agents and Multia-
gent Systems (AAMAS 2011), Tumer, Yolum, Sonenberg and Stone
(eds.), May, 2–6, 2011, Taipei, Taiwan, pp. 1349-1350.
Copyright c© 2011, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

increase; and there may be resistance from the people in-
volved in the change. Similarly, in MAS, not every agent
is able to change its role at the same cost (for example, the
cost for an agent to change its role will not be the same if an
agent is acting alone or is interacting with other agents). Nor
can every new norm be added at the same cost (for example,
some norms may affect every agent of the organization and
other norms may only affect a few agents).

In [2] we compare the most relevant approaches for reor-
ganization according to what they support for the different
phases of a reorganization process: monitoring, design, selec-
tion, and evaluation. We conclude that current approaches
for reoganization present some lacks that can be addressed
from two different perspectives. On the one hand, current
approaches do not take into consideration an evaluation of
the costs associated to the reorganization process. There-
fore, we are not able to measure the suitability of the new
organization as a trade-off between the change cost and the
profit obtained by the new organization. On the other hand,
the utility of the future organization as long as the suitability
of the reorganization process, are paramaters that are hard
to measure without considering an evaluation process which
accurately assesses whether or not the final utility is what
it should be, and whether or not the reorganization process
has been applied in the space time that was expected.

Reorganization models which provide information regard-
ing these two perspectives become necessary for the devel-
opment of realistic reorganization solutions. These models
should provide mechanisms for reasoning about reorgani-
zation and answering questions from two different dimen-
sions: (i) before reorganization (how the agents will work,
what composition of services minimizes the reorganization
cost, how costly would be to add some specific agents to the
organization); and (ii) after reorganization (the suitability
of the reorganization according to what was expected, the
agents response to the reorganization according to what was
expected), which become essential information to be consid-
ered in future organizational changes.

As stated in [8], social factors in the organization in Mul-
tiagent Systems will become increasingly important in an
open and dynamic online world. This relates to the sup-
port for agents to be able to enter and leave societies at
different times and properly assign roles, rights, and obli-
gations. Thus, support for open system, emergence, and
agent dynamics must be considered in reorganization mod-
els. With this respect, the adaptation and evolution of the
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agents skills have not been broadly considered in current
reorganization approaches. Thus, costs associated to orga-
nizational changes should also consider costs dependent on
the evolution of agents capabilities, the evolution of their
relationships and their interactions.

With these requirements in mind, we consider that reor-
ganization models able to reason about reorganization not
only by considering the profits of the new organization but
also the cost of changes, become necessary for the next gen-
eration of open and dynamic systems. These models must
provide an evaluation of the parameters involved in the reor-
ganization process before this process is carried out, as long
as an evaluation of the reorganization process once this has
been applied. Furthermore, we have also identified several
open issues related to reorganization in MAS that can be
addressed using our reorganization model: distributed reor-
ganization reasoning and negotiation (where several agents
have full or partial information about the organization and
participate in the reorganization process); norms which af-
fect the reorganization process (norms that must be accom-
plished during the reorganization process and norms which
emerge from it); reorganization to instances of organizations
that are unachievable from the current specification of the
organization, etc.

3. WORK PLAN
Our main aim for this thesis is to provide a platform-

independent reorganization model which take into consid-
eration the costs associated to the reorganization process.
The reorganization model must provide the measurament
of costs from the agent perspective (what does it cost the
agent to play a new/other role) and from the organization
perspective (what does it cost the organization to have an
specific agent playing an specific role and how does it ben-
efit from that). Furthermore, this measurement should be
defined for static costs (what does it cost the agent to play a
new/other role right now) and also for dynamic costs (what
does it cost the agent to play a new/other role depending
on its increase/decrease of performance over some interval,
what does it cost depending on the capacity of the agent to
provide certain services or what does it cost depending on
the evolution of the agent skills).

This reorganization model will be based on the concept
of organization transitions [3] which allow us to relate two
different instances of the same organization in different mo-
ments. This reorganization model will allow us to reason
about both reorganization dimensions: before and after re-
organization. The first dimension is focused on measuring
the effectiveness of the organization in the future and analyz-
ing whether the organization will be able to cope with some
changed circumstances. The second dimension is focused
on measuring the impact of the problems appeared during
the reorganization process in the cost of change. Related to
this respect, we have proposed a reorganization model which
computes the less cost transition between two organizations
and provides the sequence of steps required to adapt the
current organization to the future one [1].

The reorganization model will be integrated as a reorga-
nization component of a Multiagent Framework which pro-
vides support for dynamic organizations: agents that can
enter and exit the system, the definition and deletion of
roles, goals, norms, etc. This implementation should in-
clude mechanisms for reasoning about reorganization by us-

ing techniques to manage past experience which allow us
to consider this experience in future reorganizations. In or-
der to agents are able to use the reorganization component,
we require define an access interface and a reorganization
ontology.

Finally, the hypothesis and the proposal of the thesis will
be validated in two different ways: (i) anallytically with
synthetic data for obtaining an exhaustive evaluation of the
model by testing different configurations and parameters;
and (ii) by means of real experiments which will demon-
state the use of the reorganization model in real MAS-based
applications.

Acknowledgments
This work has been partially supported by the projects TIN2008-
04446, and PROMETEO/2008/051. Juan M. Alberola has
received a grant from Ministerio de Ciencia e Innovación de
España (AP2007-00289).

4. REFERENCES
[1] J. M. Alberola, V. Julian, and A. Garcia-Forness. A

cost-based transition approach for multiagent systems
reorganization. In Proc. of the Tenth Int. Conf. on
AAMAS, page In Press, 2011.

[2] J. M. Alberola, V. Julian, and A. Garcia-Forness.
Open issues in multiagent system reorganization. In
Proc. 9th Int. Conf. on Practical Applications of
Agents and Multiagent Systems, page In Press, 2011.

[3] S. DeLoach, W. Oyenan, and E. Matson. A
capabilities-based model for adaptive organizations.
Autonomous Agents and Multi-Agent Systems,
16:13–56, 2008.

[4] V. Dignum, F. Dignum, and L. Sonenberg. Towards
dynamic reorganization of agent societies. In In
Proceedings of Workshop on Coordination in Emergent
Agent Societies, pages 22–27, 2004.
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ABSTRACT
I introduce a graphical representation for modeling multi-
agent systems based on different kinds of reasoning about
agent behavior. I seek to investigate this graphical model’s
predictive and representative capabilities across various do-
mains, and examine methods for learning the graphical struc-
ture from agent interaction data. I also propose to ex-
plore the framework’s scalability in large real-world scenar-
ios, such as social networks, and evaluate its prediction per-
formance with existing network behavior models.
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1. INTRODUCTION
Large complex multiagent systems, such as financial mar-

kets, social groups, and computer networks, present great
challenges to multiagent system researchers seeking to com-
pactly represent these systems’ dynamics and effectively pre-
dict their outcomes. Although modeling agents as perfectly
rational decision makers is a common starting point in many
efforts, we still need to account for agents’ bounded ratio-
nality in real-world scenarios. There is also the question of
which equilibrium agents will converge on, if there are more
than one such equilibrium. The computational complexity
of inferences in large systems further renders behavior mod-
eling for such systems intractable.

These observations motivate my probabilistic approach to
modeling multiagent systems of decomposable structure. As
multiagent scenarios often exhibit localized effects of agent
interactions, graphical models have played an important role
in exploiting these conditional independencies, as illustrated
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in the graphical game models [6]. In the graphical game ap-
proach, the model is a factored representation of a normal-
form game, on which special-purpose techniques, such as the
mapping of a graphical game onto a Markov random field
(MRF) [1], operate to identify approximate or exact Nash
equilibria. I combine game-theoretic principles and graph-
ical models in a novel representation framework: graphical
multiagent models (GMMs) [4]. The GMM representation
takes advantage of the locality in agent interactions to en-
able efficient reasoning about collective behavior based on
game-theoretic solution concepts, which are formal rules for
predicting how the game will be played, and other kinds of
reasoning about agent behavior using knowledge unrelated
to game-theoretic analysis.

In my thesis work, I seek to investigate GMMs’ predictive
and representative capabilities across various domains, with
a focus on scenarios where information on different system
elements such as agent connections, their utility, or past ac-
tions, is limited or unavailable. I first examine the extent
of prediction improvement GMMs can gain from combin-
ing different beliefs about agent behavior. I further extend
the GMM framework to account for historical information
in time-variant scenarios, and empirically demonstrate its
robustness to the limitedness of information regarding past
actions and agent connections, respectively in two domains
of voting consensus and information diffusion. As graph-
ical structures capturing agent interactions are often only
partially observed or entirely missing, I also examine differ-
ent methods for learning agent connections from data about
agent interactions. To expand GMMs’ applicability, I will
explore their scalability in large real-world scenarios, such
as social networks, by introducing new GMMs for these sce-
narios, and evaluating their prediction performance with ex-
isting network behavior models.

2. GRAPHICAL MULTIAGENT MODELS
GMMs simply graphical models where each neighborhood

of nodes is associated with a potential function specifying
the likelihood that a particular action profile of the neigh-
borhood is included in the global action profile [4]. The
normalized product of these potentials induces the joint dis-
tribution of actions, which can be interpreted as an uncer-
tain belief (e.g., a prediction) about the agents’ play. Unlike
the aforementioned mapping from graphical games to MRFs,
the GMM framework allows beliefs to be based on various
solution concepts, models of bounded rationality or equilib-
rium selection, or for that matter knowledge that has noth-
ing to do with game-theoretic analysis. GMMs provide a
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flexible representation framework for graphically structured
multiagent scenarios, supporting the specification of proba-
bility distributions based on game-theoretic models as well
as heuristic or other qualitatively different characterizations
of agent behavior. They are capable of incorporating dif-
ferent knowledge sources in different forms such that the
resulting models have better predictive power than either
input source alone [4].

2.1 History-dependent GMMs
To capture dynamic behaviors over time, I extended the

static GMM framework to condition on history, creating
history-dependent graphical multiagent model (hGMM) [3].
Finite memory and computational power often preclude com-
plete retention of historic observations in inferring about
future actions. From the perspective of the system mod-
eler, only a partial view of the full history may be available.
Given a summarized or abstracted history representation,
agent decisions will generally appear correlated, even if they
are independently generated conditional on full history.

Unlike individual behavior models that assume indepen-
dence among agents’ decisions, GMMs and hGMMs directly
specify joint behaviors. Thus, hGMMs can account for cor-
relations in agent actions without full specifications of the
state history mediating agent interactions, and can answer
queries regarding the distribution of agents’ future actions
without sampling the entire system’s history. I empirically
showed [3] that hGMMs outperform individual behavior mod-
els in predicting data and answering inference queries in the
domain of voting consensus experiments [5].

2.2 Model Construction
The underlying graphical structures are often not readily

constructed for many real-world scenarios. In my thesis, I
provide system modelers with techniques for building GMM
representations of different scenarios, given knowledge from
different sources about the systems at hand. In particular, I
address the problem of learning graphical games given pay-
off observations, and evaluated an array of structural learn-
ing algorithms for graphical games [2]. I also extend that
study to propose and examine a greedy algorithm for learn-
ing both the model’s parameters and graphical structure of
some predetermined complexity, given action observations
in non-game scenarios.

3. FUTURE WORK

3.1 Extensions on Model Construction
Instead of imposing a predetermined hard constraint on

the maximum degree of each node, which is non-trivial to
estimate for unknown scenarios, I will incorporate cross-
validation into determining termination conditions of the
revamped learning algorithm. As a result, there will be no
need to impose a complexity constraint given little knowl-
edge about the multiagent system at hand. In a different
effort to address the problem of graphs’ complexity and im-
prove GMMs’ scalability, I plan to adopt community iden-
tification algorithms based on nodes’ properties [9] in con-
structing factored representations that specify joint behav-
iors within groups while assuming behavioral independence
among these groups.

3.2 Network Applications

Researchers have taken advantage of the availability of
massive amounts of data in analyzing and understanding
how information diffuses in different communities and social
networks, such as product marketing or movie recommen-
dations among online social network friends [8]. In actual-
ity, not all connections among different parties are visible
to the modelers. For instance, studies on online social net-
work often overlook a myriad of offline interactions. I will
address the problem of modeling information infusion on
networks with unobserved connections in two different ap-
proaches: constructing hGMMs that can compensate for this
lack of information by explicitly specifying joint behaviors,
and learning the underlying graphical structure using obser-
vation data. I will demonstrate each approach’s strengths
and weaknesses in different input settings.

While the application of GMMs in social network anal-
yses can potentially enrich the field, the GMM framework
can also benefit from exploring this problem domain. In
addition to studying how information diffuse in networks,
I will investigate how network connections are formed. By
treating the act of establishing a connection as an action,
a GMM representation can capture the network’s formation
and evolution, having the benefits of a joint behavior model,
as in the aforementioned problem of modeling information
diffusion. I will develop joint behavior hGMMs that employ
strategic elements in agents’ interactions based on existing
network formation models [7]. This application of GMMs
can potentially broaden the GMM framework’s applicabil-
ity for reasoning and understanding not only behavioral phe-
nomena on a network but the network’s evolution itself.
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ABSTRACT
Agents in Multi-Agent Systems depend on interactions with others
to achieve their goals. Often, goals of agents conflict with each
other, and agents can be unreliable or deceitful. Therefore, trust
and reputation are key issues in this domain. As in human societies,
software agents must interact with other agents in settings where
there is the possibility that they can be exploited. This suggests the
need for computational models of trust and reputation that can be
used by software agents, therefore much research has investigated
this issue over the past decade [1, 13, 4, 10, 15, 16, 8, 14].

This thesis concentrates on two important questions, therefore it
is divided in two parts. The first question is what sources agents
can use to build their trust of others upon. The second question
is how agents can use trust and reputation concepts to form stable
coalitions.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent Systems;
I.2.4 [Knowledge representation formalisms and methods]

General Terms
Theory, Design, Experimentation, Performance

Keywords
models of trust, society models, trading competition

1. INTRODUCTION
Autonomous agents use trust and reputation to minimise the uncer-
tainty associated with agent interactions. Usually agents gather and
compute trust information from the direct interactions they have
with each other. Although direct interactions are the most reliable
source of information, information about them may not always be
available. Therefore, the agent might not be able to form an opin-
ion, based just on direct experiences, on every agent in the society
without running the risk of incurring losses. In the first part we
investigate the conjecture that agents who make decisions in sce-
narios where trust is important can benefit from the use of a social
structure, representing the social relationships that exist between
agents. Section 1.1 presents a description of our approach.
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Previous work has utilised the notions of reputation and trust in
promoting successful cooperation in Multi-Agent Systems. In open
distributed systems, where there are many components that can en-
ter and leave the system as they wish, the notion of trust becomes
key when it comes to decisions about who to cooperate with and
when. In the second part of the thesis we present an abstract frame-
work that allows agents to form coalitions with agents that they
believe to be trustworthy. Section 1.2 describes brefly the basis of
the framework.

1.1 Social Structure for Trust
The first part of this thesis aim to answer the important question
about what sources agents can use to build their trust of others
upon. For example, agent a can base his trust or reputation of
agent b using experience of previous interactions between the two;
or agent a might ask a third party c about its opinion regarding b.
An important additional source of trust is to use information about
the social relationship (here called the social structure) between
agents [14]. If a and b are competing for the same resources, for
example, this may negatively affect the way they trust each other.
Similarly, if agents a and b are likely to have complementary re-
sources, and their cooperation would benefit both, it seems likely
that they would be more inclined to trust each other.

Although models of social structure have begun to be consid-
ered in models of trust and reputation [14], to date, implementing
social structures, and hence properly evaluating their added value
and validating them, has not been done. And, most importantly,
the issue of how a social structure evolves does not appear to have
been considered in the literature. These issues are addressed in the
first part of this thesis.

In this part, we outline a way to combine concepts of social
networking and trust relationships. For the first time, we present
empirical evidence that a technique to build and maintain a social
network representation of the environment allows a trust model to
be more effective in selecting trustworthy agents. Agents use their
social structure to obtain knowledge that they could not gather oth-
erwise, and use this knowledge to filter their trust relationships.
Although the idea of a social structure had already been presented
previously [14], there is no indication of how each agent would
build this social network representation. The only attempt made is
in [2]. However, the proposed model has never been implemented
or validated.

In this thesis, we present a method for agents to build a social
network representation of their local environment. Using insight
from previous interactions and reputation information, agents can
maintain their own representation of such environments. With this
extended perception of the environments, agents can make more
informed decisions.
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We provide an implementation of such concept of social struc-
ture and test and analyse the result of the use of such a structure
in a trust model. We use the the ART testbed [6] as platform for
our tests. The ART testbed was developed in order to compare
different models for trust in agent communities, and to provide an
experimental standard.

With the approach proposed, we strive towards building an archety-
pal model for trust by combining the concepts of social networking
and trust and reputation relationships.

1.2 An abstract framework for Trust
The second part of this thesis is concentrated on using trust and
reputation concepts to help agents to form stable coalitions. In fact,
the second important question we concentrate on is how agents can
use their trust evaluations on other agents to make decisions about
who to form a coalition with.

The goal of coalition formation is typically to form robust, co-
hesive groups that can cooperate to the mutual benefit of all the
coalition members. When Multi-Agent Systems are inhabited by
agents with their own objectives, it not only becomes plausible that
some agents are not trustable, the consequences of joining a coali-
tion of which some members cannot be trusted, or do not trust each
other, becomes a key aspect in the decision of whether or not to
join a group of agents.

With a relatively small number of exceptions, existing models of
coalition formation do not generally consider trust [3, 9]. In more
general models [11, 7], individual agents use information about
reputation and trust to rank agents according to their level of trust-
worthiness. Therefore, if an agent decides to form a coalition, it
can select those agents he reckons to be trustworthy. Or, alterna-
tively, if an agent is asked to join a coalition, he can assess his trust
in the requesting agent and decide whether or not to run the risk of
joining a coalition with him. However, we argue that these models
lack a global view. They only consider the trust binding the agent
starting the coalition and the agents receiving the request to join the
coalition.

The second part of this thesis addresses this restriction. We
propose an abstract framework through which autonomous, self-
interested agents can form coalitions based on information relating
to trust. In fact, we use distrust as the key social concept in our
work. Luckily, in many societies, trust is the norm and distrust the
exception, so it seems reasonable to assume that a system is pro-
vided with information of agents that distrust each other based on
previous experiences, rather than on reports of trust. Moreover, in
several circumstances, it makes sense to assume that agents base
their decision on which coalition they form on explicit information
of distrust, rather than on information about trust. So, we focus on
how distrust can be used as a mechanism for modelling and reason-
ing about the reliability of others, and, more importantly, about how
to form coalitions that satisfy some stability criteria. We present
several notions of mutually trusting coalitions and define different
measures to aggregate the information presented in our model.

Taking distrust as the basic entity in our model allows us to ben-
efit in the sense of deriving our core definitions by analogy with a
popular and highly influential approach within argumentation the-
ory [12]. Specifically, the distrust-based models that we introduce
are inspired by the abstract argumentation frameworks proposed
by Dung [5]. In Dung’s framework, an attack relation between ar-
guments is the basic notion, which inspired us to model a distrust
relation between agents. We show that several notions of stability
and of extensions in the theory of Dung naturally carry over to a
system where distrust, rather than attack, is at the core. We extend
and refine some of these notions to our trust setting.
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ABSTRACT
Game-tree search algorithms, such as the two-player Mini-
max algorithm and its multi-player counterpart, Max-n, are
a fundamental component in the development of computer
programs for playing extensive-form games. The success of
these algorithms is limited by the underlying assumptions
on which they are built. For example, it is traditionally as-
sumed that deeper search always produces better decisions
and also that search procedures can assume all players are
selfish and ignore social orientations. Deviations from these
assumptions can occur in real games and can affect the suc-
cess of a traditional search algorithms. The goal of my thesis
is to determine when such deviations occur and modify the
search procedure to correct the errors that are introduced.

Categories and Subject Descriptors
I.2.8 [Artificial Intelligence]: Problem Solving, Control
Methods, and Search—Graph and tree search strategies

General Terms
Economics, Algorithms

Keywords
game-tree search, multi-player games, heuristic search

1. INTRODUCTION
Game-tree search algorithms, such as the two-player Min-

imax [5] algorithm and its multi-player counterpart, Max-n,
are a fundamental component in the development of com-
puter programs for playing extensive-form games. In fact,
game-tree search algorithms have contributed greatly to the
success of computerized players in two-player games, pro-
ducing players that are as good or better than the best hu-
man players [6].

Despite this success, these algorithms are limited by the
underlying assumptions they are built upon. My work fo-
cuses on two of these assumptions: 1) deeper search pro-
duces better, more informed decisions and 2) players are
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rational agents that are indifferent to their opponents’ util-
ity.

My first problem focuses on the generally accepted belief
that deeper search results in better game-play. In the early
1980s, however, Nau [3] discovered a class of games that
exhibits a phenomenon known as game-tree pathology, in
which deeper minimax search results in worse performance.
Mutchler [2] later discovered that pathology also exists in
the multi-player adversarial search algorithm, max-n. More
recently, game-tree pathology has been shown to exist in
two chess endgames and kalah [4]. My goal is to develop
a method for recognizing the portions of a game-tree that
introduce pathological behavior and then to dynamically ad-
just search depth in these portions of the search to improve
decision accuracy.

My second problem concerns the importance of inter-player
relationships in multi-player games. For example, consider a
game in which a player has lost all“practical”chances of win-
ning, but still can influence the outcome of the game. The
typical approach to dealing with this problem has been to
make simplifying assumptions. Max-n, for example, assumes
that all players are rational and do not consider other play-
ers’ utilities. The Paranoid algorithm [7], on the other hand,
assumes that while the searching player attempts to maxi-
mize its own utility, all other players have formed a coalition
against that player. In the real world, these assumptions of-
ten do not hold. In fact, relationships can change drastically
throughout a single game as the circumstances change. The
goal of this work is to develop a way to explicitly capture,
learn, and utilize these social preferences in the search pro-
cedure.

2. ERROR MINIMIZING SEARCH
In pathological game trees, searching deeper is less likely

to produce a move with maximal utility. Most games such
as chess, checkers, and the like have been thought to not be
pathological: deeper searching minimax algorithms tend to
result in better play. As such, little work has been focused
on game-tree pathology since its discovery.

However, it has recently been shown that even non-patho-
logical games, such as chess, exhibit locally-pathological char-
acteristics [4] where portions of the search can reduce deci-
sion accuracy despite an improvement in overall accuracy.
Therefore, the work in this section is intended to formally de-
fine and characterize the notion of error in game-tree search,
leverage it to identify local pathologies, and improve decision
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accuracy in games with any degree of local pathology.

2.1 Progress to Date
We initially focused on two-player games and the problem

of defining error with respect to a game tree. We examined a
simplified representation of a game tree and static evaluation
function.We identified probabilistic rules for propagating er-
ror based on the type of node (i.e., forced-win, forced-loss, or
critical node) in the tree. Integrating this error calculation
with the minimax search procedure forms what we refer to as
Error Minimizing Minimax (EMM). The algorithm propa-
gates both minimax values and error values simultaneously,
replacing the propagated value with the static evaluation
when the propagated error exceeds the static evaluation er-
ror. Similarly, we developed a multi-player algorithm, Error
Minimizing Max-n (EMMN), for multi-player games.

Initial experimental results on a board-splitting game in-
dicate improvement over classical minimax [9] and max-n
search. Neither EMM nor EMMN exhibit pathological be-
havior in the same circumstances that induce such behavior
for minimax and max-n.

2.2 Future Directions
The next step with this work is to apply it to real games.

Specifically, endgame chess and kalah, which were shown to
have situations that are pathological [4], would be a sig-
nificant step for this work. Applying our error minimizing
search to real games requires that we estimate the error as-
sociated with a static evaluator. This is significantly more
difficult than in the case of the board-splitting game since
completely solving such games is not possible. Therefore,
correlating the evaluation with the true minimax value is
not possible. One potential solution is a Monte-Carlo ap-
proach but we will need to evaluate this and other potential
solutions empirically.

3. SOCIALLY ORIENTED SEARCH
Unlike two-player games, where interpersonal relationships

are unlikely to arise, interpersonal relationships can have
a significant effect on the outcome of a multi-player game;
some games even have interpersonal relationships as an inte-
gral component to success (e.g., Settlers of Catan and Diplo-
macy). Incorporating these relationships into the heuristic
function directly is the only solution we have seen for this in
the literature. There are two problems with this approach:
1) heuristic functions are already difficult to design, requir-
ing vast amounts of domain knowledge for a strong estimate
and 2) the heuristic function is typically designed offline and
before the game is played, so once the game is started, the
relationships cannot be altered unless other evaluation func-
tions have been prepared and can be swapped.

Our goal with this work is to represent social preferences
of one’s opponents, learn these preferences as the game pro-
gresses, and successfully integrate the preferences into the
game-tree search. This model of social preferences will com-
plete the concept of an opponent model in multi-player games
where much work has already been done to model individual
evaluation functions [8].

3.1 Progress to Date
Our work is built upon a recently suggested social-range

matrix model [1] of social preferences that supports the de-
scription of interpersonal orientations as captured in the so-

cial behavior spectrum. The social matrix construct makes
it possible to model “socially heterogeneous” systems where
players may have different social orientations toward each of
the other players.

We incorporate the social-range matrix into a search we
refer to as Socially Oriented Search (SOS). We use the player’s
social orientation to transform each evaluation vector to be
a linear combination of each player’s utility. Then we es-
timate the social matrix by simply averaging the effects of
each player’s recent move history. For example, a player
that tends to make moves that negatively affect player i’s
state and positively affect player j’s state will be seen as co-
operating with player j and competing with player i. This
generalization allows the SOS algorithm to implement both
Max-n and Paranoid algorithms, as well as an infinite num-
ber of other possibilities, by simply modifying the social-
range matrix.

We empirically evaluated the SOS algorithm in the four-
player game Quoridor against opponents with random pref-
erences. SOS significantly outperformed two multi-player
game-tree search algorithms (Max-n and Paranoid).

3.2 Future Directions
The next step in this work is to experiment with more

robust learning algorithms for learning the social-range ma-
trix. Our goal with learning the social matrix is twofold:
1) learn the social-range matrix as accurately as possible
and 2) learn it quickly and be able to account for relation-
ship changes that occur abruptly during the game. There
is a tradeoff in that having more data (i.e., a longer move
history) improves the chances of inferring accurate relation-
ships and at the same time if these relationships are dynam-
ically changing then this information can quickly become
stale.
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ABSTRACT
In this paper, I present my ongoing research on agent-based
negotiation teams. An agent-based negotiation team is a
group of two or more agents with their own and possibly
conflicting goals that join together as a single negotiation
party because they share a common goal that is related to
the negotiation. Our research goal is to provide agent-based
solutions for problems which may need negotiation teams.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Multiagent systems, Intelligent agents

General Terms
Theory
Keywords
Negotiation Teams, Agreement Technologies

1. INTRODUCTION
Most of the research in negotiation has focused on pro-

cesses where parties are formed by individuals. However,
most real world negotiation processes usually involve par-
ties which are formed by more than a single individual. For
instance, imagine a simple and everyday example where a
married couple negotiates house rental conditions with a
landlord who has several apartments for rent. Another pos-
sible example is a negotiation process carried out between
human organizations. These parties are known in the social
science literature as negotiation teams [2, 7]. Thompson,
et al., define a negotiation team as a group of two or more
interdependent people who join together as a single negoti-
ation party because of their similar interests and objectives
related to the negotiation and who are all present at the bar-
gaining table [2]. The reasons to send a negotiation team to
the bargaining table are mainly twofold:

• Negotiation teams are sent to processes where the ne-
gotiation domain is inherently complex and requires
the expertise and skills of members from different knowl-
edge areas [1, 4].

• The party is formed by different stakeholders whose
possibly conflicting interests are relevant to the nego-
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tiation (e.g., different departments from a human or-
ganization, the married couple) [3]. Thus, they should
be taken into account in decision-making processes.

Similarly to the human case, these kinds of situations which
require negotiation teams may also be found in agent-based
systems. For instance, imagine an e-commerce system where
a group of friends decides to go on a trip together and has
to negotiate this trip package with travel agencies. In this
case, the agents representing the friends have a common
goal which is going on a travel together (shared goal); al-
though they may have different preferences regarding the
trip conditions (individual goals). These agents have to act
accordingly to get a satisfactory deal from the travel agen-
cies while managing their internal conflicts. Another pos-
sibility involves two agent organizations which are going to
merge in order to deal with the increasing demand of ser-
vice. The different agent organizations may be formed by
different stakeholders and, thus, their interests have to be
represented in the negotiation process. On top of that, the
domain may be inherently complex due to the uncertainty
about benefits of the different deal options and may need
from different agents with complementary knowledge and
abilities.

The problem of negotiation teams has only been partially
analyzed by social sciences [1, 2, 3, 4, 7]. As far as we know,
there are not studies which have addressed the problem of
negotiation teams from the point of view of software agents.
My main thesis goal is providing computable models for
agent-based negotiation teams in software agent societies.
More specifically, I am interested in negotiation models for
intra-team dynamics, which I have termed as intra-team or-
ganizations. An intra-team organization defines how agents
distribute their roles during the negotiation process, which
intra-team strategy is used (which decisions are taken by
the team and how and when these decisions are taken), and
how agents decide their initial strategy to carry out with
the opponent. These models may allow agents to solve ne-
gotiations such as the ones mentioned above as optimally
as possible while being computable. Additionally, since ne-
gotiation teams have not been thoroughly studied by social
sciences due to the complexity of team dynamics, some of
the results provided by my thesis may also prove useful for
social sciences.

2. INTRA-TEAM ORGANIZATIONS
In the first place, we started studying social sciences’ lit-

erature. From this study, I was able to propose a general
workflow of tasks for agents that participate in a negotia-
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tion team [5]. My thesis work has been focused on intra-
team organizations, which covers part of the general work-
flow. Basically, an intra-team organization governs how the
team behaves and how it is structured during the negotia-
tion process (i.e., team dynamics). I decided to focus on this
problem because it is possibly one of the issues which affects
team performance the most. The aspects that I consider in
an intra-team organization are:

• Roles: It refers to the responsibilities that the team-
mates assume. For instance, we may find a flat struc-
ture where all of the teammates have the same duties
or more complex organizations where there is a certain
distribution of tasks according to agent capabilities.

• Intra-team strategy: This aspect defines which deci-
sions are taken by the negotiation team (e.g., offers
to send, offer acceptance, leave negotiation), and how
(e.g., voting) and when these decisions are taken (e.g.,
before/during the negotiation process).

In my thesis, we focus on studying intra-team organizations
for negotiation teams which have members with possibly
conflicting preferences. Thus, despite the fact that they
share some common goals, they may have different prefer-
ences regarding the different negotiation attributes options.
Therefore, the problem has a dual nature since teammates
need of the other teammates to complete the negotiation,
but they also want to optimize their preferences as much
as possible. Of course, they do not only have to manage
their inner conflicts, but they also have to handle the con-
flicts with the opponent preferences. Even though it seems
reasonable to assume that teammates may have different
preferences even in the simplest example (e.g., married cou-
ple), very little research has been done in social sciences [3].
Thus, results obtained from proposed computational models
focusing on intra-team strategies may provide useful results
for both software agents and human processes. Nevertheless,
my main goal is providing results for software agents.

One of my work’s hypotheses is that environmental condi-
tions affect how the different negotiation strategies perform.
This is my current research work. For instance, some strate-
gies may work better in long negotiation processes whereas
other may prove more adequate in environments with short
deadlines. Ideally, a team of agents should select their intra-
team strategy according to what they believe it is the best
given what they know about the current environmental con-
ditions. The adequateness of an intra-team strategy is stud-
ied from the point of view of utilitarian (e.g., average team
utility, minimum team utility, etc.) and computational re-
sults (e.g., number of rounds). In addition, the negotiation
environment conditions which are taken into account right
now are the team preference diversity, the length of the ne-
gotiation process (short/long deadline), and the concession
strategy of the opponent (boulware or conceder). As of to-
day, we have focused on studying four different intra-team
strategies for a team of agents (flat structure) which nego-
tiates with an opponent following an alternating bilateral
protocol in different negotiation environments [6]. These
strategies differ in the level of consensus they are able to ob-
tain (representative, majority, semi-unanimity, unanimity).

Some initial results suggest that there is not a universally
better strategy for all of the negotiation environments and
proposed metrics. Thus, it is necessary to thoroughly study

how the different intra-team strategies are affected by the
different environmental conditions.

3. FUTURE WORK
My current work focuses on identifying which of the pro-

posed intra-team strategies work better given certain envi-
ronmental conditions. However, my work still needs some
mechanisms to apply the useful knowledge provided by sim-
ulations. More specifically, I plan on working in the follow-
ing aspects: (i) further study more environmental conditions
such as competition and other opponent concession strate-
gies; (ii) provide mechanisms that allow agents to identify
environmental conditions as closely as possible; (iii) provide
mechanisms that allow agents to re-organize themselves dur-
ing the negotiation process due to changing environmental
conditions

As stated above, the amount of works related to negoti-
ation teams in social sciences is limited. Thus, some of my
research work may be of interest to this research field. In
this line, we are working in collaboration with Prof. Katia
Sycara to provide computational models for human negoti-
ation teams which come from different cultures.
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ABSTRACT
Game theory is a useful tool for reasoning about interac-
tions between agents and in turn aiding in the decisions of
those agents. In fact, Stackelberg games are natural mod-
els for many important applications such as oligopolistic
markets and security domains. Indeed, Stackelberg games
are at the heart of three deployed systems, ARMOR; IRIS;
and GUARDS, for aiding security officials in making criti-
cal resource allocation decisions. In Stackelberg games, one
player, the leader, commits to a strategy and follower makes
her decision with knowledge of the leader’s commitment.
Existing algorithms for Stackelberg games efficiently find
optimal solutions (leader strategy), however, they critically
assume that the follower plays optimally. Unfortunately,
in many applications, agents face human followers (adver-
saries) who – because of their bounded rationality and possi-
bly limited information of the leader strategy – may deviate
from their expected optimal response. Not considering these
likely deviations when dealing with human adversaries may
cause an unacceptable degradation in the leader’s reward,
particularly in security applications where these algorithms
have seen deployment. To that end, I explore robust al-
gorithms for agent interactions with human adversaries in
security applications. I have developed a number of robust
algorithms for a class of games known as “Security Games”
and am working toward enhancing these approaches for a
richer models of these games that I developed known as “Se-
curity Circumvention Games”.

Categories and Subject Descriptors
I.6 [Computing Methodologies]: SIMULATION AND
MODELING

General Terms
Algorithms, Experimentation, Security, Human Factors

Keywords
Game Theory, Security, Bounded Rationality
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In Stackelberg games, one player, the leader, commits to a
strategy publicly before the remaining players, the followers,
make their decision [2]. There are many multiagent security
domains, such as attacker-defender scenarios and patrolling,
where these types of commitments are necessary by the se-
curity agents [1, 3] and it has been shown that Stackelberg
games appropriately model these commitments [3]. Existing
algorithms for Bayesian Stackelberg games are able to find
optimal solutions to these attacker-defender scenarios con-
sidering an a priori probability distribution over possible
follower types [3]. Unfortunately, to guarantee optimality,
these algorithms make strict assumptions on the underly-
ing games, namely that the players are perfectly rational
and that the followers perfectly observe the leader’s strat-
egy. However, these assumptions rarely hold in real-world
domains, particularly when dealing with humans.

Of specific interest in my work are a set of real-world
security domains. Two domains in particular that utilize
“Security Games” [8] are the security challenges faced at the
Los Angeles International Airport (LAX) and by the Fed-
eral Air Marshals Service (FAMS). Here, security forces are
tasked with assigning resources to protect terminals within
the airports and flights leaving the airports. While Stackel-
berg games have been utilized to help address these problems
[3], these approaches fail to take into account a human fol-
lower (adversary). In general, human adversaries may have
a variety of cognitive or environmental limitations that influ-
ence their decisions. For example, such human adversaries
may be governed by their bounded rationality [7] or anchor-
ing biases due to limited observations [6]. Thus, a human
adversary may not respond with the game theoretic optimal
choice, causing the leader to face uncertainty over the gamut
of adversary’s actions. To that end, I have designed robust
algorithms to address human uncertainty within “Security
Games” based on bounded rationality and limited observa-
tional capabilities.

Building upon work in security domains, I have also de-
signed a new model of security games that allow for a more
complex set of security activities for the defensive resources
than previous work while not turning to a general Stackel-
berg representation. Such a model is designed to address the
decisions faced by agencies, such as the Transportation Se-
curity Administration (TSA), in protecting airports, ports,
and other critical infrastructure. In these complex environ-
ments it is important that security officials are able to reason
over a set of heterogeneous security activities as opposed to
the homogeneous security activities previously considered in
“Security Game” models. In the future it will be important
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to extend this model to also account for human uncertainty
as is done in my robust approaches to “Security Games”.

2. CONTRIBUTIONS
Algorithms that address human uncertainties: My

thesis provides the following key contributions. First, it pro-
vides a new robust algorithm, COBRA [4], that includes
two new key ideas for addressing human adversaries: (i) hu-
man anchoring biases drawn from support theory; (ii) robust
approaches for MILPs to address human imprecision. To
the best of my knowledge, the effectiveness of each of these
key ideas against human adversaries had not been explored
in the context of Stackelberg games. Furthermore, it was
unclear how effective the combination of these ideas, being
brought together from different fields, would be against hu-
mans. The second contribution is in providing experimental
evidence that this new algorithm can perform statistically
significantly better than existing algorithms and baseline al-
gorithms when dealing with human adversaries as follow-
ers. Since this new approach considers human adversaries,
traditional proofs of correctness or optimality are insuffi-
cient; instead, it is necessary to rely on empirical validation.
Hence, I examined four settings based on real deployed se-
curity systems at Los Angeles International Airport [3], and
compared 6 different approaches (3 based on COBRA and 3
existing approaches), in 4 different observability conditions,
involving 218 human subject playing 2960 games in total to
demonstrate the value of my robust algorithm. Thirdly, my
detailed experiments provide a solid initial grounding and
heuristics for the right parameter settings for the α param-
eter within the COBRA algorithm.

Compact game representations: Beyond the contri-
butions I have made algorithmically toward addressing hu-
man followers, I have also developed a new game model
known as“Security Circumvention Games”(SCGs) [5] to ad-
dress a wider range of possible security applications. Specifi-
cally, previous work has addressed domains in which a single
homogeneous security activity is considered such as assign-
ing air marshals to flights. Additionally, these security activ-
ities focused on preventing a single type of threat such as a
terrorist hijacking a plane. As such, “Security Games” were
developed as an efficient way to represent these games. In
SCGs I am able to reason about deploying resources between
heterogeneous security activities where each security activ-
ity is unique in what it accomplishes. Moreover, I consider
heterogeneous attacker threats that are capable of avoiding
different sets of security activities and may have different
impacts if successful. The benefit of SCGs are that, while
they allow for a wider class of games, they still avoid turning
to a general Stackelberg representation that may have too
large of an action space. By taking advantage of the game
structure I am able to create both a compact representation
for the defender and attacker side actions. Such a model
is useful in domains where security agencies such as TSA
must consider the protection of a large facility such as an
airport where there may be a variety of security activities
considered.

3. PRACTICAL REAL-WORLD RESULTS
In developing my work I have had the opportunity to in-

corporate game theoretic approaches into two real-world de-
ployed systems. First, the Assistant for Randomized Mon-

itoring Over Routes (ARMOR) [3] has been deployed at
the Los Angeles International Airport (LAX) since August
2007 to aid security officials in assigning randomized check-
points and canine patrols. Second, Game-theoretic Unpre-
dictable and Randomly Deployed Security (GUARDS) [5]
has been delivered to the TSA and is currently under eval-
uation for assigning resources to heterogeneous security ac-
tivities within an airport.

While ARMOR uses the traditional“Security Game”model,
GUARDS is a direct application of my new security game
model “Security Circumvention Games”. Given that “Se-
curity Games” were not directly applicable to this specific
domain, this demonstrates the benefits of exploring more ro-
bust models within the context of security games. In general,
these results demonstrate the usefulness of game theoretic
approaches and show that in the future game theory can be
used to aid in many important multi-agent problems.

4. FUTURE RESEARCH
In the future it will be important to continue to explore

alternative approaches for addressing human uncertainty.
While my current results have shown the benefit of consid-
ering different forms of uncertainty that arise from human
followers there may be even better strategies for addressing
this uncertainty. Furthermore, I will need to explore how my
current approaches transition to new and possibly more com-
plex models such as “Security Circumvention Games”. My
goal is that these approaches are generally applicable and
thus will work in a wide class of potential security games.
Finally, as my body of work grows and we demonstrate the
value of addressing human uncertainty within security games
it will be crucial to begin transitioning these techniques into
the real-world applications that are already utilizing game-
theoretic approaches such as ARMOR and GUARDS.
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1. INTRODUCTION
Forecasting the outcome of events that will happen in

the future is a frequently indulged and important task for
humans. Despite the ubiquity of the forecasts, predicting
the outcome of future events is a challenging task for hu-
mans or even computers - it requires extremely complex cal-
culations involving a reasonable amount of domain knowl-
edge, significant amounts of information processing and ac-
curate reasoning. Recently, a market-based paradigm called
prediction markets has shown ample success to solve this
problem by using the aggregated ‘wisdom of the crowds’
to predict the outcome of future events. This is evidenced
from the successful predictions of actual events done by the
Iowa Electronic Marketplace(IEM), Tradesports, Hollywood
Stock Exchange, the Gates-Hillman market, etc., and by
companies such as Hewlett Packard, Google and Yahoo’s
Yootles.

A prediction market consists of human traders and future
events whose outcome has not yet been determined. Traders
bet their money on the possible future outcome of the events.
A security is a financial instrument like a financial stock that
is associated with an event. Each event can have one or more
securities associated with it. Traders can buy or sell one or
more of the securities for each event at a time. The decision
of a trader to buy or sell a particular security depends on the
trader’s current belief about the outcome of the event. This
belief is expressed as a price corresponding to the security.
A prediction market also includes a central entity (e.g., the
company running the prediction market) that aggregates the
prices (or beliefs) from the market’s traders into a single
price, called the market price. This market price of a security
represents the price at which the security can be bought or

Cite as: A Multi-Agent System for Predicting Future Event Outcomes
(Extended Abstract), Janyl Jumadinova, Proc. of 10th Int. Conf.
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sold in the market. It also represents the aggregated beliefs
or opinions of traders about what the most likely outcome
of the event associated with the security. The aggregation
mechanism used by the central entity of a prediction market
has been studied actively in the past, and researchers have
proposed aggregation rules (e.g. LMSR [3]) implemented
through a market maker to address problems of liquidity,
trading volume, etc. in a prediction market.

Prediction markets were initially introduced as social re-
search tools for aggregating the opinions of a large number
of people on the future outcome of imminent events. The
following success of prediction markets as an effective aggre-
gator of public opinion has led to their adoption in various
domains ranging from academic research to commercial bet-
ting markets for popular events such as sporting events and
Hollywood movies and predicting the performance or sales of
products by software companies. Despite their overwhelm-
ing success, many aspects of prediction markets such as a
formal representation of the market model, the strategic be-
havior of the market’s participants and the impact of infor-
mation from external sources on their decision making have
not been analyzed extensively for a better understanding.

2. MULTI-AGENT PREDICTION MARKET
My research focuses on understanding and analyzing pre-

diction markets using multi-agent system and game theory-
based tools. I have developed a multi-agent based prediction
market that is composed of three main agent-based entities:
an information agent external to the market which is re-
sponsible for information flow to the market’s traders, trad-
ing agents that use different algorithms to calculate prices
and update beliefs related to the market’s securities, and
a market maker agent that uses a scoring rule to perform
information aggregation and calculate the market price for
the different securities in the market. The major research
questions that I am attempting to address in my disserta-
tion research using the multi-agent prediction market are:
1) How do changes in different aspects of information affect
the market prices in prediction markets?
2) How do different trading agent behaviors affect the mar-
ket price in prediction markets?
3) What trading strategies give the highest utility to the
trading agents?
4) How can prediction markets incentivize trading agents to
participate in order to achieve a higher prediction accuracy?
5) How does a prediction market evolve and what are its dy-
namics under different market and trader conditions?
6) How can we make a prediction market robust to untruth-
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ful revelations from trading agents or noise in the informa-
tion flowing into the market?

In the following sections, I have provided a more detailed
description of my research on each of these topics.

2.1 Effect of Information Related Parameters
on Trading Agent Behavior

The effect of information on prediction markets is a cru-
cial factor that affects the behavior of the trading agents in
the market. Information about an event that the trading
agents receive affects their belief values about the outcome
of an event, influences the prices corresponding to the event
and finally determines the outcome of the event. Therefore,
it makes sense to analyze the behavior of the trading agents
in response to different information-related parameters in a
prediction market. I have developed a multi-agent based sys-
tem that incorporates different information-related aspects
including the arrival rate of the information, the reliability
of the information, the penetration or accessibility of the
information among the different trades and the perception
or impact of the information by the trading agents. The
multi-agent implementation of a prediction market allows
us to easily analyze and verify the trading agents’ behav-
ior while varying different market and agent related internal
parameters of the prediction market, as well as external pa-
rameters related to the information about events arriving
at the market. The developed multi-agent prediction mar-
ket uses modeling parameters obtained from various sources
such as existing analytical models of financial markets, em-
pirical data from real prediction markets, and agent utility
and belief theory. I have also performed extensive simu-
lations of our agent-based prediction market for analyzing
the effect of information related parameters on the trading
agents’ behaviors expressed through their trading prices. I
have also compared our prediction market’s behavior with
an existing prediction market model, and, our agents’ strate-
gies with the zero-intelligence(ZI) agent strategy that has
been formerly used for strategic pricing in prediction mar-
kets. The results show that our agent-based prediction mar-
ket operates correctly and that our agents price predictions
result in higher utilities than ZI agents[5].

2.2 Trading Agent Behavior
Researchers have proposed theoretical models capturing

individual aspects of prediction markets such as utility theory-
based models for participants’ behavior, or aggregation strate-
gies for combining the information from the market’s par-
ticipants [1, 2, 6]. However, a monolithic model that simul-
taneously captures the information flow in the market, the
behavior of the prediction market’s participants on the mar-
ket’s predicted outcome has not yet been fully investigated.
In this part of my thesis I attempt to address this deficit by
developing a game theoretic representation of the trading
agents’ interaction and determining their strategic behavior
using the equilibrium outcome of the game. I have developed
a new agent-based game theoretic model called Partially Ob-
servable Stochastic Game with Information (POSGI) which
can be used by each trading agent to reason about its ac-
tions. Within this POSGI model, the correlated equilibrium
strategy is calculated for each agent using the aggregated
price from the market maker as a recommendation signal.
I have proved the existence of the correlated equilibrium in
the POSGI prediction market with risk neutral agents and
have provided an algorithm for calculating the correlated

equilibrium within POSGI prediction market. I have also
considered risk preferences of the agents and I have shown
that a Pareto optimal correlated equilibrium solution can in-
centivize truthful revelation from risk averse agents. Finally,
I have empirically compared our POSGI/correlated equilib-
rium trading strategy with five different pricing strategies
used in similar markets with pricing data obtained from real
prediction prediction market events. The empirical results
show that the agents using the correlated equilibrium strat-
egy profile are able to predict prices that are closer to the
actual prices that occurred in real markets and these trading
agents also obtain 35− 127% higher profits[4].

2.3 Prediction Market Dynamics
Despite a growing research on prediction markets, their

implementation in practice is still difficult. It is important
to know under what conditions (e.g the number of trading
agents, noise) the prediction market becomes most efficient.
To address this question we modeled a prediction market
as a dynamical system represented as a Boolean Network
(BN). The advantage of BN modeling is that it can retain
the essential aspects related to the dynamics of a prediction
market while at the same time, being easy to understand
and manipulate.

Using a BN approach and a mean-field approach from sta-
tistical physics I have generated a mathematical model for
a prediction market in which one node represents the mar-
ket maker that at each time step aggregates the information
from the other nodes in the system which represent the trad-
ing agents. The states of the trading agents and the market
maker are updated according to specific Boolean rules that
model the actual rules in a prediction market. I have first
verified that the operation of the prediction market remains
the same under BN representation of the prediction market.
Then using the tools from dynamical systems and chaos the-
ory, I analyzed an evolution of the aggregated information
under various scenarios. In particular, I identify parameter
values that lead the system to a specific behavior (stabil-
ity or chaos), and estimate the amount of time needed to
reach that behavior. The sensitivity to disturbances of a
BN has been analyzed in the literature for various types of
BNs [7]. Using these BN techniques we are currently an-
alyzing the robustness of the prediction market to various
types of disturbances and estimating the influence of trading
agent strategic behavior or other external influences on the
overall network dynamics.
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ABSTRACT
This thesis focuses on the design of autonomous agents which
can negotiate with people using argumentation strategies.
Argumentation is the ability to argue and to persuade an-
other party to accept a desired agreement, to acquire or give
information, to coordinate goals and actions and to find and
verify evidence [13]. Argumentation is endemic to human in-
teraction. It facilitates knowledge about people’s positions,
and may improve the final outcome of negotiation [1, 2].
Despite the importance of argumentation within the general
framework of negotiations, work on argumentation over the
last few years has focused almost exclusively on the context
of rational interactions between self-interested, automated
agents [6, 7].

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]

General Terms
Experimentation

Keywords
Human-robot/agent interaction, Negotiation

1. INTRODUCTION
Game theory researchers have studied persuasion games

since the 1980’s [8], but most of the progress has been made
in the last few years [3, 5, 9]. In these games, a speaker
(e.g., a seller) needs to decide how much information to dis-
close to the listener (e.g., buyer) in an attempt to encourage
the listener to take a specific action (e.g., to buy his goods).
Several relevant questions were considered in the context of
this limited game. For example, Glazer and Rubinstein [5]
studied which rules the listener should use to maximize the
likelihood of his accepting the request if, and only if, it is
justified, given that the speaker maximizes the probability
that his request be accepted. Other researchers tackled the
problem of persuasion by studying the use of extensive-form
games of perfect information to model argumentation [10,
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12]. They used standard backward induction techniques to
eliminate dominant strategies and characterized Nash equi-
librium strategies for limited cases. Another form of research
has applied a mechanism design for abstract argumentation
which encourages the agents to reveal their true arguments
[4, 11]. To summarize, there are very few previous works on
argumentation taking human characterization into account.
The theoretical perspective will include a model which will
try to predict a human player’s strategy. Arguing with peo-
ple raises challenges for reasons similar to those relating to
the development of agents that bargain with people (i.e.,
people are bounded rational and do not maximize expected
utility [1, 2]). We cannot assume that people interacting
with an automated agent will follow a predefined algorithm
for producing argumentation, use equilibrium strategies or
even that they will follow a predefined protocol for the argu-
mentation. To the best of our knowledge, there are no sys-
tems that can argue with people or provide argumentation
when negotiating with or facilitating negotiation between
people.

2. EQUILIBRIUM STRATEGIES
In the first section of the thesis we tackled the following

challenges: first, to determine how well computer agents ne-
gotiate with people in revelation games where agents use
equilibrium strategies that entail deciding whether or not
to reveal private information; second, to understand how
people relate to agents in such games. We used two types
of revelation games that varied the dependencies between
players. Each game included a revelation choice followed
by two rounds of negotiation. We compared people’s per-
formance when playing these games with other people to
that of computer agents playing against people. The com-
puter agents used one of two types of possible equilibrium
strategies. One type did not reveal its preferences at all dur-
ing any point the negotiation, while the other type revealed
its true preferences at the onset of the negotiation process.
Both equilibrium types made competitive, more selfish of-
fers in the first negotiation round and more generous offers
in the last round. Depending on their strategy, some agents
asked for more resources than they needed if their prefer-
ences weren’t known. The results of our experiments show
that (1) an agent’s performance depended on whether they
were the last party to make a proposal, but did not depend
on whether or not they decided to reveal their true prefer-
ences. For people, this trend was reversed. In particular,
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preference revelation increased the likelihood of agreement
for people, but not for agents. (2) Agents performed as well
as people when they were the last party to make a proposal,
but overall, they were significantly outperformed by peo-
ple. We conjectured this was because people were reluctant
to accept the competitive offers made by agents in the last
round. These results thus indicate that preference revela-
tion has a significant positive effect on people’s performance
but this benefit does not carry over to equilibrium-playing
agents when they make strategic-type offers. These results
provide insight into people’s strategies in revelation games
that will facilitate future agent-design in these settings.

3. DECISION THEORY
In the second section, we built a new agent-design that

uses a decision-theory approach to negotiating proficiently
with people in revelation games. The agent explicitly rea-
sons about the social factors that affect people’s decisions
whether to reveal private information, as well as the effects of
people’s revelation decisions regarding their negotiation be-
havior. It combines a prediction model of people’s behavior
in the game with a decision-theory approach for making opti-
mal decisions. The parameters of this model were estimated
from data about human play. The agent was evaluated play-
ing against both new people and an agent using equilibrium
strategies in a revelation game that varied the dependency
relationships between players. The results showed that the
agent was able to outperform human players as well as the
equilibrium agent. It learned to make offers that were sig-
nificantly more beneficial to people than the offers made by
other people while not compromising its own benefit, and
was able to reach agreement significantly more often than
did people as well as the equilibrium agent. In particular, it
was able to exploit people’s tendency to agree to offers that
are beneficial to the agent if people revealed information at
the onset of the negotiation. The contributions of our work
are fourfold. First, it formally presents revelation games as
a new type of interaction which supports the controlled rev-
elation of private information. Second, it presents a model
of human behavior that explicitly reasons about the social
factors that affect people’s negotiation behavior, as well as
the effects of players’ revelation decisions on people’s nego-
tiation behavior. Third, it incorporates this model into a
decision-making paradigm for an agent that uses the model
to make optimal decisions in revelation games. Lastly, it
provides an empirical analysis of this agent, showing that
the agent is able to outperform people and more likely to
reach an agreement than people.

4. FUTURE WORK
For future work we have several directions: (a) First, we

intend to build an agent who plays revelation games, includ-
ing more complex argumentation domains. One possibility
is a domain where the players are not exposed to each other’s
resources, and in each negotiation phase they can reveal a
subset of their resources. (b) We want to investigate co-
operative game theory concepts in the domain of revelation
games. According to our intuition, agents playing accord-
ing to these concepts can play much better against people
than against equilibrium agents, mainly because their strat-
egy will be more similar to a person’s strategy while playing
these games. (c) We want to expand our decision-theory

model to be able to grasp the diversity of peoples’ social pref-
erences and find distinctive clusters in these preferences. (d)
We want to let the agent be exposed to the human player’s
brain activity while they are playing revelation games, and
to use feature-detection algorithms in order to build a pre-
diction model for human strategy based on their brain ac-
tivity. In this way an agent can learn from past games and
can adapt to its opponent while playing.
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ABSTRACT
Modeling crowd behavior is an important challenge for
agent-based simulation. My overall goal is to provide a sin-
gle computational cognitive mechanism that, when executed
by individual agents, would give rise to different crowd be-
haviors, depending on the perceptions and actions available
to each individual. I propose a novel model of crowd behav-
ior, based on Social Comparison Theory (SCT), a popular
social psychology theory that has been continuously evolv-
ing. I am pursuing a concrete algorithmic framework for
SCT and evaluating it on different social behaviors. More-
over, I have begun to explore the use of qualitative reasoning
techniques to model global (macro-level) social phenomena
in demonstrations. I believe that this is the first use of QR
techniques for such purposes.

Keywords
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1. THESIS RESEARCH
Modeling crowd behavior is an important challenge for

agent-based simulation. Models of crowd behavior facili-
tate analysis and prediction of the behavior of groups of
people, who are in close geographical or logical states, and
are affected by each other’s presence and actions. Accurate
models of crowd behavior are sought in training simulations,
safety decision-support systems, traffic management, busi-
ness and organizational science. Agent-based simulations
provide an appropriate framework for such models.

A phenomenon observed in crowds, and discovered early
in crowd behavior research, is that people in crowds act sim-
ilar to one another, often acting in a seemingly coordinated
fashion, as if governed by a single mind. However, this coor-
dination is achieved with little or no verbal communication.

Existing models of crowd behavior, in a variety of fields,
leave many open challenges. In particular in computer sci-
ence, models are often simplistic, and typically not tied to
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a specific cognitive science theory or data. Moreover, exist-
ing computer science models often focus only on a specific
phenomenon (e.g., flocking, pedestrian movement), and thus
must be switched depending on the goals of the simulation.

My overall goal is to provide a single computational cog-
nitive mechanism that, when executed by individual agents,
would give rise to different crowd behaviors, depending on
the perceptions and actions available to each individual. I
propose a novel model of crowd behavior, based on Social
Comparison Theory (SCT), a popular social psychology the-
ory that has been continuously evolving since the 1950s. The
key idea in this theory is that humans, lacking objective
means to evaluate their state, compare themselves to oth-
ers that are similar. While inspired by SCT, I remain deeply
grounded in computer science; I am pursuing and evaluating
a concrete algorithmic framework for SCT. I am investigat-
ing the scalability of this framework, and generating lessons
for the agent-based simulation community [?, ?, ?, ?, ?, ?].

During my PhD research, I plan to develop the SCT
model, to be able to cover crowd behaviors phenomena
which are not covered today. We plan to investigate the
SCT by simulating complex crowd behaviors such as calm
demonstrations which turn violent, etc. Moreover, we also
plan to explore the SCT model in small groups’ behaviors
and cover phenomena like peer pressure. In all of these, the
agent-based simulations I build are compared against data
from human-studies.

In the first part of my dissertation, now completed, I in-
vestigated the use of SCT in pedestrian traffic [?, ?, ?]. I
had shown that the SCT model is more faithful (in com-
parison with other models) to human pedestrian traffic. I
also applied this this architecture to modeling evacuations
in large buildings and public places which provided an in-
teresting results. I have also demonstrated that the original
SCT model, which called for applying socially-motivated ac-
tions only when goal-oriented actions are not feasible, to be
incorrect (in that it produces simulations that are not re-
alistic). Instead, I’ve shown that an architecture in which
social considerations are always present works better [?, ?].

In the second part of my dissertation, I have begun to
explore the use of qualitative reasoning techniques to model
global (macro-level) social phenomena in demonstrations [?].
I believe that this is the first use of QR techniques for such
purposes. We incrementally present and compare three qual-
itative models, based on social science theories. The initial
results demonstrates the efficacy of qualitative reasoning to
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apply for the development and testing of social sciences the-
ories.

In the remaining time, I am hoping to continue with QR
techniques and apply it on additional domains and evalu-
ate it on large datasets. Moreover, I am hoping to extend
the use of agent-based models to crowd and group behav-
iors in two ways. First, I am planning to explore the cul-
tural differences in pedestrian and evacuation behavior and
investigate whether the SCT model can account for such dif-
ferences. Second, I am looking for ways to expand the SCT
model by applying it in the context of small social groups.
In particular, I am investigating the use of the SCT model
in explaining results in game theory and psychology. Here
again the application of agent-based modeling and simula-
tion is key to my approach: I am modeling humans in the
groups as agents with certain socio-cognitive mechanisms,
and am using the simulations to make predictions. These
are contrasted against known results.
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ABSTRACT
We study how to achieve cooperation between two self-interested
agents that play repeated randomly generated normal form
games. We take inspiration from a model originally designed
to identify cooperative actions by humans who play a game,
but we use the model in a prescriptive rather than descrip-
tive manner. To identify cooperative intent, agents use a
particle filter to learn the parameters of the model.

Categories and Subject Descriptors
I.2.11 [Distributed AI]: Multiagent systems
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1. INTRODUCTION AND MODEL
For our study we use randomly generated games with 16

actions per player and payoffs uniformly distributed between
0 and 1. Players only see each game once – they need to rea-
son about the opponent’s past behavior in different games in
order to predict its behavior in the current game. This en-
ables us to study the problem of identifying what constitutes
cooperation in an unpredictable environment.

The model we use to identify cooperative behavior has
been proposed to explain human cooperation in [3]. Agents
value their opponent’s payoffs as well as their own. In the
model, which we presented in [1], agents adopt an attitude
towards their opponent. Attitude is a real number which
indicates the agent’s intent. An attitude of 1 indicates a
very helpful agent, an attitude of 0 indicates an indifferent
agent, and an attitude of -1 indicates a hostile agent.

Given agents x and y with attitudes Ax and Ay, each agent
constructs a modified game with a different payoff matrix.

The modified payoff matrix P
′x of agent x is P

′x
ij = P x

ij +
AxP y

ij where P x
ij is the payoff in the original game for player
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x and P y
ij is the payoff for the opponent when they choose

respectively actions i and j. The modified payoff matrix of
agent y can be computed similarly, using its attitude Ay.
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Figure 1: Effect of attitude on agent payoff. The
agent’s attitude is on the left axis, going from full
cooperation (1) to full selfishness (-1). The oppo-
nent’s attitude is on right axis. Results are aggre-
gated over 1000 games.

Agents then act according to a Nash equilibrium of the
modified game, but receive payoffs from the original game.
Figure 1 shows the effect of different attitude values on an
agent’s payoff. The most significant factor in an agent’s
payoff is the attitude of its opponent, with a higher attitude
resulting in a better outcome for the agent. The second most
significant factor is the agent’s own attitude – unsurprisingly
a more self-interested agent achieves a better payoff. There
is one particularly surprising effect which can be observed
in Figure 1. When the opponent has a positive attitude, an
agent no longer suffers for increasing its attitude above 0.
An agent can even gain by increasing its attitude from 0 to
.1 when the opponent’s attitude is 1. This shows that there
are opportunities for cooperation. It is important to note
that these are aggregate results. For a particular game the
general shape will be similar, but it will not be so smooth.

There are multiple parameters which can be varied, most
notably the number of actions available to each agent, and
the distribution from which payoffs are drawn. Increasing
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the number of actions does not have a significant effect, but
decreasing their number simplifies the environment and the
plateau is no longer observed – agents payoffs increase solely
with how generous the opponent is and how selfish they are.
Drawing payoffs from a Gaussian distribution also simplifies
the environment, but to a lesser degree. Details in [2].

2. LEARNING
When agents’ attitudes and their choice of Nash equilib-

rium are public knowledge the model produces cooperative
outcomes. However, a self-interested agent is motivated to
conceal its attitude. In order to avoid exploitation it is nec-
essary for an agent to learn its opponent’s attitude by ob-
serving its actions. An agent acting according to this model
uses 3 parameters to select its action: its own attitude,
its opponent’s attitude, and a choice of Nash equilibrium of
the modified game. By using a regularized particle filter we
have shown [2] that an agent can learn what parameters its
opponent is using well enough to provide a good prediction
of opponent behavior.
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Figure 2: Prediction accuracy (top) against a ran-
dom stationary opponent and (bottom) in self-play.
Results aggregated over 100 sequences of 100 games.

Figure 2 shows the performance of a regularized parti-
cle filter learning a target in this environment. The pre-
diction error is the Jensen-Shannon divergence between the
predicted and actual strategy chosen by the opponent. The
top graph shows the error in the prediction of the opponent
action for a random stationary opponent, with learning tar-
gets drawn from a Gaussian distribution with 0 mean. The

bottom graph show the prediction error between two learn-
ing agents, each reciprocating the opponent’s attitude with
a bonus of .1. This does not create substantial risk (since
its attitude is never significantly higher than its opponent’s)
but it allows both agents to eventually reach a maximally
cooperative attitude of 1. Despite the fact the interactions
are very complex it takes only around 20 games to learn
the opponent’s behavior with reasonable certainty. This is a
small number compared to the thousand of games that are
typically needed to learn.

Reducing the number of actions increases the speed of
learning to predict the opponent’s action, but reduces the
speed at which the model is learned. Drawing from a differ-
ent random distribution does not have a significant effect on
learning. Prediction is not significantly affected if agents’
payoffs are positively or negatively correlated, but model
accuracy can drop. If agents actions have an independent
effect on payoffs some aspects of the model become unlearn-
able (since they no longer affect agents’ actions) but it be-
comes a good predictor very rapidly, because it is no longer
necessary to learn what the opponent expects the agent to
do.

One advantage of using particle filters is that they can
easily be adapted to a non-stationary target. We have suc-
cessfully learned targets that drift randomly as well as tar-
gets which are occasionally replaced by a different target. As
long as the motion is not too rapid (such as a target which
is replaced every other game), learning can still be done.

3. FUTURE WORK AND CONCLUSIONS
One issue with our model is how agents choose strategies

once they have chosen an attitude to adopt. We currently
assume they play a strategy which is part of a Nash equilib-
rium. When playing against a random stationary opponent,
they use best response. Playing best response is risky, so we
are looking into a partial best response strategy.

The model of reciprocation we use is simple and does not
take into account all factors. For example, it is not capable
of detecting an opponent that cooperates when the stakes
are low and does not cooperate when the stakes are high.
We are planning on developing a more sophisticated model
of reciprocation with some notion of debt or obligation. We
will also look at real domains to study how our model can
be applied.

Our main contribution is a model which can achieve co-
operative outcomes between two self-interested agents in a
wide variety of normal form games, where agents can use re-
ciprocation to achieve cooperation without exposing them-
selves to the risk of exploitation. To determine the oppo-
nent’s hostile or cooperative intent, the model parameters
are learned using a particle filter.
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ABSTRACT
In Multiagent Systems (MAS), various activities are related
to decisions involving a group of agents such as negotiation,
auctions and social choice. Group Decision Making (GDM)
specializes in situations where a group of agents need to pick
one of possibly many options from a set and commit to it.
We intend to provide a new GDM framework in which the
agents are able to employ abductive reasoning and discuss
the options towards consensus.

Categories and Subject Descriptors
F.4.1 [Mathematical Logic]: Logic and Constraint Pro-
gramming; I.2.11 [Distributed Artificial Intelligence]:
Multiagent systems

General Terms
Theory

Keywords
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1. INTRODUCTION
The problem of accounting preferences of agents in a group

decision setting dates from a long time. Various attempts
were made to outline the preferences of a group by combin-
ing the individual preferences of its members. The first at-
tempt to do so was Social Choice Theory [1]. Social choice
is based on preference ordering relations and voting rules,
which can lead to a series of known inconsistencies. More
recent approaches proposed different structures to represent
preferences [2, 9, 13] and to aggregate them [2, 4, 5, 7, 10].
Other work include finding consensus in a set of agent knowl-
edge bases [11] and sharing knowledge to solve problems in
groups [14], but these are not directed to GDM. As far as our
knowledge goes, no attempt has been made to treat GDM
as a process of discussion. Our goal is to create the means
for a group of agents to engage discussion in that sense. We
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believe that this behavior better relates to the paradigm of
MAS and that abductive reasoning as in [12] is the key to
it. Next, we define GDM problems (Section 2). We then
proceed to discuss the existing approaches (Section 3), their
issues and our proposed solution (Section 4). Finally, we
conclude the paper (Section 5).

2. GDM PROBLEMS
In order to better understand the approaches discussed

next and our own, the reader should first fully understand
the characterization of a GDM Problem. These problems
are defined as those where a set of agents A = {a1, . . . , an},
n ≥ 2, try to make a common choice out of a set of options
O = {o1, . . . , om}, with m ≥ 2. Agents are characterized
by their own knowledge, goals, intentions, etc, and are usu-
ally addressed in the GDM literature as experts. When a
common choice is made, it is said that the agents reached
a consensus. The reading of the problem resembles Social
Choice Theory [1], but GDM approaches focus in combining
the preferences of agents in more sophisticated ways.

3. RELATED WORK
In this section we give a general overview of the existing

approaches to GDM and related work. A common argument
in the GDM literature is that full consensus is really hard
to achieve. Consequently, the existing approaches usually
resort to majority voting or judgment aggregation. Most
of these are based on preference orderings or relations and
use Fuzzy Logics, Modal Logics, Extended Disjunctive Logic
Programs or Conditional Preference Networks (CP-Nets) to
represent the preferences of agents. Some approaches deal
with unknown parameters and flexibility of the agents, but
information sharing and learning are hardly addressed.

3.1 Majority Rules
This category relates decision making to Social Choice

and is usually addressed by the name of Collective Decision
Making [2, 8]. In such approaches, an option elected by
majority is taken as consensus and the agents are supposed
to commit to the outcome of the election. Some of the work
in this sense is related to improve preferences representation
[2, 8] and to avoid manipulation of voting rules [3].

3.2 Approaches under Fuzzy Logics
Most of the attempts to avoid voting rules in GDM are

based on preference aggregation under a Fuzzy preferences
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setting [4, 5, 7, 9, 10, 13]. Each agent ranks the given op-
tions and provides their preference relations by attributing
to each pair of alternatives either a fuzzy value, fuzzy inter-
val or linguistic term [9]. The consensus is measured and
interpreted as a degree of general agreement in the group.
In such approaches, an option will only be considered as
consensual in the group if this degree surpasses a certain
predefined fuzzy threshold. Some of the research in the area
is also related to find good threshold values. There is also
work with fuzzy preferences directed to allow flexibility of
the agents in the decision process. In this case, their prefer-
ences might change over time [5, 10]. The decision process
then occurs in a given number of rounds and a moderator
is required to supervise it. The moderator is responsible for
keeping track of the time (number of rounds), suggest to
some of the experts review their opinions or even revising
the weights attributed to each expert in each round. In [10],
it is argued about the computational complexity of the pro-
cess and a human moderator is suggested. These approaches
are related to optimization and try to manipulate the agents
preferences towards a consensus.

3.3 Other Work Worth Mentioning
A behavioral attempt to make agents choose options as a

group is under development by Hoogendoorn [6]. This model
is inspired in Social Neuroscience and the agents are able
to influence one another by communication and empathy.
The result is that the mental state of the group seems to
develop in a way that the agents in the group get to think
alike. There is also work in Distributed Problem Solving
due to Woorldridge [14] where the agents communicate in
order to share knowledge in a collaborative scenario and
reason together. The agents are then capable of reaching
conclusions that none of them would be capable to reach by
itself. Finally, a definition of consensus over Logic Programs
has been proposed by Sakama in [11] that also allows for
agents flexibility. Even though the agents can change their
preferences, this framework only considers consensus where
all agents should agree to the choices made by having a
semantics that supports it.

4. AN ABDUCTION-BASED APPROACH
The approaches in sections 3.1 and 3.2 do not consider di-

rect interaction of the agents or knowledge sharing. At most,
all agent interaction is restricted to that with the modera-
tor. It is assumed that the options are all viable and that the
agents understand all of them. Also, the cases with options
that can not be compared or the group equally agrees over
more than one option are not properly addressed. To try
to solve most of these problems while avoiding social choice
paradoxes, we propose a group decision process where the
agents share knowledge and engage in group reasoning.

In the proposed thesis, a group decision process entirely
based on group reasoning with abduction is proposed. We
consider agents with knowledge bases represented by Ab-
ductive Logic Programs (ALP) as intended in [12]. In this
scenario, the agents resort to abduction to decide whether to
partially support, abstain from or refuse each of the options.
In each case, an agent is able to explain its position or specify
conditions to change its mind. Our goal is to allow that the
group of agents figure their general agreement about each
option through discussion and decide for one with maximal
support. This model is based on the interaction of humans

in a GDM situation. We expect our approach to introduce
a more natural process of GDM to MAS.

5. CONCLUSION
The thesis discussed in this paper aims to provide agents

with means to engage in group decisions in a way closer to
how humans do. We propose a new approach based on the
abductive logic programming framework mentioned in [12].
Through abductive reasoning the agents should be able to
explain their opinions and conditionally change their minds.

6. REFERENCES
[1] K. J. Arrow. Social Choice and Individual Values.

John Wiley & Sons, Inc., 1963.

[2] Y. Chevaleyre, U. Endriss, J. Lang, and N. Maudet.
Preference handling in combinatorial domains: From
ai to social choice. AI Magazine, 29(4):37–46, 2008.

[3] E. Ephrati and J. S. Rosenschein. Deriving consensus
in multiagent systems. Artificial Intelligence,
87(1-2):21–74, 1996.

[4] M. Fedrizzi and G. Pasi. Fuzzy logic approaches to
consensus modelling in group decision making. volume
117 of SCI, pages 19–37. 2008.

[5] E. Herrera-Viedma, F. Mata, L. Mart́ınez, and
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ABSTRACT
To optimally secure large and complex infrastructures against
crime activities, a scalable model for optimal defender allo-
cation is needed. Game theory is successfully used to formal-
ize the problem as a two-player game between an attacker
and a defender. We consider both player to be mobile and
we focus on proper path intersection modeling and we ob-
serve the trade-off between fidelity and computational com-
plexity. We search for the a Nash Equlibirium of the game
using oracle based algorithms and we evaluate the robust-
ness of the solution in a multi-agent simulation where some
assumptions made do not strictly hold.
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1. INTRODUCTION
In recent years, with rise of many crime activities, the

effective security of important infrastructures, such as public
airlines, city infrastructures or maritime transit corridors is
growing on importance. These networks – already large and
complex – are constantly growing and gaining additional
complexity, so the conventional methods for securing these
networks, such as human generated schedules, are rendered
useless. New computer-aided methods for optimal security
resource allocation and area patrolling are needed.

There is an ongoing research focusing on scalable solutions
for optimal defender resource allocation in various domains.
The problem is modeled as a game between two players: the
attacker and the defender. While the attackers movement is
usually explicitly considered and accounted for, the defender
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is mostly static, i.e. he is allocated to a particular place to
guard and he is not allowed to move.

We focus on models, where both the attacker as well as
the defender – more appropriately called the patroller – is
mobile, i.e. we explicitly consider movements of both play-
ers and focus on proper path intersection modeling. This
model allows us to consider additional constraints of both
players, such as the requirement of the attacker to reach
a particular destination or the necessity of the patroller to
periodically return to its base. We term this game model
transit game which we introduced in [7, 8]. The main ad-
vantage of this approach is the formalization of the domains
with finer granularity; however, this comes with the cost of
additional complexity in the computation process.

To be able to solve large games representing real-world
scenarios, we are using oracle-based algorithms [4]. These
iterative algorithms are solving a set of small sub-games
and they do not require explicit enumeration of all strate-
gies. Consequently, they are able to solve large games that
would not fit into the memory when using conventional lin-
ear programming methods. The performance of the algo-
rithms heavily depends on fast oracles, providing best re-
sponse strategy for any sub-game. Unfortunately, there is
a trade-off between the fidelity of the game model – more
specifically the fidelity of the utility computation – and best
response computation time. We fight this problem from
both sides: (1) we are looking for a reasonable compromise
of the fidelity of the utility function and (2) we look for fast
”good-enough” responses for sub-game expansion which still
lead to an optimal solution.

Finally, to properly validate the game model, we implant
the computed solution into a multi-agent simulation of a
particular domain and evaluate its effectiveness in a richer
environment. This last step provides a necessary bridge be-
tween theoretical models and real-world deployment.

2. RELATED WORK
Security games [3] are able to model a variety of security

scenarios ranging from allocation airport security to termi-
nals [5] to placing checkpoints in a city grid [6]. In our
paper [2], we extend the latter approximate approach to
provide an optimal solution using precise definition of the
utility function and the double-oracle algorithm. In broader
context, there exist many game models generally denoted
as pursuit-evasion games that are relevant to our approach.
The closest games with both mobile players are infiltration
games [1], however no additional constrains are considered
for the movement of the patroller. Moreover, we have further
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enriched our model by associating interception probability
with each node and edge in the graph, thus considering ad-
ditional real-world property.

3. GAME MODEL
The transit game is a zero-sum game played in a connected

transit area represented by an arbitrary graph with defined
entry and exit zones and a base location. There are two
players that move in the area: the evader (corresponding to
the attacker) and the patroller. The evader’s objective is to
reach any exit zone from any entry zone without encounter-
ing the patroller. The patroller’s objective is to intercept the
evader’s transit by strategically moving through the transit
area. In addition, because of its limited endurance, the pa-
troller has to repeatedly return to the base.

The strategy set of the evader is a set of all paths from
entry to exit zones and the strategy set of the patroller are
all closed walks originating in the base. The utility function
can vary from simplistic definitions, summing the number of
joint nodes of players’ paths, to complex ones, taking into
account relative movement of the players and incorporating
interception probability If the utility is simple enough then
the strategy space can be represented by a more compact
set of strategy components and by additional network-flow
constrains in the LP formulation (described in [7]). In this
case, the oracle can provide the best response fast and the
algorithm is scalable. If the utility function is computed
more precisely, the strategies cannot be decomposed and
represented compactly. In this case, the oracle-based algo-
rithms cannot provide the solution in polynomial time thus
restricting the scalability.

For the static defender resource allocation, we explored
the trade-off between the complexity of the utility function
in [2], where we have shown that the approximate utility
definition can result in an unbounded error in the defender
resource allocation. However, when defining the utility ex-
actly, the best-response oracles were proven to be NP-hard,
which resulted into a much lower scalability.

4. SOLUTION ALGORITHMS
Instead of searching for the Nash Equilibrium (NE) of the

full game, oracle-based algorithms iteratively construct and
solve a growing succession of smaller sub-games until they
reach a sub-game whose NE is also the NE of the full game.
The sub-games are constructed by considering only a sub-
set of all pure strategies for one or both players. In each
iteration, the oracle finds the best response (in form of a
pure strategy) for a player and this strategy is added to the
current sub-game. Depending on the structure of players’
strategy spaces, a NE of the full game may be found (long)
before the full game needs to be constructed and solved thus
significantly reducing the computation time. Two important
assumptions are made: (1) computation of NE is signifi-
cantly faster for the sub-games than for the full game and
(2) the best responses are provided fast. As we discuss in
our work, assumption (2) does not always hold, which limits
the usage of the oracle-based algorithms.

5. EVALUATION APPROACH
It is usual to consider the finding of a NE the final step of

the problem solution. However it is not often seen to test the
solution of the game outside the game-theoretic framework.

It is necessary to deploy the solution of the game into a richer
representation of the real-world problem and evaluate the
effectiveness of the solution in a more realistic environment.

In our work, we use multi-agent simulations of various do-
mains to test the computed solution. The agents implement
a behavioral model based on the strategy computed from
the game. They move on the graph, however, the graph is
placed over the area it represents and the agents are follow-
ing a continuous path. Additionally, the simulation allows
to slightly violating other assumptions made, such as giving
different speeds to the players, extending visibility range of
the patroller etc. When evaluating the effectiveness of the
patroller strategies, the attacker does not use the precom-
puted solution; it behaves adaptively, searching for a poten-
tial ”hole” in patroller’s behavior, possibly present due to
the different conditions of the simulated world.

6. CONCLUSION
We have proposed a game-theoretic framework of transit

game to optimally solve large and complex security prob-
lems. We have extended the oracle-based algorithms to
achieve faster algorithm convergence and we have evaluated
the solution of the game in a multi-agent simulation.

In the close future, we will further explore the trade-off
between the complexity of the utility functions and the com-
putational requirements of the computation process. We
will extend oracle-based algorithms to be able to provide re-
sponses fast and expand the sub-games more effectively, thus
speeding the convergence process. This approach will lead
to effective and scalable algorithms able to design security
and patrol schedules for infrastructures of today’s world.

7. REFERENCES
[1] S. Alpern. Infiltration Games on Arbitrary Graphs.

Journal of Mathematical Analysis and Applications,
163:286–288, 1992.

[2] M. Jain, D. Korzhyk, O. Vaněk, V. Conitzer,
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1. INTRODUCTION
Social norms help people self-organizing in many situa-

tions where having an authority representative is not fea-
sible. On the contrary to institutional rules, the responsi-
bility to enforce social norms is not the task of a central
authority but a task of each member of the society. “The
social norms I am talking about are not the formal, prescrip-
tive or proscriptive rules designed, imposed, and enforced by
an exogenous authority through the administration of selec-
tive incentives. I rather discuss informal norms that emerge
through the decentralized interaction of agents within a col-
lective and are not imposed or designed by an authority”[3].
In recent years, the use of social norms has been consid-
ered also as a mechanism to regulate virtual societies and
specifically heterogeneous societies formed by humans and
artificial agents.
One of the main topics of research regarding the use of so-
cial norms in virtual societies is how they emerge, that is,
how social norms are created at first instance. We divide
the emergence of norms into two different stages: (a) how
norms appear in the mind of one or several individuals and
(b) how these new norms are spread over the society un-
til they become accepted social norms. We are interested
in studying the second stage, the spreading and acceptance
of social norms, what Axelrod [2] defines as norm support.
Our understanding of norm support deals with the problem
of which norm is established as the dominant. Specifically,
we deal with two different branches of the research on nor-
mative sytems: conventional norms and essential norms. As
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described in [6], on the one hand conventional norms fix one
norm amongst a set of norms that are equally efficient as long
as every member of the population uses the same (e.g. com-
munication protocols, greetings, driving side of the road),
and on the other hand, essential norms solve or ease collec-
tive action problems, where there is a conflict between the
individual and the collective interests. The scientific ques-
tion of this research is how to accelerate the establishment
of a common norm in virtual societies: in the case of con-
ventional norms, by dissolving the subconventions; and in
the case of essential norms, by studying the effects of pun-
ishment and norm internalization.

2. CONVENTIONAL NORMS
The social topology that restricts agent interactions plays

a crucial role on any emergent phenomena resulting from
those interactions [4]. Convention emergence is one mecha-
nism for sustaining social order, increasing the predictabil-
ity of behavior in the society and specify the details of those
unwritten laws. Examples of conventions pertinent to MAS
would be the selection of a coordination protocol, communi-
cation language, or (in a multitask scenario) the selection of
the problem to be solved. Conventions help agents to choose
a solution from a search space where potentially all solutions
are equally good, as long as all agents use the same.

In social learning [5] of norms, where each agent is learn-
ing concurrently over repeated interactions with randomly
selected neighbours in the social network, a key factor influ-
encing success of an individual is how it learns from the “ap-
propriate” agents in their social network. Therefore, agents
can develop subconventions depending on their position on
the topology of interaction. As identified by several authors,
metastable subconventions interfere with the speed of the
emergence of more general conventions. The problem of sub-
conventions is a critical bottleneck that can derail emergence
of conventions in agent societies and mechanisms need to be
developed that can alleviate this problem. Subconventions
are conventions adopted by a subset of agents in a social
network who have converged to a different convention than
the majority of the population.

Subconventions are facilitated by the topological configu-
ration of the environment (isolated areas of the graph which
promote endogamy) or by the agent reward function (con-
cordance with previous history, promoting cultural main-
tenance). Assuming that agents cannot modify their own
reward functions, the problem of subconventions has to be
solved through the topological reconfiguration of the envi-
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ronment.
Agents can exercise certain control over their social net-

work so as to improve one’s own utility or social status. We
define Social Instruments to be a set of tools available to
agents to be used within a society to influence, directly or
indirectly, the behaviour of its members by exploiting the
structure of the social network. Social instruments are used
independently (an agent do not need any other agent to use
a social instrument) and have an aggregated global effect
(the more agents use the social instrument, the stronger the
effect).

3. ESSENTIAL NORMS
The problem social scientists still revolve around is how

autonomous systems, like living beings, perform positive be-
haviors toward one another and comply with existing norms,
especially since self-regarding agents are much better-off than
other-regarding agents at within-group competition. Since
Durkheim, the key to solving the puzzle is found in the the-
ory of internalization of norms. One plausible explanation of
voluntary non self-interested compliance with social norms
is that norms have been internalized.

Internalization occurs when “a norm’s maintenance has
become independent of external outcomes - that is, to the
extent that its reinforcing consequences are internally medi-
ated, without the support of external events such as rewards
or punishment” [1, p 18].

Agents conform to an internal norm because so doing is an
end in itself, and not merely because of external sanctions,
such as material rewards or punishment. This internaliza-
tion process will not only benefit agents for the actual norm
compliance, but will also benefit the society as a whole by re-
ducing the actual costs of norm enforcement. Despite these
important contributions, however, the community’s scien-
tific definition and understanding of the process of norm
internalization is still fragmentary and insufficient.

The main purpose of our research is to argue for the neces-
sity of a rich cognitive model of norm internalization in order
to (a) provide a unifying view of the phenomenon, account-
ing for the features it shares with related phenomena (e.g.,
robust conformity as in automatic behavior) and the spe-
cific properties that keep it distinct from them (autonomy);
(b) model the process of internalization, i.e. its proximate
causes (as compared to the distal, evolutionary ones, like
in the work of Gintis); (c) characterize it as a progressive
process, occurring at various levels of depth and giving rise
to more or less robust compliance; and finally (d) allow for
flexible conformity, enabling agents to retrieve full control
over those norms which have been converted into automatic
behavioral responses.

Thanks to such a model of norm internalization, it has
been possible to adapt existing agent architectures (EMIL-A
evolved to EMIL-I-A) and to design a simulation platform to
test and answer a number of hypotheses and questions such
as: Which types of mental properties and ingredients ought
individuals to possess in order to exhibit different forms
of compliance? How sensitive each modality is to external
sanctions? What are the most effective norm enforcement
mechanisms? How many people have to internalize a norm
in order for it to spread and remain stable? What are the
different implications for society and governance of different
modalities of norm compliance?

This cognitive architecture have also helped us explore

the specific ways in which punishment and sanction favor
the achievement of cooperation and the spreading of social
norms in social systems populated by autonomous agents.
Because of the similarity between punishment and sanction,
these two phenomena are often mistaken one for another and
considered as a single behavior. We claim that punishment
and sanction are different behaviours and that can be dis-
tinguished on the basis of their mental antecedents and of
the way in which they aim to influence the future conduct
of others.

On the one hand, punishment is a practice consisting in
imposing a fine to the wrongdoer, with the aim of deterring
him from future offenses. Deterrence is achieved by modify-
ing the relative costs and benefits of the situation, so that
wrongdoing turns into a less attractive option. The effect of
punishment is achieved by increasing individuals’ expecta-
tions about the price of non-compliance. This view of pun-
ishment is in line with the one supposed by the Beckerian
economic model of crime and with the approach adopted by
experimental economics. On the other hand, sanction works
by imposing a cost, as punishment does, and in addition by
communicating to the target (and possibly to the audience)
both the existence and the violation of a norm. The sanc-
tioner ideally wants to induce the agent to comply with the
norm not just to avoid punishment, but because he recog-
nizes that there is a norm and wants to observe it for its
own sake.

We argue that norm compliance will be more robust if
agents are enforced by sanction: where people have internal
motivations to follow the norms, the frequency of compliance
in the population will be higher than if people observe the
norm only instrumentally (when it is in their interest to do
so). Sanction are powerful social tools allowing norms and
institution to be viable and robust across time.
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1. INTRODUCTION
Almost all societies need measures of trust in order for

the individuals – agents or humans – within them to estab-
lish successful relationships with their partners. In Supply
Chain Management (SCM), establishing trust improves the
chances of a successful supply chain relationship, and in-
creases the overall benefit to the agents involved.

There are two important sources of information in model-
ing trust: direct observations and reported observations. In
general, direct observations are more reliable but can be ex-
pensive and time-consuming to obtain, while reported obser-
vations are cheaper and more readily available but are often
less reliable. One problem with using reported observations
is that when people are asked for their opinions about other
people, they reply based on their own perceptions of those
behaviors. Some people are realistic and honest, truthfully
providing all of the information they have gained in their re-
lationships with other people. Others tend to hide people’s
defects, or to report their observations with pessimism.

There are several factors or criteria at play in decision
making in a supply chain. For example, in a simple buyer-
seller relationship, product delivery, quality, and price can
all be important criteria in the decision making of a buyer
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when trading an item. Therefore, trust can be defined not
only for one factor but for multiple context-dependent fac-
tors. Current SCM trust models considering multiple factors
are typically focused on specific industries or are ad hoc [2].

The Harsanyi Agents Pursuing Trust in Integrity and Com-
petence (HAPTIC) model [4], a trust-based decision frame-
work grounded in game theory is among the few existing
trust models with a strong theoretical basis. HAPTIC mod-
els two key aspects of trust: competence (an agent’s ability to
carry out its intentions) and integrity (an agent’s commit-
ment to long-term cooperation) using direct observations.
HAPTIC has been applied to the two-player Iterated Pris-
oner’s Dilemma (IPD) setting, but has modified the classic
IPD by scaling the payoff matrix using a random variable
multiplier. As a result, the payoffs differ from one round
to another. It has been proved that HAPTIC agents learn
other agents’ behaviors reliably, perform well in cooperating
with a wide variety of players. One shortcoming of HAPTIC
is that it does not support reported observations.

Various models have been developed that use reported
observations, including BRS [6] and TRAVOS [5]. Both ap-
proaches construct Bayesian models; however, a drawback of
these approaches is that a significant amount of information
may be considered unreliable, and therefore is discarded or
discounted. In contrast, BLADE [3], a Bayesian reputation
framework, uses an approach for interpreting unfair ratings.
However, this model relies heavily on reported observations.

2. APPROACH
I proposed a novel trust model for SCM [1]. This model

incorporates multiple trust factors specific to SCM, and uses
both direct and reported observations. My model is repre-
sented in probabilistic and utility-based terms. Using game
theory, I build cooperative agents for SCM applications with
uncertainties and dynamics.

My proposed SCM model consists of several layers in a
supply network, where each layer contains a number of agents,
which may correspond to suppliers, producers, distributors,
or retailers. In general, upstream agents provide services
(or offers) to adjacent downstream agents, and downstream
agents ask for services or send requests for quotes to the
adjacent upstream agents. In this model, I use variable pay-
offs for different services in different environments. Agents
in this framework use a utility function to estimate the fu-
ture reward that would result from working with a potential
partner. This utility function is calculated based on the
amount of benefit minus the cost of the transaction.

My trust model incorporates two components: (1) di-
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Figure 1: (a) Cumulative payoffs and (b) growth of
true type probability over a series of rounds.

rect observations and (2) reported observations from other
agents. In this model, trust by downstream agents in up-
stream agents is maximized when the latter agents provide
goods and services with low prices and good quality in a
timely manner. Similarly, the trust of an upstream agent to
a downstream agent is affected by the number of times that
the downstream agent has accepted the upstream agent’s of-
fer, the payoff level for each interaction, and the frequency
of on-time payments. I define the two components of compe-
tence and integrity for each factor (e.g., quality, price, time,
on-time payment, and acceptance rate). The combination
of these factors will yield an overall trust level of an agent
from one layer to an agent from the other layer. My pro-
posed trust framework is generic and not restricted to these
factors. I claim that my model will help to increase (or
maximize) the overall profit of the supply chain over time.

Completed Work: So far, I have presented the Cogni-
tive Reputation (CoRe) model as the reputation mechanism
that will be incorporated into SCM in my future work. CoRe
augments HAPTIC with a reputation framework that allows
agents to gather information through reported observations.
As mentioned before, in real-world scenarios, a reporter may
not always provide correct information about a reportee. To
address this issue, I also proposed a method for agents to
model their trust level in reporters’ behaviors by learning
an agent’s characteristic behavior in reporting observations.
Then, I showed how the learning agent can correctly inter-
pret the given information, even if the reports are based on
faulty perceptions or on dishonest reporting. The key ben-
efit of CoRe’s interpretation is in the ability to use all of
the reported information efficiently, even for biased or un-
fair reports. I combine direct and reported observations in
a game-theoretic framework using probabilistic modeling.

CoRe helps agents who are relatively new to a society to
learn the characteristic behavior of reporter agents, in order
to acquire and interpret more reported observations about
other agents. For example, suppose that Reporter has been
in a society for some time and has had direct interactions
with several Reportees. RepSeeker first starts to interact
with a Reportee directly, then asks Reporter for some infor-
mation about that Reportee. Reportee makes its decisions
based on its competence and integrity and the payoff multi-
plier of each game, as modeled in HAPTIC [4]. I define three
types of reporters: honest, optimistic, and pessimistic. An
honest reporter always reports truthful information. A pes-
simistic reporter underestimates other agents’ behavior, and
an optimistic reporter overestimates other agents’ behavior.
I use Bayesian model averaging over all possible Reportee
types, in order to find the probability of each type of Re-
porter, given the biased results and direct observations.

After learning Reporter’s type, RepSeeker asks Reporter

for information about other agents, and uses its learned
knowledge of Reporter’s type to interpret the reported re-
sults. As a result, RepSeeker will have more information
about other Reportees when direct interaction begins, and
this knowledge will increase its payoffs.

I used IPD platform in my experiments. Since HAPTIC
has been shown to outperform many common strategies in
the IPD literature, I used it as a baseline. CoRe without
interpretation (CoRe-NoInterp) is used to show the impor-
tance of interpretation of information. A third baseline
shows the upper limit of the benefits of reported observa-
tions when the reporter is honest (CoRe-Honest). I ran two
experiments: Exp1 and Exp2. In Exp1, the reporter’s type
is pessimistic. The cumulative payoffs and the learned prob-
ability of the reportee’s true type over 20 rounds are shown
in Figure 1(a) and (b). In this experiment, CoRe-Honest
achieves the highest payoff, as expected. The next best per-
formance is given by the CoRe model, which always outper-
forms HAPTIC, our baseline. To verify the effectiveness of
CoRe, Exp2 uses randomly selected reporter types. The cu-
mulative and mean payoffs for this experiment are averaged
over 100 runs. CoRe achieves 19% improvement in this ex-
periment over the HAPTIC baseline, confirmed by a t-test.

3. FUTURE WORK
My plan is to implement and investigate the benefits of a

trust and reputation framework for SCM.I plan to migrate
CoRe from IPD to SCM application and to integrate it with
a multi-factor trust model. The initial proposed reputation
mechanism, CoRe, is based on certain assumptions that I
plan to remove in order to improve the CoRe model and
generalize it to the SCM framework. One key improvement
is to model the context-dependent reporter types, which can
cause agents to behave differently when reporting in different
situations (e.g., when reporting to a competitor versus a
collaborator). In my preliminary experiments, I have tackled
complete, relevant, but incorrect reported observations. In
future work, I plan to deal with reported observations being
incomplete and irrelevant as well.
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Alcântara, João, 1275
Alcalde, Baptiste, 895
Aldewereld, Huib, 1231
Alechina, Natasha, 397
Alers, Sjriek, 1311
Almagor, Shaull, 319
Altakrori, Malek H., 1163
Amato, Christopher, 1149
Amgoud, Leila, 1237
Amigoni, Francesco, 99
An, Bo, 609, 1101
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Kafalı, Özgür, 1167, 1175
Kaisers, Michael, 593, 1105, 1311
Kalech, Meir, 115
Kalyanakrishnan, Shivaram, 769
Kamar, Ece, 1089
Kamboj, Sachin, 13
Kaminka, Gal A., 91, 115, 457
Kash, Ian A., 175
Katarzyniak, Radoslaw, 499
Katsuragi, Atsushi, 541
Kempton, Willett, 13
Khalastchi, Eliahu, 115
Khan, Shakil M., 1251
Khosla, Pradeep, 753
Kido, Hiroyuki, 267
Kiekintveld, Christopher, 37, 997, 1005, 1155
Kim, Yoonheui, 1153
Kitaki, Makoto, 1271
Kleiman, Elena, 525
Knobbout, Max, 517
Koenig, Sven, 123, 1069
Kohli, Pushmeet, 1179, 1197
Kolmogorov, Vladimir, 1197
Kooi, Barteld, 711
Korsah, G. Ayorkor, 1247
Korzhyk, Dmytro, 327, 1013
Kot, Alex C., 1151
Kota, Ramachandra, 787, 1099
Kowalczyk, Ryszard, 353, 499, 659, 1073
Krainin, Michael, 1153
Kraus, Sarit, 79, 345, 423, 567
Kudenko, Daniel, 225, 1227
Kuiper, Dane, 1235
Kulis, Brian, 777
Kumar, Akshat, 1087
Kung, Jerry, 627
Kunze, Lars, 107
Kuo, Yen-Ling, 1279
Kurihara, Satoshi, 233
Kwak, Jun-Young, 1261

Lützenberger, Marco, 1257, 1325
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