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#### Abstract

We develop an algorithm for opponent modeling in large extensive-form games of imperfect information. It works by observing the opponent's action frequencies and building an opponent model by combining information from a precomputed equilibrium strategy with the observations. It then computes and plays a best response to this opponent model; the opponent model and best response are both updated continually in real time. The approach combines gametheoretic reasoning and pure opponent modeling, yielding a hybrid that can effectively exploit opponents after only a small number of interactions. Unlike prior opponent modeling approaches, ours is fundamentally game theoretic and takes advantage of recent algorithms for automated abstraction and equilibrium computation rather than relying on domain-specific prior distributions, historical data, or a handcrafted set of features. Experiments show that our algorithm leads to significantly higher win rates (than an approximateequilibrium strategy) against several opponents in limit Texas Hold'em - the most studied imperfect-information game in computer science - including competitors from recent AAAI computer poker competitions.
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## 1. INTRODUCTION

While much work has been done in recent years on abstracting and computing equilibria in large extensive-form

[^0]games, relatively little work has been done on exploiting suboptimal opponents (aka opponent modeling). While playing an equilibrium guarantees at least the value of the game in a two-player zero-sum game, often much higher payoffs can be obtained by deviating from equilibrium to exploit opponents who make significant mistakes. For example, against a poker opponent who always folds, the strategy of always raising will perform far better than any equilibrium strategy (which will sometimes fold with bad hands).

Texas Hold'em poker has emerged as the main testbed for evaluating algorithms in extensive-form games. In addition to its tremendous popularity, it also contains enormous strategy spaces, imperfect information, and stochastic events; such elements also characterize most of the challenging problems in computational game theory and multiagent systems. In light of these factors and the AAAI annual computer poker competition, poker has emerged as an important, visible challenge problem for AI as a whole, and multiagent systems in particular.

It is worth noting, however, that a fair amount of prior work has been done on opponent exploitation in significantly smaller games. For example, Hoehn et al. [7] run experiments on Kuhn poker, a small two-player poker variant with about 20 states in its game tree. Recent work has also been done on opponent exploitation in rock-paper-scissors [12] and the repeated prisoners' dilemma [2]. However, these algorithms do not scale to large games. In contrast, the game tree of limit Texas hold'em has about $10^{18}$ states.

A potential drawback of evaluating algorithms on one specific problem is that we run the risk of developing algorithms that are so game specific that they will not generalize to other settings. Heeding this risk, in this work we abandon many of the game-specific assumptions taken by prior approaches. Rather than relying on massive databases of human poker play $[3,14]$ and expert-generated features or prior distributions $[7,16]$, we will instead rely on game-theoretic concepts such as Nash equilibrium and best response, which apply to all games.

In addition, we require our algorithms to operate efficiently in real time (online), as opposed to algorithms that perform offline computations assuming they have access to a large number of samples of the opponent's strategy in advance $[9,13]$. That prior work also assumed access to historical data which included the private information of the opponents (i.e., their hole cards) even when such information was only observed by the opponent. In many multiagent settings, an agent must play against opponents about whom he has little to no information in advance, and must learn to
exploit weaknesses in a small number of interactions. Thus, we assume we have no prior information on our opponent's strategy in advance, and our algorithms will operate online.

Our main algorithm, called Deviation-Based Best Response ( $D B B R$ ), works by noting deviations between the opponent's strategy and that of a precomputed approximate equilibrium strategy, and constructing a model of the opponent based on these deviations. Then it computes and plays a best response to this opponent model (in real time). Both the construction of the opponent model and the computation of a best response take time linear in the size of the game tree and can be performed quickly in practice. As discussed above, we evaluate our algorithm empirically on limit Texas Hold'em; it achieves significantly higher win rates against several opponents - including competitors from recent AAAI computer poker competitions - than an approximate equilibrium strategy does.

## 2. GAME THEORY BACKGROUND

In this section, we review relevant definitions and results from game theory.

### 2.1 Extensive-form games

An extensive-form game is a general model of multiagent sequential decision-making with imperfect information ${ }^{1}$. As with perfect-information games, extensive-form games consist primarily of a game tree; each non-terminal node has an associated player (possibly chance) that makes the decision at that node, and each terminal node has associated utilities for the players. Additionally, game states are partitioned into information sets, $I_{i} \in \mathcal{I}_{i}$, where a player cannot distinguish among the states in the same information set. Therefore, the player whose turn it is to move must choose actions with the same distribution at each state in the information set.

In this paper, we will only concern ourselves with twoplayer, zero-sum ${ }^{2}$, extensive-form games (though our algorithm extends naturally to multiplayer and non-zero-sum games as well). Furthermore, we will make the standard assumption of perfect recall: no player forgets information that he previously knew.

A history, $h \in H$, is a sequence of actions. A (mixed) strategy for player $i, \sigma_{i}$, is a function that assigns a probability distribution over all actions at each information set belonging to $i$; by convention the opponent's strategy is denoted $\sigma_{-i}$. Let $\Sigma_{i}$ denote the (mixed) strategy space of player $i$. A strategy profile $\sigma$ is a vector of strategies, one for each player.

In this paper we will assume that the moves of all players other than chance are observed by all players; for example, in poker all moves other than the initial dealing of the cards are publicly observed. In this setting, we can partition all game states into public history sets, $P H_{i}$, where states in the same public history set correspond to the same history of publicly observed actions. Note that each public history set must consist of a set of information sets of player $i$. For public history set $n \in P H_{i}$, let $A_{n}$ denote the set of actions of player $i$ at $n$. In general when we omit subscripts, player

[^1]$i$ will be implied.

### 2.2 Best responses and Nash equilibria

Player $i$ 's best response to $\sigma_{-i}$ is any strategy in

$$
\arg \max _{\sigma_{i}^{\prime} \in \Sigma_{i}} u_{i}\left(\sigma_{i}^{\prime}, \sigma_{-i}\right)
$$

A Nash equilibrium is a strategy profile $\sigma$ such that $\sigma_{i}$ is a best response to $\sigma_{-i}$ for all $i$. An $\epsilon$-equilibrium is a strategy profile in which each player achieves a payoff of within $\epsilon$ of his best response. Formally, an $\epsilon$-equilibrium is a strategy profile $\sigma^{*}$ such that, for all $i$, we have

$$
u_{i}\left(\sigma_{i}^{*}, \sigma_{-i}^{*}\right) \geq \max _{\sigma_{i} \in \Sigma_{i}} u_{i}\left(\sigma_{i}, \sigma_{-i}^{*}\right)-\epsilon
$$

All finite games have at least one Nash equilibrium. In the case of zero-sum extensive-form games with perfect recall, there are efficient techniques for finding an $\epsilon$-equilibrium, such as linear programming (LP) [10], the excessive gap technique (EGT) [6], and counterfactual regret minimization (CFR) [17]. However, the latter two scale to much larger games; they scale to $10^{12}$ states in the game tree, while the best current LP techniques do not scale beyond $10^{8}$ states.

Best responses can be computed much more efficiently than Nash equilibria. Computing a best response involves a single matrix-vector multiplication followed by a traversal up the game tree, both of which take linear time in the size of the game tree.

### 2.3 Abstraction

Despite the tremendous progress in equilibrium-finding in recent years, many interesting real-world games (such as poker) are so large that even the best algorithms have no hope of computing an equilibrium directly. The standard approach of dealing with this is to apply an abstraction algorithm, which constructs a smaller game that is similar to the original game; then the smaller game is solved, and its solution is mapped to a strategy profile in the original game. The approach has been applied to two-player Texas Hold'em poker, first with a manually generated abstraction [1], and currently with abstraction algorithms [4]. Many abstraction algorithms work by coarsening the moves of chance, collapsing several information sets of the original game into single information sets of the abstracted game. We will sometimes refer to information sets in abstracted games as buckets.

The game tree of limit Texas hold'em has about $10^{18}$ states, and recent solution techniques can compute approximate equilibria for abstractions with up to $10^{12}$ states [5, 17]. Such algorithms typically take several weeks to compute an $\epsilon$-equilibrium for reasonably small $\epsilon$. On the other hand, best responses in such an abstraction can be computed in about an hour. If coarser abstractions are used, best responses can be computed in minutes or even seconds, and can potentially be used as a subroutine in adaptive real-time algorithms.

## 3. IMPOSSIBILITY OF SAFE EXPLOITATION

While deviating from equilibrium to exploit an opponent can often lead to a significantly higher payoff, it also runs the risk that the exploitative strategy can itself become exploitable. For example, the opponent could play a certain
strategy for several iterations to trick the exploiter, then exploit him in turn; this is referred to as the get-taught-andexploited problem [15].

One might think that this problem can be avoided by only risking the amount won so far. For example, suppose we are repeating a two-player zero-sum game (with value zero) 100 times, and have won $\$ 50$ so far through 50 iterations. Then if we attempt to exploit the opponent for the next 50 iterations by playing a strategy with exploitability at most $\$ 1$ per iteration, it appears that we may be able to safely exploit the opponent by deviating from equilibrium while still guaranteeing the value of the game. Unfortunately, this intuition is not correct; it is possible that the opponent was in fact playing an equilibrium all along and that we were just lucky for the first 50 iterations. If we then deviate from equilibrium, our overall strategy could actually have a negative payoff in expectation against an equilibrium opponent. Formally:

Proposition 1. It is not possible to exploit an opponent by deviating from equilibrium while simultaneously guaranteeing obtaining the value of the game in expectation.
Thus, we must turn to algorithms that are exploitable to some extent in the worst case if we hope to exploit the opponent more than any equilibrium strategy does.

## 4. DBBR: AN EFFICIENT REAL-TIME OPPONENT MODELING ALGORITHM

In this section we present our algorithm, Deviation-Based Best Response ( $D B B R$ ). It works by observing the opponent's action frequencies over the course of game, then using these observations to construct a model of the opponent's strategy. Essentially, we would like to conservatively assume that the opponent is playing the best (i.e., least exploitable) strategy that is consistent with our observations of his play. The obvious way to accomplish this would be to add linear constraints to the LP for finding an equilibrium [10] that force the opponent model to conform with our observations. However, as discussed in Section 2.3, such a computation could take several weeks, and would not be practical for real-time play in large games.

To obtain a more practical algorithm, we must find a faster way of constructing an opponent model from our observations. DBBR constructs the model by noting deviations of our opponent's observed action frequencies from equilibrium frequencies. For example, in poker suppose an equilibrium strategy raises $50 \%$ of the time when first to act, while the opponent raises only $30 \%$ of the time. While the opponent might be raising any $30 \%$ of hands, a safe guess might be to assume that he is raising his 'best' $30 \%$ of hands; we can construct such a strategy by starting with the equilibrium strategy, then removing the 'worst' $20 \%$ of hands from the raising range. Our algorithm is based on this intuition.

### 4.1 Overview of the algorithm

Pseudocode for a high-level overview of DBBR is given in Algorithm 1. In the first step, an approximate equilibrium $\sigma^{*}$ of the game is precomputed offline. Next, when the game begins, the frequencies of the opponent's actions at different public history sets are recorded. These are used to compute the opponent's posterior action probabilities: the probabilities with which he chooses each action at each public history set $n \in P H_{-i}$. (We say that the elements of $P H_{-i}$ are
numbered according to breadth-first-search (BFS) traversal order.) Next, we compute the probability the opponent is in each bucket at $n$ given our model of his play so far; we refer to these probabilities as the posterior bucket probabilities. We then compute a full model of the opponent's strategy by considering the deviations between the opponent's posterior action probabilities and those of $\sigma^{*}$ at $n$. Based on these deviations, we iterate over all buckets and shift weight away from the action probabilities in $\sigma^{*}$ until we obtain a strategy consistent with our model of the opponent's action probabilities. Finally, after we have iterated over all public history sets, we compute a best response to the opponent model. The next subsections will discuss the different components of the algorithm in detail.

```
Algorithm 1 High-level overview of \(D B B R\)
    Compute an approximate equilibrium of the game.
    Maintain counters from observing opponent's play
    throughout the match.
    for \(n=1\) to \(\left|P H_{-i}\right|\) do
        Compute posterior action probabilities at \(n\).
        Compute posterior bucket probabilities at \(n\).
        Compute full model of opponent's strategy at \(n\).
    end for
    return Best response to the opponent model.
```


### 4.2 Computing posterior action probabilities

In the course of our play against the opponent, we observe how often he chooses each action $a$ at each public history set $n$; we denote this quantity by $c_{n, a}$. One idea would be to assume the opponent will play action $a$ with probability

$$
\frac{c_{n, a}}{\sum_{a^{\prime}} c_{n, a^{\prime}}}
$$

However, doing this could be problematic for a few reasons. First, we might not have any observations at a given set $n$, in which case this quantity would not even be defined. More generally, the quality of our observations might vary dramatically between public history sets; for example, we have a lot more confidence in sets for which we have 1000 observations than sets for which we have just 1 or 2 , and we would like our algorithm to reflect this. A similar observation was the motivation behind a recent paper [8], though that work assumed that the opponent's private information was observable.

Our algorithm works by choosing a combination of the observed probability and the probability under the equilibrium strategy $\sigma^{*}$, where the weight on the observed frequencies is higher at public history sets for which we have more observations. Specifically, we use a Dirichlet prior distribution, where we assume we have seen $N_{\text {prior }}$ fictitious hands at the given public history set for which the opponent played according to $\sigma^{*}$. Let $p_{n, a}^{*}$ denote the probability that $\sigma^{*}$ plays action $a$ at public history set $n$. We compute the posterior action probabilities, $\alpha_{n, a}$, as follows:

$$
\begin{equation*}
\alpha_{n, a}=\frac{p_{n, a}^{*} \cdot N_{\text {prior }}+c_{n, a}}{N_{\text {prior }}+\sum_{a^{\prime}} c_{n, a^{\prime}}} . \tag{1}
\end{equation*}
$$

### 4.3 Computing posterior bucket probabilities

Since we are constructing the model of the opponent's strategy using a BFS ordering of the public history sets,
we assume that we have already set his strategy for all ancestors of the current set $n$ (including the parent $n^{\prime}$ ). Let $s_{n^{\prime}, b, a}$ denote our model of the probability that the opponent plays his portion of the strategy sequence leading to $n^{\prime}$, then chooses action $a$ in bucket $b$ at state $n^{\prime}$; this quantity has already been computed by the time we get to $n$ in the algorithm. We can use these probabilities to construct the posterior probability, $\beta_{n, b}$, that the opponent is in bucket $b$ (i.e., in poker, the opponent has those private cards) at public history set $n$. Pseudocode for this procedure is given in Algorithm 2, where $h_{b}$ denotes the probability that chance makes the moves needed to put the opponent in bucket $b$.

```
Algorithm 2 ComputeBucketProbs( \(n\) )
    for \(b=1\) to \(\left|B_{n}\right|\) do
        \(n^{\prime} \leftarrow \operatorname{parent}(n)\)
        \(a \leftarrow\) action taken to get from \(n^{\prime}\) to \(n\).
        \(\beta_{n, b} \leftarrow h_{b} \cdot s_{n^{\prime}, b, a}\)
    end for
    Normalize the values \(\beta_{n}\) so they sum up to 1 .
```


### 4.4 Computing the opponent model

In this section we will present three different techniques for computing the opponent model. Recall that our high-level goal is to compute the 'best' (i.e., least exploitable) strategy for the opponent that is consistent with our observations of his behavior. We could accomplish this by performing an equilibrium-like computation; however, such a computation is too challenging to be performed in real time.

Rather than find the strategy consistent with our observations that is least exploitable, we will instead find the strategy that is 'closest' to the precomputed equilibrium. It turns out that this can be accomplished efficiently in practice, and intuitively we would expect strategies closer to equilibrium to be less exploitable.

### 4.4.1 Weighted $L_{1}$-distance minimization

Recall that the $L_{1}$ distance between two vectors $x$ and $y$ is defined as

$$
\begin{equation*}
\|x-y\|_{1}=\sum_{i=1}^{k}\left|x_{i}-y_{i}\right| . \tag{2}
\end{equation*}
$$

While this function treats all indices of the vector equally, in some cases we might want to put more weight on some components than on others. If $p$ is a probability distribution over the integers from 1 to $k$, we define the weighted $L_{1}$ distance between $x$ and $y$ as

$$
\begin{equation*}
\sum_{i=1}^{k} p_{i} \cdot\left|x_{i}-y_{i}\right| . \tag{3}
\end{equation*}
$$

Now, suppose we are at public history set $n$, where $\beta_{n, b}$ denotes the posterior probability that we are in bucket $b$, as computed by Algorithm 2. If we let the $y_{i}$ 's in Equation 3 correspond to the equilibrium probabilities of taking each action, and let the $p_{i}$ 's correspond to the $\beta_{n, b}$ 's, then we can formulate the problem of finding the strategy closest to the precomputed equilibrium, subject to the posterior action probabilities $\alpha_{n, a}$, as an $L_{1}$-distance minimization problem.

Formally, we can formulate the optimization problem as follows, for a given public history set $n$ :

$$
\begin{align*}
\operatorname{minimize} & \sum_{b \in B_{n}} \sum_{a \in A_{n}}\left[\beta_{n, b} \cdot\left|x_{n, b, a}-\sigma_{n, b, a}^{*}\right|\right]  \tag{4}\\
\text { subject to } & \sum_{b \in B_{n}}\left[\beta_{n, b} \cdot x_{n, b, a}\right]=\alpha_{n, a} \text { for all } a \in A_{n} \\
& \sum_{a \in A_{n}} x_{n, b, a}=1 \text { for all } b \in B_{n} \\
& 0 \leq x_{n, b, a} \leq 1 \text { for all } a \in A_{n}, b \in B_{n}
\end{align*}
$$

Recall that $B_{n}$ denotes the set of all buckets we could be in at public history set $n$, while $A_{n}$ denotes the set of actions at $n$. The variables $x_{n, b, a}$ correspond to the model of the opponent's strategy that we are trying to compute. Note that we can do this optimization separately for each public history set $n$; it makes more sense to do many smaller optimizations than to do a huge one for all public history sets at once, since the computations of the actions taken at different states do not depend on each other.

So as discussed above, we will perform a separate optimization at each $n$ according to the program of Equation 4. It turns out that this can be cast as a linear program (LP) and solved efficiently using CPLEX's dual simplex algorithm for solving LPs. Doing this for each public history set $n$ yields the opponent model $x$. Note that the program could have many solutions, and that CPLEX will just output the first solution it encounters (and not necessarily the solution that performs best in practice). This means that there might actually exist a strategy that minimizes $L_{1}$ distance from equilibrium that performs better in practice than the strategy output by CPLEX.

### 4.4.2 Weighted $L_{2}$-distance minimization

While Section 4.4.1 uses the weighted $L_{1}$ distance to measure the proximity of two strategies, we could also use other distance metrics. In this section we will consider another common distance function: the weighted $L_{2}$ distance.

Similarly to Equation 2, the $L_{2}$ distance between $x$ and $y$ is defined as

$$
\begin{equation*}
\|x-y\|_{2}=\sqrt{\sum_{i=1}^{k}\left(x_{i}-y_{i}\right)^{2}} . \tag{5}
\end{equation*}
$$

Analogously to the $L_{1}$ case, we define the weighted $L_{2}$ distance between $x$ and $y$ as

$$
\begin{equation*}
\sqrt{\sum_{i=1}^{k} p_{i} \cdot\left(x_{i}-y_{i}\right)^{2}} \tag{6}
\end{equation*}
$$

The new program for computing the opponent model at $n$ is the following:

$$
\begin{array}{ll}
\operatorname{minimize} & \sum_{b \in B_{n}} \sum_{a \in A_{n}}\left[\beta_{n, b} \cdot\left(x_{n, b, a}-\sigma_{n, b, a}^{*}\right)^{2}\right]  \tag{7}\\
\text { subject to } & \sum_{b \in B_{n}}\left[\beta_{n, b} \cdot x_{n, b, a}\right]=\alpha_{n, a} \text { for all } a \in A_{n} \\
& \sum_{a \in A_{n}} x_{n, b, a}=1 \text { for all } b \in B_{n} \\
& 0 \leq x_{n, b, a} \leq 1 \text { for all } a \in A_{n}, b \in B_{n}
\end{array}
$$

Note that we can omit the square root, since it is a monotonic operator. The resulting formulation in Equation 7 is a
quadratic program (QP), which can also be solved efficiently in practice using CPLEX. As in the $L_{1}$ case, we can formulate and solve a separate optimization problem for each public history set $n$ to compute the opponent model $x$.

### 4.4.3 Our custom weight-shifting algorithm

While the previous two sections described how to compute an opponent model using two popular distance functions, perhaps we can do even better by designing our own custom algorithm that takes into account the conservative reasoning about the opponent that we discussed earlier. In this section we will describe such an algorithm. In particular, it takes into account the fact that we already know an approximate ranking of the buckets at each public history set from the approximate equilibrium $\sigma^{*}$.

For example, suppose the opponent is only raising $30 \%$ of the time when first to act, while $\sigma^{*}$ raises $50 \%$ of the time in that situation (as given in the example at the beginning of this section). Instead of doing a full $L_{1}$ or $L_{2}$-minimization explicitly, we could use the following heuristic algorithm: sort all buckets by how often the opponent raises with them under $\sigma^{*}$, then greedily keep removing buckets from his raising range until the weighted sum (using the $\beta_{n, b}$ 's as weights) equals $30 \%$. This is a simple greedy algorithm, which can be run significantly more efficiently in practice than the $L_{1}$ and $L_{2}$-minimization procedures described in the last two subsections, which must repeatedly use CPLEX at runtime.

For simplicity, we present our algorithm for the case of three actions, although it extends naturally to any number of actions. First we initialize the opponent's strategy at $n, \sigma_{n}$, to the equilibrium $\sigma^{*}$. We also initialize our current model of his action probabilities $\gamma_{n}$ to $p_{n, a}^{*}$, the equilibrium action probabilities.

Next, we check whether the opponent is taking action 3 more often than he should at $n$ by comparing $\alpha_{n, 3}$ to $\gamma_{n, 3}$. If he is, we are going to want to increase the probabilities he plays action 3 in various buckets; otherwise, we will decrease these probabilities. For now, we will assume that $\alpha_{n, 3}>\gamma_{n, 3}$ (the other case is handled analogously).

We start by adding weight to the bucket that plays action 3 with the highest probability at $n$; denote this bucket by $\hat{b}$. If

$$
\begin{equation*}
\gamma_{n, 3}+\beta_{n, \hat{b}} \cdot\left(1-\sigma_{n, \hat{b}, 3}\right)<\alpha_{n, 3}, \tag{8}
\end{equation*}
$$

we set $\sigma_{n, \hat{b}, 3}=1$, since that will not cause $\gamma_{n, 3}$ to exceed $\alpha_{n, 3}$ once it is adjusted. Otherwise, we increase $\sigma_{n, \hat{b}, 3}$ by $\frac{\left(\alpha_{n, 3}-\gamma_{n, 3}\right)}{\beta_{n, \hat{b}}}$. (Recall that $\beta_{n, \hat{b}}$ denotes the posterior probability that the opponent holds bucket $\hat{b}$ at $n$, as computed in Algorithm 2.) Let $\Delta$ denote the amount by which we increase $\sigma_{n, \hat{b}, 3}$. We will also increase the action probability $\gamma_{n, 3}$ by $\beta_{\hat{b}} \cdot \Delta$.

Next we must compensate for this increase of the probability of playing action 3 in bucket $\hat{b}$ by decreasing the probabilities of playing actions 1 and/or 2. Let $\underline{a}$ denote the action (1 or 2) played with lower probability in $\sigma_{n}$ in bucket $\hat{b}$, and let $\bar{a}$ denote the other action. If $\sigma_{n, \hat{b}, \underline{a}} \geq \Delta$, then we set $\sigma_{n, \hat{b}, \underline{\underline{a}}}=\sigma_{n, \hat{b}, \underline{a}}-\Delta$ and update $\gamma_{n, \underline{a}}$ accordingly. Otherwise, we set $\sigma_{n, \hat{b}, \underline{a}}=0$ and remove the remaining probability $\Delta-\sigma_{n, \hat{b}, \underline{,}}$ from $\sigma_{n, \hat{b}, \bar{a}}$.

If the inequality of Equation 8 held above, then our opponent model probabilities still do not agree with the posterior action probabilities, and thus we must continue shifting
probability mass; we continue by setting $\hat{b}$ to the bucket that plays action 3 with the second highest probability at $n$, and repeating the above procedure. Otherwise, we are done setting the probabilities for action 3, and we perform a similar procedure to shift weight between the probabilities that he plays actions 1 and 2 until they agree with $\alpha_{n}$.

We have now constructed an opponent model that agrees with our posterior action probabilities. Note that we had to iterate over possibly all of the buckets at public history set $n$. Since each bucket is contained in only one public history set, the algorithm's run time is linear in the size of the game tree.

Additionally, although we presented this algorithm for the case of three actions at $n$, it easily generalizes to more actions. Rather than just designating $\bar{a}$ and $\underline{a}$, we will sort all actions in the order of how often they are played in bucket $\hat{b}$, and proceed through this list adjusting probabilities as in the three-action case.

### 4.5 Full algorithm

In practice, constructing an opponent model and computing a best response at each repetition of the game (e.g., hand in poker) might be too slow. This can be mitigated by doing so only every $k$ repetitions. In addition, we may want to start off playing the equilibrium $\sigma^{*}$ for several repetitions so that we can obtain a reasonable number of samples of the opponent's play, rather than trying to exploit him immediately. Overall, our full algorithm will have three parameters: $T$ denotes how many repetitions to first play the equilibrium $\sigma^{*}$ before starting to exploit, $k$ denotes how often to recompute an opponent model and best response, and $N_{\text {prior }}$ from Equation 1 is the parameter of the action probability prior distributions. Pseudocode for the algorithm is given in Algorithm 3, where $M$ is the number of repetitions in the match.

```
Algorithm 3 DBBR(T,k, \(N_{\text {prior }}\) )
    for iter \(=1\) to \(T\) do
        Play according to the precomputed equilibrium strategy
        \(\sigma^{*}\)
    end for
    opponent_model \(=\) ComputeOppModel \(\left(N_{\text {prior }}\right)\)
    \(\sigma_{B R}=\) ComputeBestResponse(opponent_model)
    for iter \(=T+1\) to \(M\) do
        if \(i t e r\) is a multiple of \(k\) then
            opponent_model \(=\) ComputeOppModel \(\left(N_{\text {prior }}\right)\)
            \(\sigma_{B R}=\) ComputeBestResponse(opponent_model)
        end if
        Play according to \(\sigma_{B R}\)
    end for
```


## 5. EXPERIMENTS AND DISCUSSION

We used two-player Limit Texas Hold'em as our experimental domain. It is a large-scale game with $10^{18}$ states in the game tree. It is the most-studied full-scale poker game in computer science, and is also played by human professionals.

### 5.1 Limit Texas Hold'em

The rules of the game are as follows. Each player at the table is dealt two private hole cards, and the players initially have 1 and 2 chips invested in the pot respectively. Then
there is a round of betting, after which three cards (called the flop) are dealt face up in the middle of the table. Then there is another round of betting, followed by another card dealt face up (the turn); then one more round of betting, followed by a fifth card face up (the river), followed by a final round of betting.

During each betting round, each player has three possible options. (1) fold: pass and forfeit his chance of winning the pot. (2) call: put a number of chips equal to the size of the current bet into the pot. (3) raise: put a fixed number of additional chips in the pot beyond what was needed to call.

If one player folds during the course of betting, then the other player wins the entire pot. If neither player has folded, the player with the best five-card hand (constructed from his two hole cards and the five community cards) wins the pot. In case of a tie, the players split the pot evenly.

As in the AAAI computer poker competitions, in our experiments, each match consists of 3000 duplicate hands: 3000 hands are played normally, then the players switch positions and play the same 3000 hands (with no memory of the previous hands). This is a well-known technique for reducing the variance so that fewer hands are needed to obtain statistical significance. Whenever we match two players, we have them play several duplicate matches and report the standard error.

### 5.2 Experimental results

We ran our algorithm against several opponents; the results are shown in Table 1. The first four opponents Random, AlwaysFold, AlwaysCall, and AlwaysRaise - play naïvely as their names suggest. GUS2 and Dr. Sahbak were entrants in the 2008 AAAI computer poker competition, and Tommybot was an entrant in the 2009 competition; we selected these bots to experiment against because they had the worst performances in the competitions, and we expect opponent modeling to provide the biggest improvement against weak opponents. Against stronger opponents one might prefer to always play the precomputed equilibrium rather than turning on the exploitation. This can be accomplished by periodically looking at the win rate, and only attempting to exploit the opponent if a win rate above some threshold is attained.

GS5 is a bot we entered in the 2009 AAAI computer poker competition that plays an approximate-equilibrium strategy. It was computed using an abstraction which had branching factors of $15,40,6$, and 6 respectively in the four betting rounds. The parameter values we used in DBBR (as described in Section 4.5) were $T=1000, k=50, N_{\text {prior }}=$ 5, with GS5 playing the role of the initial approximateequilibrium strategy (i.e., we ran GS5 for the first 1000 hands of each match and recomputed an opponent model and best response every 50 hands subsequently). Since each match consists of 3000 duplicate hands, this means that GS5 and DBBR play the same strategy for the first third of each match.

We set $T=1000$ since it is essential that our algorithm obtains a reasonable number of samples of the opponent's play (in different parts of the game tree) before attempting to exploit. As discussed in the next paragraph, our main motivation in setting $k$ was to allow us to update the opponent model as frequently as we could while remaining under the competition time limit. For $N_{\text {prior }}$, we wanted to choose a small number so that our observations would quickly trump
the prior for common public history sets, but so that the prior would have more weight if we had just one or two observations. Note that setting $N_{\text {prior }}=5$ means that our prior and our observations will have equal weight in our model when we have observed the opponent's action 5 times at the given public history set. Changing the parameter values could certainly have a large effect on the results, and should be studied further.

Unfortunately GS5 was too large to use as the approximateequilibrium strategy in our real-time opponent modeling updates. Therefore, we also precomputed an approximateequilibrium $\sigma^{*}$ that used a much smaller abstraction than GS5: the branching factors of its abstraction were $8,12,4$, and 4 . While $\sigma^{*}$ is clearly an inferior strategy to GS5, it was small enough to allow us to construct opponent models and compute best responses in just a few seconds, keeping us within the time limit of the AAAI competition.

We experimented with all three of the approaches for computing the opponent model described in Section 4.4: the three algorithms DBBR- $L_{1}$, DBBR- $L_{2}$, and DBBR-WS (i.e., 'Weight-Shifting') correspond to the three different algorithms in that section. We ran all three of these algorithms against each of the opponents described above (with the exception of Tommybot, which we were not able to play against DBBR- $L_{1}$ and DBBR- $L_{2}$ due to technical issues).

As shown in Table 1, our main algorithm DBBR-WS performed significantly better against all of the opponents than GS5 did (in one case, the win rate was over twice as high). Furthermore, DBBR-WS beat GUS2 by more than any other bot in the 2008 competition did, and its win rates against Dr. Sahbak and Tommybot were surpassed by the win rate of just a single bot.

### 5.3 Comparing the opponent modeling algorithms

It is not totally clear from the results in Figure 1 which of the three algorithms for constructing the opponent model $L_{1}, L_{2}$, or our weight-shifting algorithm - is best. For example, DBBR-WS obtains a win rate of $1.391 \mathrm{sb} / \mathrm{h}$ against AlwaysRaise while DBBR- $L_{1}$ obtains a win rate of 0.878 $\mathrm{sb} / \mathrm{h}$, but DBBR- $L_{1}$ obtains a win rate of $2.164 \mathrm{sb} / \mathrm{h}$ against Random while DBBR-WS obtains only $1.769 \mathrm{sb} / \mathrm{h}$. Similarly, for all other pairings there exist opponents such that one bot achieves a higher win rate against one opponent, but not against the other opponent. So there is no clear total ordering of the three algorithms.

That being said, DBBR- $L_{2}$ does at least as well (or essentially the same) against all of the opponents as DBBR- $L_{1}$, except for Dr. Sahbak; this suggests that DBBR- $L_{2}$ is a stronger program. As between DBBR- $L_{2}$ and DBBR-WS, it really seems to depend on the opponent. DBBR-WS performs significantly better against AlwaysRaise, GUS2, and Dr. Sahbak and slightly better against AlwaysFold than DBBR- $L_{2}$; however, DBBR- $L_{2}$ performs significantly better against Random and slightly better against AlwaysCall than DBBR-WS. So DBBR-WS performs significantly better against three of the six opponents than DBBR- $L_{2}$ (and essentially the same against two opponents), suggesting that it is a better algorithm.

In addition, DBBR-WS performs significantly better against both of the actual opponents from the AAAI competition (GUS2 and Dr. Sahbak) than DBBR- $L_{2}$, which suggests that it might perform better in practice against realistic op-

|  | Random | AlwaysFold | AlwaysCall | AlwaysRaise | GUS2 | Dr. Sahbak | Tommybot |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| GS5 | $0.854 \pm 0.008$ | $0.646 \pm 0.0009$ | $0.582 \pm 0.005$ | $0.791 \pm 0.009$ | $0.636 \pm 0.004$ | $0.665 \pm 0.027$ | $0.552 \pm 0.008$ |
| DBBR-WS | $1.769 \pm 0.025$ | $0.719 \pm 0.002$ | $0.930 \pm 0.014$ | $1.391 \pm 0.034$ | $0.807 \pm 0.011$ | $1.156 \pm 0.043$ | $1.054 \pm 0.044$ |
| ${\text { DBBR- } L_{1}}$ | $2.164 \pm 0.036$ | $0.717 \pm 0.002$ | $0.935 \pm 0.017$ | $0.878 \pm 0.032$ | $0.609 \pm 0.054$ | $1.153 \pm 0.074$ |  |
| DBBR- $L_{2}$ | $2.287 \pm 0.046$ | $0.716 \pm 0.002$ | $0.931 \pm 0.026$ | $1.143 \pm 0.084$ | $0.721 \pm 0.050$ | $1.027 \pm 0.072$ |  |

Table 1: Win rate in small bets/hand of the bot listed in the row. The $\pm$ given is the standard error (standard deviation divided by the square root of the number of hands).
ponents. This fact, combined with the fact that DBBR-WS is more efficient than the other algorithms, which have to perform many optimizations using CPLEX at runtime, suggest that DBBR-WS is a better algorithm to use in practice.

Note that this does not imply that the weighted $L_{1}$ and $L_{2}$ distance functions are poor distance metrics; it just means that the particular solution output by CPLEX does not do as well as the solution output by DBBR-WS. It is very possible that if CPLEX used different LP/QP algorithms, it might find a solution that does significantly better. This would certainly be a worthwhile avenue for future work.

### 5.4 Win rates over time

One might expect that $\mathrm{DBBR}^{3}$ would immediately begin exploiting the opponents at hand 1001 - when it switches from playing an approximate equilibrium to opponent modeling - and that the win rate would increase steadily. In fact, this happened in the matches against most of the bots. For example, Figure 1(a) shows that DBBR's profits against AlwaysFold increase linearly over time, and Figure 1(d) shows that DBBR's win rate increases in a concave fashion.

Surprisingly, we observed a different behavior in the matches against AlwaysRaise and GUS2. In both of these matches, the win rate decreases significantly for the first several hundred hands before it starts to increase, as shown in Figure 1. This happens because the approximate-equilibrium strategy plays some action sequences with very low probability, leading it to not explore the opponent's full strategy space in the 1000 hands. This will lead to a significant disparity between the prior and actual strategies of the opponent at hand 1001 if the opponent's strategy differs significantly from the approximate equilibrium in those unexplored regions. This in turn may cause DBBR to think it can immediately exploit the opponent in certain ways, which turn out to be unsuccessful; but eventually as DBBR explores these sequences further and gathers more observations, it figures out successful exploitations.

The following hand from our experiments between DBBR and AlwaysRaise exemplifies this phenomenon. The hand was the 1006 'th hand of the match. There were many raises and re-raises during the preflop, flop, and turn betting rounds. When the river card came, DBBR had only a ten high (a very weak hand in this situation). However, based on its observations during the first 1005 hands, it knew that AlwaysRaise had a very wide range of hands given this betting sequence, many of which were also weak hands (though probably still stronger than ten high). On the other hand, DBBR had very few observations of how AlwaysRaise responds to a series of raises on the river, since GS5 made those plays very rarely during the first 1000 hands; hence, DBBR resorted to the prior to model the opponent, which had the opponent folding all of his weak hands to a raise

[^2](since GS5 would do this). So DBBR thought that raising would get the opponent to fold most of his hands, while in reality AlwaysRaise continues to raise with all of his hands. In this particular hand, DBBR lost a significant amount of money due to the additional raises he made on the river with a very weak hand.

## 6. CONCLUSION

We presented DBBR, an efficient real-time algorithm for opponent modeling and exploitation in large extensive-form games. It works by observing the opponent's action frequencies and building an opponent model by combining information from a precomputed equilibrium strategy with the observations. This enables the algorithm to combine gametheoretic reasoning and pure opponent modeling, yielding a hybrid that can effectively exploit opponents after a small number of interactions.

Our experiments in full-scale two-player limit Texas Hold'em poker show that DBBR is effective in practice against a variety of opponents, including several entrants from recent AAAI computer poker competitions. DBBR achieved a significantly higher win rate than an approximate-equilibrium strategy against all of the opponents in our experiments. Furthermore, it achieved a higher win rate against the opponents from previous competitions than all of the entrants from that year's competition achieved (except for at most one). We compared three different algorithms for constructing the opponent model, and conclude that our custom weightshifting algorithm outperforms algorithms that employ weighted $L_{1}$ and $L_{2}$-distance minimization.

While DBBR is able to effectively exploit weak opponents, it might actually become significantly exploitable to strong opponents (e.g., opponents who operate in a finer-grained abstraction). Thus, we would like to only attempt to exploit weak opponents, while playing the equilibrium against strong opponents. This can be accomplished by periodically looking at the win rate, and only attempting to exploit the opponent if a win rate above some threshold is attained. Our current work involves developing automated schemes that alternate between DBBR and equilibrium play based on the specific opponent at hand. In addition, DBBR could be extended to the setting where the opponent's private information from the previous game iteration is sometimes observed. Finally, future work could look at more robust versions of DBBR, where the opponent model allows the opponent to sometimes deviate from his observed action probabilities, or a safer strategy than the actual best response is used.
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[^1]:    ${ }^{1}$ Much of our description of extensive-form games is adapted from [11].
    ${ }^{2} \mathrm{An}$ extensive-form game is zero-sum if the sum of the payoffs at each terminal node equals zero.

[^2]:    ${ }^{3}$ The results in this section refer to our main algorithm, DBBR-WS.

