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ABSTRACT
Agents in Multi-Agent Systems depend on interactions with others
to achieve their goals. Often, goals of agents conflict with each
other, and agents can be unreliable or deceitful. Therefore, trust
and reputation are key issues in this domain. As in human societies,
software agents must interact with other agents in settings where
there is the possibility that they can be exploited. This suggests the
need for computational models of trust and reputation that can be
used by software agents, therefore much research has investigated
this issue over the past decade [1, 13, 4, 10, 15, 16, 8, 14].

This thesis concentrates on two important questions, therefore it
is divided in two parts. The first question is what sources agents
can use to build their trust of others upon. The second question
is how agents can use trust and reputation concepts to form stable
coalitions.
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1. INTRODUCTION
Autonomous agents use trust and reputation to minimise the uncer-
tainty associated with agent interactions. Usually agents gather and
compute trust information from the direct interactions they have
with each other. Although direct interactions are the most reliable
source of information, information about them may not always be
available. Therefore, the agent might not be able to form an opin-
ion, based just on direct experiences, on every agent in the society
without running the risk of incurring losses. In the first part we
investigate the conjecture that agents who make decisions in sce-
narios where trust is important can benefit from the use of a social
structure, representing the social relationships that exist between
agents. Section 1.1 presents a description of our approach.
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Previous work has utilised the notions of reputation and trust in
promoting successful cooperation in Multi-Agent Systems. In open
distributed systems, where there are many components that can en-
ter and leave the system as they wish, the notion of trust becomes
key when it comes to decisions about who to cooperate with and
when. In the second part of the thesis we present an abstract frame-
work that allows agents to form coalitions with agents that they
believe to be trustworthy. Section 1.2 describes brefly the basis of
the framework.

1.1 Social Structure for Trust
The first part of this thesis aim to answer the important question
about what sources agents can use to build their trust of others
upon. For example, agent a can base his trust or reputation of
agent b using experience of previous interactions between the two;
or agent a might ask a third party c about its opinion regarding b.
An important additional source of trust is to use information about
the social relationship (here called the social structure) between
agents [14]. If a and b are competing for the same resources, for
example, this may negatively affect the way they trust each other.
Similarly, if agents a and b are likely to have complementary re-
sources, and their cooperation would benefit both, it seems likely
that they would be more inclined to trust each other.

Although models of social structure have begun to be consid-
ered in models of trust and reputation [14], to date, implementing
social structures, and hence properly evaluating their added value
and validating them, has not been done. And, most importantly,
the issue of how a social structure evolves does not appear to have
been considered in the literature. These issues are addressed in the
first part of this thesis.

In this part, we outline a way to combine concepts of social
networking and trust relationships. For the first time, we present
empirical evidence that a technique to build and maintain a social
network representation of the environment allows a trust model to
be more effective in selecting trustworthy agents. Agents use their
social structure to obtain knowledge that they could not gather oth-
erwise, and use this knowledge to filter their trust relationships.
Although the idea of a social structure had already been presented
previously [14], there is no indication of how each agent would
build this social network representation. The only attempt made is
in [2]. However, the proposed model has never been implemented
or validated.

In this thesis, we present a method for agents to build a social
network representation of their local environment. Using insight
from previous interactions and reputation information, agents can
maintain their own representation of such environments. With this
extended perception of the environments, agents can make more
informed decisions.
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We provide an implementation of such concept of social struc-
ture and test and analyse the result of the use of such a structure
in a trust model. We use the the ART testbed [6] as platform for
our tests. The ART testbed was developed in order to compare
different models for trust in agent communities, and to provide an
experimental standard.

With the approach proposed, we strive towards building an archety-
pal model for trust by combining the concepts of social networking
and trust and reputation relationships.

1.2 An abstract framework for Trust
The second part of this thesis is concentrated on using trust and
reputation concepts to help agents to form stable coalitions. In fact,
the second important question we concentrate on is how agents can
use their trust evaluations on other agents to make decisions about
who to form a coalition with.

The goal of coalition formation is typically to form robust, co-
hesive groups that can cooperate to the mutual benefit of all the
coalition members. When Multi-Agent Systems are inhabited by
agents with their own objectives, it not only becomes plausible that
some agents are not trustable, the consequences of joining a coali-
tion of which some members cannot be trusted, or do not trust each
other, becomes a key aspect in the decision of whether or not to
join a group of agents.

With a relatively small number of exceptions, existing models of
coalition formation do not generally consider trust [3, 9]. In more
general models [11, 7], individual agents use information about
reputation and trust to rank agents according to their level of trust-
worthiness. Therefore, if an agent decides to form a coalition, it
can select those agents he reckons to be trustworthy. Or, alterna-
tively, if an agent is asked to join a coalition, he can assess his trust
in the requesting agent and decide whether or not to run the risk of
joining a coalition with him. However, we argue that these models
lack a global view. They only consider the trust binding the agent
starting the coalition and the agents receiving the request to join the
coalition.

The second part of this thesis addresses this restriction. We
propose an abstract framework through which autonomous, self-
interested agents can form coalitions based on information relating
to trust. In fact, we use distrust as the key social concept in our
work. Luckily, in many societies, trust is the norm and distrust the
exception, so it seems reasonable to assume that a system is pro-
vided with information of agents that distrust each other based on
previous experiences, rather than on reports of trust. Moreover, in
several circumstances, it makes sense to assume that agents base
their decision on which coalition they form on explicit information
of distrust, rather than on information about trust. So, we focus on
how distrust can be used as a mechanism for modelling and reason-
ing about the reliability of others, and, more importantly, about how
to form coalitions that satisfy some stability criteria. We present
several notions of mutually trusting coalitions and define different
measures to aggregate the information presented in our model.

Taking distrust as the basic entity in our model allows us to ben-
efit in the sense of deriving our core definitions by analogy with a
popular and highly influential approach within argumentation the-
ory [12]. Specifically, the distrust-based models that we introduce
are inspired by the abstract argumentation frameworks proposed
by Dung [5]. In Dung’s framework, an attack relation between ar-
guments is the basic notion, which inspired us to model a distrust
relation between agents. We show that several notions of stability
and of extensions in the theory of Dung naturally carry over to a
system where distrust, rather than attack, is at the core. We extend
and refine some of these notions to our trust setting.
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