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1 BACKGROUND

I present the motivating example of my thesis, as well as
the relevant background literatures on judgment aggregation,
belief merging, preference representation and social networks
that constitute the starting point of my study.

Example. Let Ann, Barbara and Camille be three friends
who want to spend a day visiting a seaside city. They narrowed
down the options to (i) visit the lighthouse, (ii) have a picnic
on the beach, and (iii) go to the acquarium. Ann wants to do
everything, Barbara prefers to just relax on the beach, and
Camille wants to do a single activity but she does not care
about which one. How should the situation be modeled?

Judgment Aggregation. The most natural choice for
modelling a scenario such as the one presented in the moti-
vating example is to use judgment aggregation, an area of
computational social choice where agents have to deliberate
over a set of interconnected issues in order to take a collective
decision [2, 12]. The domain of each issue is binary, meaning
that agents can either accept it or reject it. In particular,
one of the frameworks of judgment aggregation is binary
aggregation with integrity constraints, where the opinions
of the agents are modelled via a vector of binary values,
and the dependencies among the issues are expressed by a
propositional formula [5]. Inspired by voting theory, many
aggregation procedures have been defined and studied thor-
oughly in the literature from an axiomatic, computational
and strategic viewpoint [3, 11]. There are some subtleties
according to which judgment aggregation falls short as a
model for examples like the one proposed above. First of all,
judgment aggregation originated as a model to aggregate indi-
vidual opinions of agents in order to get a collective decision,
while here we want to aggregate individual goals to obtain
a collective plan. Secondly, there is no need to introduce
integrity constraints since the issues are independent from
one another. Last, and most importantly, by being forced to
submit a unique vector of binary values, goals such as the
one expressed by Camille cannot be captured.
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Belief Merging. Another framework that we could think
of using for modeling our example is that of belief merging,
inspired from the work in belief revision. In this case each
agent is assumed to have a set of propositional formulas
capturing her beliefs (i.e., a belief base), and different ag-
gregation procedures are used to compute a collective belief
[9]. As it can be observed, the frameworks of belief merging
and judgment aggregation are indeed quite close [4]. The
central idea of using propositional formulas to model mental
attitudes could be applied to the goals of the agents in our
example, so that even more elaborated goals as Camille’s
one could be expressed. Nevertheless some aspects of belief
merging may not make it the best candidate to solve our
problem. In the first place, the merging operators used in
the belief merging literature are essentially non-independent
(since it is often the case that aggregation takes place in
the presence of integrity constraints). Moreover, since we are
looking for a definite plan for the agents telling them what to
do, we want to avoid irresoluteness (i.e., the presence of tied
outcomes) as much as possible, something that is in general
not guaranteed by belief merging operators.

Preference Representation. In the proposed example,
agents have to express their goals regarding issues that have
a binary domain. More generally, the problem of voting on
combinatorial domains has generated some study on how to
represent the preferences of the agents [10]. By choosing to
represent the goals of the agents as a propositional formula,
the models of that fomula would naturally become the pre-
ferred outcomes as the final choice for a plan, while each
countermodel would be equally disliked. Therefore, we are
drawn to model this situation with dicothomous preferences.
Depending on the nature of the issues at stake and how
agents value them, another option would be to endow agents
with preferences based on the Hamming distance.

Social Networks. Observe that one assumption in the
motivating example is that we are modelling a group of
friends having to take a decision together. This detail leads
us to think that we might want to capture the existing
relationship among the agents via a social network. In recent
years, some work has focussed on modelling the formation of
opinions in groups of agents that are connected in a social
network (modelled by a graph whose nodes are the agents)
and who update their currently held opinion according to
their neighbours’ opinions [7].

2 CURRENT RESEARCH

In this section I present the current state of the investigations
we performed in the research areas introduced above.
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Goal-based voting [13]. Let N = {1, . . . , n} be a set
of agents, who have to decide over a set I = {1, . . . ,m} of
propositional variables representing issues. The domain of
each issue j ∈ I is the set {0, 1}, where 0 denotes rejection and
1 denotes acceptance. We assume the issues to be independent
from one another, meaning there is no integrity constraint.

Let LI be a propositional language whose atoms are the
variables in I and that is closed under standard propositional
connectives. The individual goal of each agent i ∈ N is a
propositional formula γi of LI . For instance, we have that
in our motivating example the goals of Ann, Barbara and
Camille are γ1 = 1 ∧ 2 ∧ 3, γ2 = ¬1 ∧ 2 ∧ ¬3 and γ3 =
((1⊕ 2)⊕ 3) ∧ ¬(1 ∧ 2 ∧ 3) respectively, where ⊕ represents
the exclusive disjunction.

A goal-profile is a vector Γ = (γ1, . . . , γn) collecting the
individual goals of the agents. In order to obtain a collective
plan for the agents, we use a goal-based voting rule defined
as F : (LI)

n → P({0, 1}m) \ ∅. A rule f thus takes as in-
put a vector of propositional formulas (capturing the agents’
goals) and it outputs a set of models (capturing the chosen
plans). If for every profile the output set is always a singleton,
we call the rule resolute, and we call it irresolute otherwise.

Once the framework of goal-based voting has been es-
tablished, we investigated multiple aspects of this research
agenda that I only briefly list here due to space constraints.

• We defined multiple goal-based voting rules, try-
ing to favour resoluteness and an independent treat-
ment of the issues (given the absence of integrity con-
straints). In particular, we proposed multiple gener-
alisation for the well-known majority rule from its
definition in judgment aggregation.

• We studied the defined rules from an axiomatic per-
spective, i.e., investigating which mathematical prop-
erties they satisfy and providing a characterisation for
one of them.

• We studied the computational complexity of com-
puting the outcome for the proposed rules, a problem
that is known in the judgment aggregation literature
as the winner determination problem.

.

Strategic Aspects in Agents Networks [1, 6]. We are
interested in situations where agents may know one another
and be influenced when forming their opinions. Therefore,
we explored the strategic aspect of a simple model of social
influence among agents. The connections among the agents
are modelled via a directed graph, where an edge pointing to
an agent means that the first influences the second. Agents
express binary views on a set of issues, and they iteratively
update them by taking into account the expressed opinions
of their influencers. They can also strategically choose to
actively influence others or not.

From a more theoretical perspective, we studied in general
strategic situations where agents are endowed with (temporal)

goals. Starting from the literature on iterated boolean games
[8] we introduced structures where propositional atoms can
be controlled by multiple agents. We showed that these struc-
tures can account for a variety of strategic scenarios, such
as the ones modelling social influence described above, and
that (quite surprisingly) they can be reduced to structures
of exclusive control.

3 FUTURE WORK

In the rest of my thesis, I want to delve deeper into the
themes that I have shortly presented in this abstract. More
precisely, I want to continue developing the framework of
goal-based voting by exploring its rules and axiomatics, by
studying the strategical aspects of agents who may want to
lie to get a preferable outcome, and by bridging the two lines
of research we worked on (i.e., agents may have their goals
shaped by those of their influencers on a social network).
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