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ABSTRACT
Deep learning, even if it is very successful nowadays, tradition-
ally needs very large amounts of labeled data to perform excellent
on the classification task. In an attempt to solve this problem, the
one-shot learning paradigm, which makes use of just one labeled
sample per class and prior knowledge, becomes increasingly im-
portant. In this paper, we propose a new one-shot learning method,
dubbed MoVAE (Mixture of Variational AutoEncoders), to perform
classification. Complementary to prior studies, MoVAE represents
a shift of paradigm in comparison with the usual one-shot learning
methods, as it does not use any prior knowledge. Instead, it starts
from zero knowledge and one labeled sample per class. Afterward,
by using unlabeled data and the generalization learning concept
(in a way, more as humans do), it is capable to gradually improve
by itself its performance. Even more, if there are no unlabeled data
available MoVAE can still perform well in one-shot learning classi-
fication. We demonstrate empirically the efficiency of our proposed
approach on three datasets, i.e. the handwritten digits (MNIST),
fashion products (Fashion-MNIST), and handwritten characters
(Omniglot), showing that MoVAE outperforms state-of-the-art one-
shot learning algorithms.
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1 INTRODUCTION
Object recognition is an important problem, and it has many appli-
cations, e.g. computer vision [1, 3, 12, 13], robotics [11] and health-
care [10]. Traditional solutions use classifiers built on large amounts
of data. In a time with more and more unlabeled data, manually
labeling of all these data is costly, time consuming, and inefficient.
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Hence, the one-shot learning paradigm becomes increasingly im-
portant. The aims of this paradigm is to improve the generalization
capabilities of the learning models in such a way that they are ca-
pable to achieve a very good performance by using just one labeled
sample per class or (at maximum) few labeled samples. To achieve
this, usually the state-of-the-art one-shot learning algorithms make
use of prior knowledge and large amounts of unlabeled data. Even
so, up to our best knowledge, the maximum classification accuracy
achieved, for instance, on MNIST by one-shot learning algorithms
with one labeled sample per class (1-shot) is just about 72%.

In this paper, we address the above problem, and we propose a
new one-shot learning classification method, dubbed Mixture of
Variational Autoencoders (MoVAE). Contrary to the state-of-the-
art one-shot learning methods, MoVAE does not need at all any
prior knowledge. In fact, it complements these methods. It starts
from zero knowledge and one (or few) labeled samples per class,
and then it gradually learns to generalize its knowledge using the
generalization learning concept [15]. Also, by opposite to the usual
direction in artificial neural networks, MoVAE is not an unitary
neural network. In fact, it is composed by many Variational Au-
toencoders (VAEs) [6], each one learning the distribution of a class.
Thus, MoVAE can be a good example of collective intelligence. Each
VAE took separately can not perform classification, but all of them
acting together, are able to learn and classify objects very well.

2 MIXTURE OF VARIATIONAL
AUTOENCODERS

The intuition behind MoVAE is simple and it is inspired by human
learning processes. People, when they learn new concepts, they do
not manage too well to deal with large amounts of labeled data,
but they are often extremely efficient to generalize across various
conditions just from one example. Sometimes, they make use of
prior acquired knowledge, and sometimes not. They start just from
one example and gradually add new representations of that example
(or situation) to its default category using generalization [4]. At a
different scale, the learning concept evolved through the human
world into a collective intelligence behavior. The advances of human
society were mainly made, not by super-humans, but by many
humans, connected between them in a social network, sharing a
set of values, and working together for a common goal. Moreover,
a human is far to be one of the strongest animal in the world. In
fact, it is quite weak, but humans collaborative way of being and
personal specialization made from the human race one of the most
successful in the word [5].
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Keeping the proportion, by analogy, we argue that in machine
learning, we should not search for themost powerful model possible,
but to create many specialized models, each being capable of doing
well its specialized task. Then, these models working together will
be able to fulfill a common goal, inaccessible for a singular model.
In a way, in artificial intelligence, this approach is followed by
ensembles and swarm intelligence, with the difference that each
particle or ensemble could do a better or worse job on the common
task, while in what we propose next, one singular model would
achieve nothing.

These being said, and knowing that a Variational Autoencoder
can represent very well a data distribution, in this paper, we pro-
pose to build a Mixture of Variational Autoenconders (MoVAE) to
perform classification. In the specific case of classification, each
VAE of the mixture will be very specialized and will learn the dis-
tribution of just one class by being trained on samples belonging
just to its specific class. Thus, after the learning phase, our assump-
tion is that each VAE will reconstruct very well unseen images
belonging to its encoded class, but if images belonging to other
classes will be reconstructed through it, then their reconstructed
version will be not so good. And here comes the trick of cooperative
inference. Each VAE model is not able to discriminate if a given
image belongs to its encoded class if it looks just of that image
reconstructed version, but the mixture of VAEs it is. If we pass the
same image through all the VAEs belonging to the mixture then we
obtained a reconstructed version of the original image for any VAE.
Then the class of the original image is given by the VAE which
obtains the best reconstruction of the original image. Moreover,
our assumption is that our proposed approach does not need many
labeled images to learn well the class distributions. In fact, it can
use just one labeled sample per class to encode in a decent manner
the corresponding class in each VAE. Then, by using generalization
learning and considering unlabeled data it will be able to gradually
increase the quality of the encoded distributions, being capable to
improve by itself its discriminative capabilities, as described in the
full version of this paper.

3 EXPERIMENTS AND RESULTS
Herein, we briefly report MoVAE performance on a small set of
experiments, while the interested reader is referred to the full ver-
sion of this paper for a thorough analyze and more scenarios on
the MNIST [9], Fashion-MNIST [17], and Omniglot [8] datasets.

One-shot semi-supervised learning. In this set of experiments, we
have evaluated MoVAE on the MNIST and Fashion-MNIST datasets.
We consider just 1, 5, and 10 randomly chosen labeled samples per
class (from here comes the one-shot learning part of the paragraph
name). All the other samples belonging to the training sets were
used as unlabeled data (from here comes the semi-supervised learn-
ing part of the paragraph name). Table 1 presents the results. We
may observe that on both datasets, MoVAE models achieve good
accuracies, outperforming the ones obtained by the Convolutional
Neural Network (CNN) models offered as an example in the Keras
library [2]. While Fashion-MNIST dataset is very new and not too
many one-shot learning results are reported yet in the literature, it
can be observed that on the MNIST dataset MoVAE outperforms
clearly the state-of-the-art machine learning models.

Table 1: One-shot semi-supervised learning - Classification
accuracy of MoVAE against baseline CNN and state-of-the-
art using 1, 5, and 10 labeled samples per class on theMNIST
and Fashion-MNIST datasets.

Model Labeled Data Prior Unlabeled MNIST Fashion-MNIST
samples/ Augmen- Knowledge Data Accuracy [%] Accuracy [%]
class [#] tation

MoVAE (ours) 1-shot no no yes 69.6±6.5 -
MoVAE (ours) 1-shot yes no yes 91.1±4.7 61.6±2.8

CNN 1-shot no no no 17.4±3.5 -
CNN 1-shot yes no no 22.1±3.4 21.3±4.3

CPM [16] 1-shot - yes no 68.8 -
Siamese Net [7] 1-shot - yes no 70.3 -

Matching Nets [14] 1-shot - yes no 72.0 -
MoVAE (ours) 5-shot no no yes 90.4±1.6 -
MoVAE (ours) 5-shot yes no yes 94.5±0.6 66.5±1.7

CNN 5-shot no no no 24.3±5.4 -
CNN 5-shot yes no no 28.1±5.2 28.2±4.7

CPM [16] 5-shot - yes no 83.8 -
MoVAE (ours) 10-shot no no yes 93.1±1.1 -
MoVAE (ours) 10-shot yes no yes 94.9±0.4 70.5±1.9

CNN 10-shot no no no 33.1±5.1 -
CNN 10-shot yes no no 47.7±6.6 36.6±5.4

CPM [16] 10-shot - yes no ≈88.0 -

Table 2: One-shot learning - MoVAE performance on the
1623-way Omniglot (a new challenge for one-shot learning).

Model Labeled Data Prior Unlabeled 1623-way
samples/ Augmen- Knowledge Data Omniglot
class [#] tation Accuracy [%]

MoVAE (ours) 1-shot yes no no 27.8±0.4
kNN 1-shot yes no no 3.1±0.01

Random guess - - - - 0.06
MoVAE (ours) 5-shot yes no no 43.2±0.1

kNN 5-shot yes no no 5.9±0.01
Random guess - - - - 0.06

One-shot learning. Herein, we have addressed a pure one-shot
learning problem by performing 1623-way (1623-classes) one-shot
classification on the Omniglot dataset [8]. We used, randomly cho-
sen, 1 (1-shot) and 5 (5-shot) labeled samples per class (character).
The remaining samples belonging to the same class (19 and 15 sam-
ples, respectively) were used as testing data. We did not consider at
all unlabeled data, and we did not used the generalization learning
capabilities of MoVAE. Table 2 reports the results. Please note that
Siamese Net [7] and Matching Nets [14] methods are not capable
of performing 1623-way classification on Omniglot as they need
all the data from some classes to create the prior knowledge. An
exception for this situation would be the use of other datasets to
create the prior knowledge. However, to the best of our knowledge,
there are no results reported in the literature for this situation.

4 CONCLUSION
In this paper, we introduce MoVAE (Mixture of Variational Au-
toencoders), taking inspiration from the human world. MoVAE is
capable to successfully perform the one-shot learning task, without
the need of having prior knowledge, due to its generalization learn-
ing capabilities. Even when unlabeled data is unavailable, MoVAE
offers good performance. Thus, we introduce 1623-way 1-shot learn-
ing classification on Omniglot, a new challenge for one-shot learning.
Herein, MoVAE accuracy is 463 times higher than the one of ran-
dom guess and 9 times higher than the one of kNN, while no other
state-of-the-art results are reported in this very difficult context.
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