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ABSTRACT

In the BDI paradigm, much attention was devoted to be-
liefs, intentions, choice and commitment, whereas desire has
traditionally been seen as given. However, desire is the key
connection to the agents’ creator, and the ultimate source of
behaviour. Desires are allowed to be incoherent, irrational,
or at least a-rational. Agent environments establish a moti-
vational context for agents to act upon. Agent societies are
never truly autonomous. We argue that pre-designed utility-
based behaviour search strategies not only hinder the adapt-
ability of an agent but also prevent the emergence of novel
social behaviour. In this paper, we propose a new model of
desire acquisition and evolution. Agents continuously adapt
their desires by means of both their intrinsic motivations, as
well as a mimetic mechanism inspired in René Girard’s the-
ory. Agents acquire new goals not through fitness or novelty
but out of mechanisms such as envy, imitation and com-
petition. To achieve their goals, agents have to sometimes
discard them and just overcome their neighbours.

Categories and Subject Descriptors

I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Intelligent Agents
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1. INTRODUCTION
In real and artificial societies, agents make their choices us-
ing their own criteria, often informed by complex concepts
and mechanisms such as utility [19], other times following
more esoteric and yet realistic rules of behaviour such as
imitation [3], evolution [8] or value sharing [1].

The Belief-Desire-Intention (BDI) agent architecture [16]
emanates from and represents a philosophical stance allow-
ing the characterisation of agents in terms of mental qualities
easily recognisable by other agents. Several rigorous mod-
els and techniques supplied reasoning machinery designed
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to deal with such qualities, and build credible scripts for
themselves and interpret the actions of others. However,
the behaviours that are derived from those scripts are very
often unsatisfactory, especially when we hope that our model
scales-up to resemble what happens in real societies, hoping
to derive some understanding and perhaps useful policies
from those models.

BDI used to be an architecture designed for decision and
action. For some time it included an associated modal logic,
which seemed to constrain the design of agent minds into
a logic-based paradigm [16]. But time corrected that ten-
dency and BDI is now seen as a terminological and concep-
tual basis that provides common ground (and grounding) for
a dialogue between theorists and practitioners in the multia-
gent system (MAS) communities, but also outside, allowing
to engage other scientific areas in the discussion, such as
economists, other social scientists, as well as physicists, psy-
chologists, philosophers, neuroscientists, etc.

Watching BDI as a general framework for agent mental-
ity, we notice the key role played by intentions as a link
between the agents’ beliefs (what the agent knows) and de-
sires (what the agent aims for). Several authors (notably
Castelfranchi [4]) noted that desires and intentions really
belong to the same mental category (pro-attitudes). Inten-
tions are an especially constrained subset of desires, and
represent what the agents will really work towards achiev-
ing. Intentions come out of desires as a result of the agents
deliberation, and are managed through special mechanisms
abiding to rationality principles. What cannot be derived
from rational principles, whichever rationality definition we
pick, is the set of desires the agents aspire to. Given that
most of what remains is left to the agents’ (and its designer)
discretion, it is in the desire set that we can (should) locate
the agents’ ultimate goals, which can justify (and generate)
their behaviour.

The source of desires is key to determine behaviour, both
individually and collectively. In most BDI approaches, de-
sires are given data for the problems to be addressed. But
what happens when we want to confer true autonomy to
agents? What happens when, as often in exploratory simu-
lation, we don’t know what exactly we are after in an experi-
ment, both as agent designers and as interrogative scientists?
What happens when we are after novelty, and seek to dis-
cover, instead of facing well-defined problems which involve
search of a solution? As Ken Stanley puts it [13], sometimes
we have to abandon our goals in order to achieve them.

Teleological behaviour [17] has long been the basis of multi-
agent system development. Simon [18] stated that “People
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have reasons for what they do”, but what is left unsaid is
that the others might not know those reasons, and more-
over, people themselves might not be aware of what those
reasons are, much less of their implications. Traditionally,
it is possible to ground desires in some part of the agents
design, such as their physiology. For instance, a person may
be looking for food, much as a robot may be trying to locate
a power source [8].

But a recent view on an old theory suggests other paths
of inspiration and motivation. As soon as people have their
basic needs satisfied, other motivations come to the front
row. Human-nature interactions, observed in literary works
(Cervantes, Stendhal, Flaubert, Proust, Dostoyevsky), were
critically analysed by Girard in order to discover the mech-
anisms played by desires. Girard’s theory of mimetic desire
claims that motivations have much more to do with less
obvious drives, such as envy, jealousy, but also admiration,
identification, or membership feelings, leading to behaviours
such as imitation, or the adoption of other people’s desires.
Girard further argues that desire is not linear, rather trian-
gular, demanding for another participating actor, and this
yields even further complexity, as it arises phenomena of
transference, substitution, mediation, rivalry. Surely, other
social sources of motivation arise from power, imposition,
influence, marketing, education, etc.

Social science theories have time and again provided good
sources of metaphors to be used in MAS. In this paper, we
put forward the hypothesis that on the basis of some di-
vergences between theory and reality, there could simply be
a trivial misconception about what people ultimately want.
For this reason alone, it is worth to consider whether the
basic grounding of people’s motivations might be far differ-
ent from what has been modelled so far. Desires are such
a small, basic, pervasive component of the agents’ mental
design, that the implications of such a move might lead to
a true revolution in MAS design and applicability.

2. MIMETIC DESIRE
Scientific accounts of human motivations, and their social
consequences, have always represented a challenge for re-
searchers, because of the non-trivial nature of the micro-
macro links. Individual behaviour aggregates into collective
behaviour in a complex manner, and reciprocally, the soci-
ety influences each individual in specific, varied and unpre-
dictable ways (in particular, the individual perception of col-
lective phenomena is masked by mediation, neighbourhood-
specific filters, etc.). Local phenomena that cause perplexity
can grow to huge proportions when they collectively build
up erroneous world-scale accounts of reality. For instance,
the gap between real wealth and circulating wealth does not
seem to stop increasing, causing more and more problems
for institutions, individual companies, and people. Micro-
changes in one’s individual decisions, springing from one’s
own rationality, can determine huge differences in global be-
haviour. However, there are alternatives to the top-down
analytical approach that resolves every person as a strategic,
perfect thinker and then proceeds to integrate their decisions
in some additive way.

We can go back as far as the XVIII century to get a new
vision on human motivation. Adam Smith [20] noted that
basic needs could be satisfied by a frugal life. What causes
people to seek and accumulate wealth is desire. While need
stops with satisfaction, desire is reborn stronger every time

it is satisfied. Easterlin’s paradox [7] strengthened this view
when he noted that beyond a certain level of welfare, the in-
crease of economic development and global wealth does not
increase the amount of happiness reported by populations.
Apparently, positive achievements count far less for individ-
uals than negative comparisons with his/her neighbours.

This aspiration for recognition has never been considered
as a proper motivator for agents in multi-agent societies.
The idea is to ground teleologic behaviour not on needs, but
on desires, and consider their acquisition as a collectively
acquired process. This process does not start from scratch,
and this fact may have prevented computer scientists from
adopting this principle. Artificial societies do start, whereas
human and animal societies never do.

Girard [9] decoded the complex process of imitation, co-
operation, competition and self-deception that leads to the
formation of desires. In a nutshell, we borrow desires from
others. Not only we are not autonomous, but we need a me-
diator to acquire the desire from, and sometimes to compete
against, in the pursuit of the desired object. So, imitation
is the basic mechanism by which behaviour emerges, and
this makes it impossible to start from a null situation. The
power of imitation has been claimed and emphasised time
and again in MAS literature [3]. However, never was imi-
tation taken as far back in the source of behaviour. From
an evolutionary perspective, imitation seems to have been
‘designed’ by natural selection to extract useful information
from the social world [10] and supply the basis for emergent
cooperative behaviour. Mimetic behaviour might not lead
to an exact replication of the observed behaviour but serves
as the building block to acquire capabilities that might grant
what is an apparent autonomy from the observed.

In traditional models, desire is a linear concept: there
is the subject and the object of desire. With Girard, we
realise that a third party is involved, and not a passive one.
Desire becomes “triangular,” as we acquire them from the
models, we, either consciously or else unwittingly, admire
and imitate [6]. The mediator can have multiple roles in the
behaviour he/she induces.

The triangularity of desire is a simple notion, but
it has broad and complex implications. To begin
with, it explains the obvious but otherwise per-
plexing fact that desire may not only cause ri-
valry – my mediator automatically becomes my
rival since we desire the same object –, but also
depend on it – to the point that without rivalry,
desire itself threatens to languish. [6].

3. MENTAL MECHANICS OF DESIRE AC-

QUISITION
Triangular desire endows actors with several concomitant
roles and associated drives. There is empathy between the
subject and the mediator, since they share a passion for
the same object. This empathy does not go without some
rivalry, because often the object can be obtained by only one
of the coveters.

However, the rivalry between subject and mediator is not
acknowledged by either actor. A very common case is dou-
ble mediation: A and B imitate each other reciprocally. A
is anxious about B’s desire, which alone designates a tar-
get for his own desire. Some ephemeral and random sign
makes A believe that B has designs on object O. Rushing to
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get there first, he thereby signals to his alter ego the stakes
of rivalry. When B in turn imitates A’s desire the starting
illusion became reality. The first to imagine the other’s de-
sire thus seems not to have been imagining at all. This is a
particularly interesting case of a self-fulfilling prophecy [6].

On a deeper level, mimetic desire does not aim at posses-
sion, but on being. Girard call this “metaphysical desire,”
one feels that possession yields a greater degree of onto-
logical sufficiency. This sufficiency, autonomy, or indepen-
dence, confers enhanced value to the subject, because he
seems to be above and superior, indifferent to the needs of
the rest, which renders a tremendous power of attraction.
A consequence of this mechanism is today’s publicity: mod-
els have perfect self-sufficiency. Their message is both clear
and self-contradictory: “imitate me, and you will become
autonomous, i.e. you will escape the infernal realm of meta-
physical desire.” [6].

4. DESIRE AND VALUE
In [5], Jean-Pierre Dupuy considers markets as tentative ul-
timate optimisers of collective behaviour. Neoclassical eco-
nomics [11] has always defended such mechanisms as pro-
ducing desirable equilibria, in terms of the stability of the
economic landscape, but also, to a certain extent, of fairness
for the individual actors there included. In MAS, the tension
between social and individual welfare has also been present,
but the proposed solutions always seemed quite artificial,
as they imposed a dual weight on the agent’s motivational
drives, with social motivations being prevalent over the in-
dividual, something that severely undermined the agent’s
autonomy, and especially, free will (cf. among others [12]).

Dupuy notes that negative retroactions are essential to
force agents into returning to equilibrium behaviours, and
this is known to be a key pre-requisite for utility theory.
However, utility theory has been discredited since Herbert
Simon’s first works [19], and even so, hard to replace in
concrete agent designs. Dupuy emphasises – as did Brian
Arthur [2] – the importance of positive retroactions, and
claims that these are notably produced by imitation. Imita-
tion causes the emergence of an external objectivity from a
closed system of actors: first by a game of mirrors, with gen-
eralised behaviour adoption, later by stabilising the emerged
object and forgetting of its genesis. The concept of equilib-
rium is hence not adapted to characterise the attractors of
this mimetic dynamics. These attractors are initially arbi-
trary and undetermined, and then acquire value of collective
action.

What mimetic adoption of desires can provide for agent
societies is thus not a driving force towards equilibrium or
optimality. This adoption mechanism does provide a deriva-
tion from individual self-interest, that in its diversity can
represent an external source of agent heterogeneity, of vari-
ability. Scientific implications of these designs include nov-
elty search or wide exploration of design spaces. Some recon-
ciliation with game theory is possible, since the drives (envy,
admiration, independence, subservience) that lead mimetic
desire contain contradictions (cycles of comparison, rivalry,
imitation) with which real people seem happy to live. For
instance, comparing theoretical and real experiments with
the prisoner’s dilemma or centipede games, we can explain
the results a posteriori, but very seldom generate them, since
the drives used are unpredictable. The trivial action of buy-
ing a stranger a cup of coffee is much more easily explained

by the social construction of mimetic action than by some
intricate notion of utility-based intermittent self satisfaction
that very hardly anyone would use to make the decision.

5. EVOLUTIONARY EXPLORATIONS OF

DESIGN SPACE
The research programme to uncover the implications of this
new approach on motivation grounding is guided by the
purpose of providing a more realistic account of individual
choice, not focused on optimising given measures. As appli-
cation of this enhanced – but not wildly free – autonomy,
we aim at designing and running more trustworthy simu-
lations, possibly to rehearse and guide the deployment of
policies, and in general to improve the focus and reliability
of artificial social systems involving self-motivated agents,
inhabiting environments that are possibly dynamical, un-
certain, with unknown, or impossible to uncover, laws.

In such a setting, agents loose or dramatically reduce their
potential for discovery when all their goals are previously
given. We can under-specify those goals and provide agents
with learning abilities, but in that case we should strive to
avoid overfitting the training data. Ultimately, we will al-
ways want to ensure that our agents, even if symbolically
defined, have the ability to evolve and adapt (to aprioristi-
cally impossible to know conditions, including goals).

So, we opted to design our agents with in an evolution-
ary framework, basing their ability to change in the acqui-
sition of mimetic desires from their neighbours. Each agent
is provided with a dynamic behaviour defined by a policy,
from a collection of internally kept policies, and directed to
achieving a goal. The evaluation of the agent’s behaviour is
performed with independent measures (of which proximity
to the goal may be one criterion). A meta-policy rules the
acquisition of new goals and policies from their neighbours.

We use Cartesian Genetic Programming [14] to allow the
chosen policies to recursively and reflectively build on them-
selves, given the adequate operators. So, the potential for
incremental complexity is unlimited, admitting not only the
adaptive exploration of the agents response to the several
fitness functions that the environment will successively of-
fer (including some concomitant, conflicting, contradictory,
etc.), but also the exploration of design space for the agents
themselves, including incrementally complex agent designs,
but also collective organisations or institutions the agents
can themselves develop.

Evolutionary approaches, such as genetic programming,
are typically used for off-line supervised learning in simu-
lated environments. In this case, synthesising a successful
adaptive behaviour is as dependent on the scenario modeller,
just as plan-based approaches are on the agent designer.
Notwithstanding this fact, these techniques (although still
under-explored) have been successfully used in on-line learn-
ing scenarios [15]. Instead of focusing on a pure utility-based
search in the agent behaviour design space, we use the prin-
ciples of mimetic desire as the driving force behind the be-
haviour search.

Simulating the social behaviour search, driven by mimetic
desire, is then a matter of providing the following compo-
nents: ad hoc restrictions that are dependent on the prob-
lem, they shape the behaviour, that is not rooted in desire,
but can be perceived as such; an imitation mechanism that
steers an agent behaviour towards a mediator, a target for
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imitation; and a competition mechanism in which one agent
tries to overcome its mediator. We also need criteria for imi-
tation, competition or cooperation, to dictate which driving
force is acting on the behaviour search.

Using fitness landscapes, one can model ad hoc restric-
tions (unknown to the agents) that act like behaviour reward
functions, much like what happens in reinforcement learn-
ing problems. In a preliminary exploration, we deployed
our agents in partially observable fitness landscapes where
they are evaluated while they operate, in effect, changing the
evaluation conditions each time they test a behaviour pol-
icy. We observed that contextual information is decisive for
the success of adaptation. If an agent adopts a policy that
proves highly rewarding in some situation, that success may
be achieved for contextual reasons that might not replicate
in a different situation. In dynamic environments the prob-
lem is even more difficult, eventually the context changes
and a successful policy must be adapted or even radically
changed to face the new scenario. We are now exploring
how decisive social drives such as imitation and competition
can mitigate the problem of context.

Agents with behaviours performing badly due to unfortu-
nate evaluation conditions benefit from imitating a mediator
that evolved in a more favourable region of the search space.
Imitating does not imply that agents are capable of repro-
ducing the exact behaviour policy of the mediator. Instead,
an agent evolves a behaviour with a similar phenotype trig-
gered by different environmental conditions.

Competition is implemented by evolving one’s behaviour
towards being better than a mediator under the same target
of competition (performing better in relation to some envi-
ronmental restriction, for instance). This can pressure some
agents to explore different aspects of their behaviour moti-
vated (temporarily) by the desire to overcome their neigh-
bours.

6. CONCLUSION
In this paper, we presented the seeds for a new approach
that considers the grounding of adaptive emergent behaviour
of MAS, not in the traditional utility-based and design-
depended approaches but on the origin, adoption and evo-
lution of desires.

These mental mechanics proposed by René Girard [9] are
far reached in what concerns the fabrics of society. Espe-
cially important for our case is the ad hoc genesis of many
desires and consequent behaviours. General laws are difficult
to pin down, and they may be sometimes deceitful, promis-
ing to deliver what experience later proves to be impossible.
The general aims of the societies we try do design are then
difficult to grasp, model and program: real phenomena can
always save some surprise to defeat pre-designed behaviours.

We argue that the adoption of imitation as a source of mo-
tivation can be instrumental to the evolution and adoption
of desires that lead agent societies to emergent adaptive be-
haviour, without ignoring their contextual goals (exploring
and exploiting their capabilities in relation to their environ-
ment).
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