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ABSTRACT
Agent-based technologies, originally proposed with the aim
of assisting human activities, have been recently adopted in
industry for automating business processes. Business Pro-
cess Model and Notation (BPMN) is a standard notation for
modeling business processes that provides a rich graphical
representation that can be used for common understanding
of processes but also for automation purposes. We propose
a normal form of Business Process Diagrams (BPDs) based
on Activity Theory that can be transformed into a Causal
Bayesian Network, which in turn can be used to tackle with
uncertainty introduced by human participants. We illustrate
our approach on an Elderly health care scenario obtained
from an actual contextual study.

Categories and Subject Descriptors
D.2 [Software Engineering]: Requirements/Specifications;
G.3 [Mathematics of Computing]: Probability and Statis-
tics; I.2.11 [Computing Methodologies]: Artificial Intel-
ligence—Distributed Artificial Intelligence
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1. INTRODUCTION
BPMN is a standard notation for modeling business pro-

cesses that provides a rich graphical representation that can
be used for common understanding of processes [5] and it
has been also used for automating processes with support
of agent technologies [4]. BPMN captures data-based deci-
sions through the notion of gateways and conditional control
flows, but it does not cope with uncertainty introduced by
the participation of people. Approaches like [3] have pro-
posed annotating edges with the probability of each alter-
native, but the reason of such variability is not related to
other parts of the process (i.e. causal relationships between
non-consecutive nodes).
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2. PROBABILISTIC BPMN WORKFLOWS
For this reason we propose the transformation of a normal

form of BPMN workflows (BPDs) to a Bayesian Network
that can be used for probabilistic decision making under
uncertainty and discovering causal dependencies between
events and actions. Figure 1 shows the BPD of the medical
consultation activity of an elder person, taken from a con-
textual study based on Activity Theory [2]. In this activity,
the subject is an older adult who has a medical appointment
(the object). The objective of the activity is having a medi-
cal appraisal and its outcome includes getting a prescription,
supply medicines and schedule a next appointment. The
community involved in the activity includes a family mem-
ber (optionally) and the doctor. It illustrates two alternative
ways the elder may choose for getting to the hospital: going
by himself, or being taken by a family member. Each lane
represents a role that a User Agent (on behalf of a person)
will follow to develop the activity. The purpose of the pro-
posed transformation is to advise to the person on making a
decision when reaching to a splitting gateway without con-
ditional control flows. Otherwise, data-driven decisions can
be automatically made by user agents.

2.1 A Probabilistic BPD normal form
We propose a BDP normal form that constitutes a subset

of graphical elements of the BPMN 2.0 specification [5]. The
Business Process Diagram W is constituted by a single pool
(P), lanes (L), nodes (N) and control flows (F). Nodes
(N) can be start events (NS), intermediate events (NI),
end events (NE), atomic actions (NA) or gateways (NG).
It has a single start event (s ∈ NS), i.e. the trigger, and
multiple end nodes that represent activity outcomes.

All sequence flows are unconditional, denoted as F (ni, nj) ∈
F where ni, nj ∈ N . Each split or merge of control flows
must be mediated by a splitting gateway (NG

S ⊆ NG) or
a merging gateway (NG

M ⊂ NG). Gateways can be of type
Parallel-AND (A), Optional-OR (O), or Exclusive-XOR (X).
Splitting XOR gateways (g ∈ NG

S , type(g,X)) must be fol-
lowed by intermediate event nodes (F (g, i) ∈ F, i ∈ NI) or
other XOR gateways, denoting alternative ways on which
the activity can develop.

The graph GN constituted by all F (ni, nj) ∈ F must not
have any directed cycle or loop, i.e. it must be a Directed
Acyclic Graph (DAG). Two consecutive action nodes must
be mediated by at least one intermediate event node and as
many gateways as needed. This means that action nodes
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Figure 1: Business Process Diagram of the Medical Consultation Activity.

are not connected directly through sequence flows. Observ-
able intermediate events will permit monitoring the activity
development and introducing agent assistance [1].

2.2 Translation to a Bayesian Network
The translation consists on defining mappings of event

and action nodes n to realizations of random variables (Vi =
vi), denoted map(n, Vi = vi). The start node is mapped to
ZS = True, every end node ei is mapped to ZE = ei. Every
intermediate event i preceded by another event or action
is mapped to Zi = True, whereas all those preceded by
a splitting XOR gateway g are mapped to Zg = i. The
execution of an action a is mapped to Xa = True. The
omission of an action a, or event n, is mapped to Xa =
False, respectively Zn = False.

In order to identify conditional dependencies between ran-
dom variables, we use control flows incoming and outgoing
to the corresponding event and action nodes. Gateways are
ignored in this process, this is, a gateway g is replaced by
a set of arcs outgoing from nodes preceding g and incom-
ing in nodes following g. The resulting graph also codifies
temporal precedence between random variables.

Gateways, on the other hand, codify how likely is that
two or more events/actions occur during process execution.
All valid scenarios generated observing gateway constraints
constitute the joint probabilistic distribution of the process,
which in turn can be used along with GN for learning the
Conditional Probabilistic Distribution of the corresponding
Bayesian Network, i.e. P (vi|pai).

Definition 1. An Activity Causal Bayesian Network (ACBN)
is represented by D = 〈GV , X, Z, ZS , ZE , P (vi|pai)〉, where
GV is a minimal DAG which arcs denote temporal prece-
dence and conditional dependence between events (Z) and
actions (X), P (vi|pai) encodes conditional probabilistic de-
pendencies between random variables V = Z ∪X, and GV

has at least one directed path from the initial condition
ZS ∈ Z to the outcome variable ZE ∈ (Z \ ZS).

3. CONCLUSIONS
The resulting ACBN captures conditional dependencies

established in the workflow, permitting to use Bayesian in-
ference for deducing and predicting human actions based on
observed events. Furthermore, learning causal dependencies
from actual process instances [6] will permit to assess hu-
man decision making (e.g. going alone to the hospital if the
family member is getting late).
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