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ABSTRACT

Almost all convergence results from each player adopting
specific “no-regret” learning algorithms such as multiplica-
tive updates or the more general mirror-descent algorithms
in repeated games are only known in the more generous in-
formation model, in which each player is assumed to have
access to the costs of all possible choices, even the unchosen
ones, at each time step. This assumption in general may
seem too strong, while a more realistic one is captured by
the bandit model, in which each player at each time step
is restricted to know only the cost of her currently chosen
path, but not any of the unchosen ones. Can convergence
still be achieved in such a more challenging bandit model?
We answer this question positively. While existing bandit al-
gorithms do not seem to work here, we develop a new family
of bandit algorithms based on the mirror-descent algorithm
with such a guarantee in atomic congestion games.

Categories and Subject Descriptors

Theory of computation [Theory and algorithms for ap-
plication domains|: Algorithmic game theory and mech-
anism design—Convergence and learning in games
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1. INTRODUCTION

Recurrent strategic scenarios are usually modeled as re-
peated games in game theory, and “no-regret” algorithms
from the area of online learning [3] are good candidates
to model learning players. It is known that in congestion
games, when each player adopts specific “no-regret” learn-
ing algorithms such as multiplicative updates or the more
general mirror-descent algorithms, their joint strategy pro-
file will quickly approach an approximate Nash equilibrium.
These results, however, are all based on somewhat gener-
ous information models. For instance of congestion games,
edge cost functions are assumed common knowledge in the
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full-information model of [7]. More stringent information
model was considered for the load-balancing games in [6]
and later for the congestion games in [4], in which the edge
cost functions are not common knowledge anymore, but still
the cost values of all paths at each step are assumed available
through “bulletin board” posting. With such global informa-
tion, players can get a grasp of the costs corresponding to
played and even unplayed strategies, which allows players
to update their strategies better and makes convergence of
the whole system potentially easier. However, such a strong
assumption on the information availability may not always
be realistic and may limit the applicability of these results.

The bandit model in online learning on the other hand
considers a probably more realistic and prevalent setting, in
which at each time step each player only knows the cost of
her (or his) own currently played strategy, but not any costs
of unplayed strategies. In the area of online learning, many
bandit algorithms with no-regret guarantee have been devel-
oped, including for example those based on the multiplica-
tive updates algorithm for the experts problem [1] and those
based on the gradient-descent algorithm for online linear or
convex optimization [5]. However, not much is known in the
area of game theory for playing repeated games in the ban-
dit model. Although similar convergence results of average
plays can be established immediately for bandit algorithms
with no-regret guarantee, we are not aware of any previous
result establishing convergence of actual plays in the bandit
setting. This motivates us to ask the question: are there
natural classes of bandit algorithms which selfish players in-
dividually have incentive to adopt and the whole system will
quickly converge to an approximate Nash equilibrium that
is also beneficial to the whole in terms of natural social cost
measures?

We answer this question affirmatively. For the class of
atomic congestion games, we propose a family of bandit algo-
rithms based on the mirror-descent algorithms [2, 4], and we
show that when each player individually adopts such a ban-
dit algorithm, their joint strategy profile quickly approaches
an approximate Nash equilibrium. In addition, as in [4],
one can show that the approached approximate equilibria
also have good quality in terms of some measures of social
cost, including the average individual cost and maximum
individual cost.

2. PRELIMINARIES

In this paper, we consider the following atomic congestion
game, described by (N, E, (S;)ien, (ce)ecr): N is the set of



players, E is the set of edges (resources), S; C 2% is the
collection of allowed paths (subsets of resources) for player
i, and c. is the cost function of edge e, which is a nonde-
creasing function of the amount of flow on it. Let us assume
that there are n players, each player has at most d allowed
paths, each path has length at most m, each allowed path
of a player intersects at most k allowed paths (including
that path itself) of that player, and each player has a flow of
amount 1/n to route. The strategy of each player 7 is to send
her entire flow on a single path, chosen randomly accord-
ing to some distribution over her allowed paths, which can
be represented by a |S;|-dimensional vector m; = (7i,s)ses;
where m; s € [0,1] is the probability of choosing path s. It
turns out to be more convenient for us to represent each
player’s strategy m; by an equivalent form z; (1/n)ms,
where 1/n is the amount of flow each player has. That is,
for every i € N and s € S;, ;s = (1/n)m;,s € [0,1/n] and
Zse& Zi,s = 1/n. Let KC; denote the feasible set of all such
x; € [0,1/n]'%! for player i, and let K = Ky X -+ x K,
which is the feasible set of all such joint strategy profiles
z = (z1,...,%,) of the n players.
As in [4], we consider the following potential function:

Le(x)
o) =3 / ce(y)dy,

ecE

(1)

for x € K, where le(z) = 32,y Zresj:eer z! .. According
to [4], ® is a convex function. Asin [6, 4], we assume that the
cost functions satisfy the property that there exist constants
a, b such that for any e € E,

ay < ce(y) < by and ¢/ (y) < b, for any y € [0, 1].

(2)

Then the potential function defined with respect to such cost
functions is smooth in the following sense.

DEFINITION 1. A function ® over K is called (a, 8, \)-
smooth if for any x € K, ®(z) < o, [|[VP(2)||ec < 8, and
V2®(z) = AL

PROPOSITION 2. The function ® defined in (1) with cost
functions satisfying condition (2) is (a, B, \)-smooth, for a =
bm/2, 8 = bm, and X\ = bmk.

3. OUR RESULTS

In this more challenging bandit model, each player ¢ does
not know the whole vector V;®(z"). Instead, the only in-
formation player i has after choosing a path s; is cs; (X*)
Dees; ce(£e(X1)), where X' is the choice vector of players
at step t. In order to follow the framework of [4], each player
i needs to have a way to approximate the vector V;®(z"),
her portion of the gradient vector V®(z'). Our basic idea is
for each player to divide the time steps into episodes, each
consisting of a consecutive number of steps, and to do the
following in each episode. During episode 7, each player
1 plays some fixed strategy z; for all the steps (instead of
playing different strategies in different steps), collects statis-
tics to obtain an estimate g for V;®(x"), and at the end
of the episode uses g; to update her strategy for the next
episode. Two keys are: how to come up with the estimate
g; and how to update the next strategy.

By setting the number of steps in each episode 7 properly,
we have the following.
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LEmMMA 3. With high probability, each player ¢ in each
episode T can have ||g7 — Vi®(z7)||co < dbm/n.

Having obtained a good estimate g; , as guaranteed by Lemma 3,

we then follow [4] and consider the following update rule for
each player i’s strategy of the next episode:

7 = arg min {97, z) + B (zial) ) (3)
zZ; €K,

Here, n; > 0 is some learning rate, R; is some regulariza-
tion function, and BT (-,.) is the Bregman divergence with
respect to R;.

We analyze the behavior of the system of players adopting
the algorithm described in the previous section. Our main
result is the following, which shows that the system indeed
quickly converges, in the sense that the value of the potential
function ®(x") quickly comes near the minimum value ®(q),
where ¢ = arg min,cx ®(z), and then stays close afterwards.

THEOREM 4. Consider any atomic congestion game of
n players, with a potential function ® which is (a, 8, \)-
smooth, and let ¢ = argmin.cx ®(2). Suppose each player i
updates her strategy according to the rule in (3), with n; <
1/, using gi with the guarantee that ||§7 — Vi ®(z")|| < e.
Consider any n such thatn < n; for any i and 0 = \/nl'en <
1 such that T - B (z;,y:) < ||z: — vil|3, for any i and any
feasible x;,y;, and let § = 6e + 0BdA for some parameter
A, which implies that each path s is chosen with probability
mi,s > N. Then for 1o = a/6 and A = 3§/6, it holds that
for any T > 70,

D(z") < ®(q) + A.
Future Work

One of the immediate future work could be extending such
framework to other partial-information models by other suit-
able gradient estimation methods. A different line of fu-
ture work would be to consider appropriate bandit scenarios
for market equilibrium problems and to see if generalized
mirror-descents with approximate gradients works there.
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