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ABSTRACT

Recommendations are widely used in recommender systems, rep-
utation systems, and trust-based security systems. Some existing
reputation systems and trust-based security systems use the flawed
notion of endogenous discounting. Endogenous discounting is the
idea that claims deviating from prior expectations should be ig-
nored or discounted, which introduces confirmation bias. To show
the fallacy of endogenous discounting, we construct a semantic
meta-model that captures the key notions surrounding recommen-
dations. We prove that any model covered by the meta-model can
be formulated in a divide-and-conquer fashion. We show how divide-
and-conquer clashes with endogenous discounting. Lastly, we dis-
cuss the implications on existing work that applies endogenous dis-
counting, and provide suggestions for future work.

Categories and Subject Descriptors
1.2.11 [Distributed Artificial Intelligence]: Multiagent Systems
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1. INTRODUCTION

Recommendations are an increasingly common source of infor-
mation for decision making over the Internet. There are different
models for reasoning with different forms of recommendations.
Some models are designed for a particular goal, e.g., for recom-
mending movies [13], books (amazon.com), music (last.fm) or se-
curity. Some models apply in a particular setting, e.g., for peer to
peer networks [1] or mobile ad-hoc networks [15]. Other models
are generic trust models, e.g., Subjective Logic [10], TRAVOS [27],
or HMM-based models [5, 7]. Whether recommendations are de-
ceitful is an important question in all. Recommendations that are
deceitful must be filtered out (qualitatively or quantitatively), and
the remainder must be combined into an informed decision.

There are two ways to filter recommendations: exogenous dis-
counting and endogenous discounting, as named in [30]. In exoge-
nous discounting, recommendations from unreliable sources are fil-
tered out'. In endogenous discounting, recommendations are fil-

'E.g. in collaborative filtering [2], unreliable sources are people
with different tastes; e.g. with referral trust [11], unreliable sources
are typically people with hidden agendas.
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tered out when they deviate from other recommendations and/or
first-hand experience. Examples of endogenous discounting are:
“This seller did not scam me, therefore I can ignore the warnings
from others” or “9 people loved the movie, and 1 person hated it;
that single person’s opinion can be ignored”. These two are clear
examples of fallacious reasoning, due to confirmation bias. In this
work, we prove the fallacy of endogenous discounting, in general-
ity.

We did not find examples of endogenous discounting in recom-
mender systems in the literature — presumably, there, examples are
too obviously fallacious. We did, however, find a significant num-
ber of examples in reputation systems and trust-based security sys-
tems (discussed in Section 5.4). Since the fallacy occurs in rep-
utation systems and trust-based security systems, our formalism
more closely matches their paradigm. Nevertheless, the formalism
is sufficiently general to cover all collusion-free systems with rec-
ommendations. The impact of collusion is discussed in Section 5.2.

Our main contributions are three-fold:

1. We introduce a generic semantics for dealing with opinions
and recommendations. The semantics is generalised over the
possible behaviours of the agents.

. We prove viability of modular/incremental/algebraic
approaches in systems with recommendations — approaches
where users maintain opinions about agents, which are up-
dated when new information arrives.

. We show that endogenous discounting should not be applied
to evaluate recommendations. We discuss the impact of this
fallacy.

Results 1 and 2 corroborate results found in parts of the litera-
ture: Result 1 supports the approaches based on Bayesian meth-
ods [7, 26], based on HMM models [5, 28], and based on model-
based collaborative filtering [25]. Result 2 indicates that decen-
tralised and dynamic approaches to forming opinions, e.g., [10, 26],
are viable. Result 3 has a direct impact to a significant fraction of
research on trust models that apply endogenous discounting. En-
dogenous discounting is applied in (recent) work on: reputation
systems [3, 30, 32], security protocols — like secure routing [14],
mobile ad-hoc networks [9], access control [8], specific domains —
like cloud computing [6], peer to peer networks [31] — and general
analysis of recommendations [23].

Organization. In Section 2, we introduce a simple trust model with
endogenous filtering, to exemplify the notions used in this paper, as
well as exemplify how endogenous filtering can introduce error. To
generalise that, we need to introduce a general notion that covers
the relevant models. The meta-model is introduced in Section 3 for
this purpose. Using the meta-model, we prove decompositional-
ity in Section 4. In Section 5, we complete the argument against



endogenous discounting. We discuss the impact of decomposition-
ality on endogenous discounting in Section 5.1, the relation with
collusion in Section 5.2, why endogenous discounting is used de-
spite being fallacious in Section 5.3, the impact of our results to ex-
isting work in Section 5.4 and the implications for future research
in Section 5.5.

2. CONFIRMATION BIAS

The confirmation bias is the fallacy where an agent accepts or
rejects evidence, not on the basis of the quality of the evidence,
but on whether or not it fits in the agent’s view. Weighting evi-
dence against counter-evidence and deciding the former outweighs
the latter does not suffer from confirmation bias. However, discard-
ing the counter-evidence is an instance of confirmation bias. When
the counter-evidence is not considered, the resulting opinion will be
overconfident. Moreover, in the case that the opinion is wrong, cor-
recting it is difficult. In this section, we show these characteristics
of the confirmation bias using a simplified model. The general idea
that endogenous filtering is fallacious is discussed in the remainder
of the paper.

In this work, we assume that trust models contain interactions
between users and targets. The users cannot determine the out-
come of the interaction, therefore, they first form an opinion about
the target. In order to form an opinion, users use past interactions,
and users may consult with recommenders, who provide recom-
mendations. Agents in the system may be users, recommenders,
targets, or possibly fulfill multiple roles. The interactions are, typi-
cally, only visible to the user and the target involved. In this section,
we set up a simple trust model that incorporates and links these no-
tions. The notions are generalised in Section 3.

Ad-hoc Trust Model with Endogenous Discounting.

The ad-hoc trust model exemplifies a trust model, where we can
exhibit our general results in a concrete manner. The details of the
model are not important, but for concrete data, strong assumptions
must be made. The assumptions are chosen for being both repre-
sentative for reputation systems, yet easy to compute with.

The outcome of an interaction (Q is denoted with a quality param-
eter ¢ € (0, 1). A high quality interaction (e.g., stay at a nice hotel,
or receive the timely delivery of intact goods) has a value g near 1.
Targets with high integrity (e.g., good hotels or honest salesmen),
denoted with R, tend to provide higher a quality interaction ). We
assume that given integrity R, the quality ) of an outcome is de-
termined as pg(g|R = ) = max(2—4-|r —q|,0) + max(2 —4-
(r+¢),0)+max(—6+4- (r+gq),0). We depict the distribution
for R = 0.1, R = 0.3 and R = 0.5, in Figure 1(a). This particular
distribution is chosen for its convenient computational properties,
but the general argument holds for all distributions of @) given R,
and even for subjective notions of quality. The crucial notion is that
a target has a (random) integrity, which determines the distribution
of the quality, where higher integrity targets tend to provide higher
quality interactions.

In the ad-hoc trust model, we assert that a trustworthy recom-
mender y provides a recommendation C, € (0, 1) close to the
quality parameter R of the target. We partition (0, 1) into ten in-
tervals of size 0.1, called bins. “Close to” simply means that C)
and R are in the same bin. We introduce the parameter P, to cap-
ture the trustworthiness of recommender y; y is trustworthy with
probability P,. Both trustworthy and untrustworthy recommenda-
tions are uniformly distributed. The distribution of C, is, therefore:
P, (el Py=py, R=r) = {10 =

1-py
0.9
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Figure 1: Distribution of the quality and the recommendations,
given the integrity of the target.
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The distribution of recommendations is depicted in Figure 1(b),
with P, = 0.5 and R = 0.66.

Remark 1. For simplicity, we let all integrity values be equiprob-
able a priori, i.e., pr(r) is uniformly distributed. Using Bayes’
theorem, with pr(r) = 1, we obtain pr(r|Q=q) = pq(q|R=r).
Similarly, pr(r|Cy=cy, Py=py) = pc, (cy|R=r, P,=p,) These
equations do not hold in full generality, but are a direct consequence
of the convenient choices of our distributions.

A user may form an opinion about a target =, based on an in-
teraction with quality (), and some recommendations Cy,, Cy,.
We denote this as the opinion 7, (Q=gq, Cy,=cy,, Cy; =¢y, ). This
opinion may not correspond to single values, it simply succinctly
denotes the perspective of a user in a system. For such an opin-
ion about a target to be relevant, it must have implications on the
integrity R of the target.

We implement endogenous discounting in the ad-hoc trust model
using statistical hypothesis testing. The null hypothesis is that rec-
ommenders are trustworthy — the recommendation and the target’s
integrity share a bin. The alternative hypothesis is its negation.
We let a = 0.05, meaning that we reject recommendations c,, if
the probability of getting ¢, from a trustworthy recommender y is
smaller than 5%, given a distribution over R. Thus, given distribu-
tion f over R, we reject when the bin of ¢, has probability mass

[10¢]
under 0.05, or formally: [,1% f(r)dr < o. This function re-

sembles the form of endogerlloous filtering used in TRAVOS [27].
Recommendations are provided to the system in chronological or-
der, and hypothesis testing is performed in that order.

Experimental Analysis of the Ad-hoc Trust Model.

The purpose of the experimental analysis, is to provide a con-
crete interpretation of the general results that we prove in the pa-
per. Therefore, we simplify the experimental analysis, to expose the
core issues: decompositionality and the confirmation bias. In par-
ticular, this means that we discretise the random variables, and that
we set all Py, = 0.5 as public knowledge. Setting P,, as a fixed
value precludes exogenous discounting, since all recommenders are
equally helpful, thus exposing endogenous discounting.

A target has integrity R with probability pr(r). In the ad-hoc
trust model, only the integrity determines the quality of the in-
teractions, so the integrity of the target is of great interest to the
user. By obtaining evidence (recommendations or interactions), the
probabilities change, since generally pr(r) # pr(r|E), where E
is some evidence. Decompositionality is the notion that we can
derive pr(r|E1, F2) from pr(r|E1) and pr(r|E2). The com-
putation that allows us to derive the former is called aggregation
(Definition 3). In the ad-hoc trust model, aggregation is simply
normalised multiplication. That means that pr(r|E1, E2) is pro-
portional to pr(r|E1) - pr(r|E2).
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Figure 2: Probability distributions of the integrity of the target,
given different evidence.

To show concretely what decompositionality means, consider the
following simulation: We have two bodies of evidence, one body
consists of an interaction with quality ¢ = 0.76 and Cy, = 0.43,
thus 7, (Q=0.76, C,,,=0.43), and one body is recommendations
Cy, = 0.04, Cy, = 0.07 and Cy, = 0.72, thus 7, (Cy, =0.04,
Cy,=0.07,Cy,=0.72). We run a Monte Carlo simulation, gener-
ating R, @ and Cy,, ... Cy,. In variation A, we drop all samples
except those where 7, (¢=0.76, Cyy,=0.43) — thus where there is
one interaction with quality 0.76 and only recommender yo pro-
vides a recommendation, namely 0.43. In variation B, we drop all

samples except those where 7, (Cy, =0.04, C\,=0.07, C\, =0.72).

In variation C both must hold, thus samples are kept only if
7.(Q=0.76, Cy,=0.43, Cyy, =0.04, Cy,=0.07, Cy,=0.72). Fig-
ure 2(a) shows the probability of the integrity, in A, B and C. Note
that graph B exceeds the dimensions of the figure. Figure 2(a) fur-
thermore reveals that C is proportional to the pointwise product of
A and B, decompositionality holds. Thus, in reality, there exists a
link between A&B and C. There is no reason why a trust model
should not break this link.

Endogenous discounting, as proposed in the ad-hoc trust model,
does break the link between A&B and C. We run the same Monte
Carlo simulation as before, with one difference: If we are not con-
fident in the trustworthiness of the recommender, then we reject
the recommendation (thus ignore the effect of the recommendation
on the samples). Figure 2(b) shows A’, B’, C’, which correspond
to A, B, C with endogenous discounting. Here B’ is cut off too.
In particular, observe that in graph B’, the dashed block spanning
from 0.7 to 0.8 disappeared, compared to B. This is because after
receiving recommendations Cy,, = 0.04 and Cy, = 0.07, the rec-
ommendation C'y; = 0.72 is rejected (confidence 0.99). However,
inC’, Cy, = 0.04 and Cyy, = 0.07 are rejected, and as a conse-
quence Cy, = 0.72 is accepted. It is immediate that A’&B’ are
no longer linked with C’. The ad-hoc trust model with endogenous
discounting failed to uphold decompositionality.

The two preceding simulations make the main argument of this
paper concrete: decompositionality is a natural property, but en-
dogenous discounting breaks decompositionality. The next two
simulations demonstrate that endogenous discounting can be harm-
ful. Notice that the difference between B and B’, is that B’ puts
more probability density on what it believes to be the likely in-
tegrity value, ¢ < 0.1. This is caused by the confirmation bias, as
B’ rejects evidence (Cy,=0.72) due to the fact that the evidence
does not match expectations. First, we show that arbitrarily large
errors can be introduced by the confirmation bias with a bounded
probability. Second, we show that endogenous discounting actually
leads to impaired decision making.

We take a simplistic view on error, namely the inverse of the
probability density assigned to the integrity of the target, W
A distribution with high density on 7 gives error close to 0, and
a distribution with low density on 7 gives increasingly high er-
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Figure 3: Simulations demonstrating that endogenous dis-
counting introduces an error, and decreases profit.
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ror. We initialise every simulation by selecting random r, and

two recommendations Cy,, Cy,, such that Cy, and Cy, are in the

same bin, but in a different bin from R. This happens with prob-

(1*Pyo>'(1fpy1) _ 1
9

ability 36- The remainder of the simulation
uses n randomly generated recommendations (using pc,, (cy;|R =
r, Py, = py,)). Figure 3(a) show the error as n increases. The rea-
son the error increases rapidly, is because of an unfortunate false
start, whereafter the truth is rejected for being unlikely, and fur-
ther misleading evidence may be accepted. The error grows expo-
nentially in with respect to n, and the probability of the false start
remains a constant 3—16.

To show that endogenous discounting negatively impacts deci-
sion making, consider a game between three users, 21, z2 and z3.
Users 21, z2 and z3 are offered the same interactions, with a cer-
tain payoff in case of success, and cost in case of failure. If they
believe the interaction is profitable, they interact, otherwise they do
not. User z1 does not apply endogenous discounting, z2 does, and
z3 is the baseline, as he ignores all recommendations. We perform
a Monte Carlo simulation of 10, 000 runs, in which we generate
an integrity, and k recommendations according to the assumptions
(e.g. arandom 7 (Q=gq, Cy, =cy, , . . . , Cy, =cy, )) and payoff and
cost of interaction uniformly in [0, 1] and [—1,0]. The users 21
and z» typically make the same decision, for k = 10, users z; and
z2 make different decisions in less than 5% - 10% of the potential
interactions. This is despite the fact that user 25 falls for the confir-
mation bias in 15% - 20% of the cases. Specifically, in 15% - 20%
of the cases, the user 22 rejects recommendations that were in the
correct bin.

We see, in Figure 3(b), that if £ = 0, the profit is identical for
all users, as no user actually uses any recommendations. User z3
ignores all further recommendations, meaning that any variation in
the graph is pure chance. We see that z; and 22 increase and rapidly
stabilise, with z; stabilising consistently higher than zo. The stabil-
isation is because the additional impact of extra recommendations
quickly decreases. The absolute difference between z; and z2 is
fairly small. However, relative to the baseline, z3, we see a differ-
ence that roughly corresponds with the 15% of the cases in which
z1 falls for the confirmation bias. This implies that falling for the
confirmation bias has a real and detrimental effect on trust-based
decision making. It is important to note that fallaciously using rec-
ommendations (z2) is significantly better than not using recommen-
dations at all (23).

Observe that the unbounded error from Figure 3(a) has a bounded
effect on the profit, in Figure 3(b). The reason is that the maximal
size of a mistake is bounded, and even an exponentially large error
cannot increase the size of the mistake.

When we introduce the formalism in full generality, we refer to
this concrete example. Whenever we refer to the running example,
we refer to the ad-hoc trust model, and specifically to the experi-
ments from Figure 2(a).



Figure 4: Example of a network from user z’s perspective

3. META-MODEL

In this section, we introduce the meta model, which aims to cap-
ture the key semantics of the recommendation related components
and concepts. As it is a meta-model, we leave some details unspeci-
fied and use them to reason about abstract entities and relationships.
Consequently, our meta-model requires only the bare assumptions,
found often in reputation systems and trust-based security systems.
Concretely, we reason about strategies and probabilities, without
assigning strategies to agents, nor selecting prior distributions.

3.1 Setting

The main assumption of our meta-model, is that models deal
with opinions based on evidence. Specifically, 7,(e1,...,ey,) is
the opinion about x based on evidence e1, . . ., e,. These opinions
have a semantics, which:

R1 makes predictions about the agent (or product) that the opinion
applies to.

R2 can be updated when additional evidence arises.

A significant number of reputation systems, recommender systems
and trust management systems aim to satisfy R1 and R2. Not all
models, however, satisfy R1 and R2, e.g., models of human cog-
nition may purposely implement the confirmation bias or other fal-
lacies. In this section, we provide a meta-model that provides se-
mantics that satisfy both R1 and R2.

Before introducing the meta model, we first formally define the
notations for the concepts introduced in the previous section. Let
Z be a set of users, Y be the set of recommenders and X be the
set of targets. Interactions are a pair consisting of an initiation i €
I and an outcome ¢7 € © of one interaction (e.g., purchasing a
laptop is an interaction, consisting of an initiation in the form of a
prepayment of the price of a laptop, and an outcome in the form of
a timely delivery of the offered laptop). Throughout the paper, we
adopt the viewpoint of a user — therefore, it suffices to identify an
interaction (or initiation or outcome) by the target x and an index
j. We may also omit the target or the index, if they are not relevant.

We use O to denote the set of observations of the interactions
between the users and targets o] € O is short for the interaction
between user j and target . (One observation is about exactly one
interaction.) We use R to denote the set of recommendations of
recommenders provide. r; € R represents the recommendation
from recommender y about target . Observations and recommen-
dations collectedly form the evidence F, i.e., E = O U R. Users
have opinions 7 (e1, ez, . . . ) about x based on evidence, e; € E.

Figure 4 depicts an example of a network with user z, two recom-
menders y; and y2, and two targets « and z;. In the network the
user has two pieces of direct evidence about z: ef=0f=(:7, 07)
and e5=05=(4%, %) — we omit the equivalent notations of o3 in
the figure, to avoid cluttering. The user, further, has two recom-
mendations about x, from agents y; and y2, namely e3=ry, and
ei1=ry,. In order to establish the reliability of the recommenders,
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Figure 5: A Bayesian network depicting the relationships.

the user may look at other recommendations by the recommenders.
In the example, recommender y» also makes a recommendation
T1__

about x1, e5' =7y}, and the user has direct evidence about x1,
namely ej* =o07".

In our meta-model, we are not necessarily interested in the be-
haviour of the agents. We are interested in which factors may in-
fluence the decisions of the agents. Events unobserved by an agent,
for example, cannot influence the behaviour of that agent. Here, we
could use Bayesian network to visualise the influence. A Bayesian
network is a graphical notation to show the conditional indepen-
dence between random variables. Intuitively, an arrow can be in-
terpreted as meaning that the source influences the sink.

Figure 5 represents the relations of the random variables cor-
responding to the entities in Figure 4. We use random variables
E7, Of, Ry, I{ and ©7 for evidence, observations, recommen-
dations, initiations and outcomes, respectively. There are 5 addi-
tional random variables, H*, GY*, GY2, F* and F**, representing
the behaviour of z,y1,y2,x and x1, that will be discussed later.
This Bayesian network represents the essentials of a typical trust
system, with two caveats: there is no collusion and no recommen-
dations about recommendations. The relevance of these caveats is
discussed after the formalism and results.

The meta-model presented in this work encodes the relations be-
tween the entities, and which events are visible to whom. If an
agent performs an action under some circumstances, then the be-
haviour of that agent is more likely to be the sort of behaviour in
which he performs that action under those circumstances with high
probability — this is Bayes’ theorem. However, the circumstances
are typically only partially known, and subtle hidden connections
may exist. Notions like cost, benefit, taste and discrimination must
be gracefully handled by the meta-model, without explicitly mod-
eling these. As a consequence, the precise formulation of the meta-
model contains a fair amount of technicalities.

3.2 Formal Meta-model

In the meta-model, users, recommenders and targets have reac-
tive strategies. A user strategy takes into account a collection of
evidence, in order to decide whether to interact with a target. A
recommender strategy takes into account the target of the recom-
mendation, when recommending. A target strategy takes into ac-
count the interaction at hand, in order to decide the outcome of the
interaction. Thus, a reactive strategy allows (the probability of) the
outcome to depend, e.g., on the value of the interaction (as in the
value imbalance attack [12]).

Remark 2. The reactive strategy is stateless, it cannot (naively)
model, e.g., performing ten successes and only then a failure (as
in the playbook attack [12]). Decompositionality also holds for a
meta-model allowing the more technically involved stateful reac-
tive strategies (similar to [16]). See our technical report [17].

We use some shorthand notations. A list {a1,...,a,) may be
shorthanded to a. We define <(®) to be the set of distributions



over the arbitrary set ®. If ® is discrete, <(®) = (& — [0, 1]),
where for all f : (@), >0 4 f() = 1, and if ® is continuous,

A(®) = (& — R=2Y), where Jo f(@)dyp = 1. We use P and p
for probability mass and probability density functions. For random
variable A and outcome a, rather than writing P(A=a) or pa(a),
we write P(a) or p(a), whenever this introduces no ambiguity.

Rather than explicitly assigning strategies to agents, we merely
define the shape of the strategies. A target finalises an interaction,
based on the initiation of that interaction. A recommender pro-
vides recommendations based on the target that the recommenda-
tion is about (be it truthful or not). A user initiates interactions
with targets, based on the evidence he has about the target. From
game theory, we learn that agents may want to perform actions with
probabilities between 0 and 1; so-called mixed moves. In our defi-
nition, we assert that a strategy is simply a function from the input,
to a distribution over the output:

Definition 1. The strategy of a target is a function f : [ —
<(O). The strategy of a reccommender is a function g : F — <(R).
The strategy of a user is afunction h : E X --- x E — <(I).

In the technical report [17], the strategy is extended to a form prob-
abilistic automata, similar to hidden Markov models.

Running Example 1. In the ad-hoc trust model, it is assumed
that every target = has an internal parameter r, that determines
the quality of its interactions. The outcomes are denoted with a
quality, between 0 and 1, thus © = (0, 1). The probability of the
outcome being 0, is equal to min(?, %) Thus, we can iden-
tify each r, with exactly one strategy f, such that f7(:)() =
min(2¢, 2(11;0) ). Similarly, we can identify every p, with exactly

one strategy gy, such that

Y(r) () 10-p if r and c share a bin.
r)(c) =
Ip % otherwise.

In some systems, particularly reputation systems, recommenders
cannot observe the target’s strategy, but only perform interactions
and observe these. Thus, we may propose a function from inter-
actions to recommendations, rather than from a strategy to recom-
mendations: (§¥ € G) : O — <(R). Each target strategy f*
(in conjunction with the recommender strategy) yields a distribu-
tion over the interactions (P(0|g", f)). Therefore, given the tar-
get’s strategy [, for every §Y, there exists an identical g¥, namely:
9" (f*)(ry) = 2oz P(0719%, F7) - §%(0%)(ry). Hence, as long
as the user has no direct information about the interactions between
the recommender and the target, every g € G can be substituted by
some g € G. Thus, without loss of generality we can assert the
shape of the input of the recommender strategy to be the as in Def-
inition 1.

Running Example 2. We can alter the ad-hoc trust system, such
that the recommender interacts with the target, and receives an in-
teraction with quality ¢’ based on r. The recommender then bases
his recommendation on ¢’ (rather than ), as many reputation sys-
tems assert. Specifically, the trustworthy recommenders provide
a recommendation c in the same bin as ¢’ (rather than 7). Thus,
10-p
1-p

K]
since the link between r and ¢’ is known to be P(q’|r) and ¢’ is not

visible to any of the users: g¥(r)(r) = fol P('|r) - g%(¢")(r)dq'.

if ¢’ and c share a bin.
Now,

as before g5 (¢')(r) otherwise

We use the random variables F*, GY and H?, for the strategies
of the targets x, recommenders y and users z. As we assume agents
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do not collude, we assume mutual independence between F, 6, ﬁ;
any collection of strategies is independent of any collection of dif-
ferent strategies.

By the definition of the strategy, I® = h(e®), ©% = f*(:%), and
Ry = gY(f"). The strategy completely determines the actions of
the agents. That means, in particular, that the probability that an
agent performs an action a, under the condition that his strategy is
 and the input is b, equals p(b)(a) — as long as a does not appear
in the condition. Formally, P(alp,b,c) = o(b)(a), if ¢ does not
contain a. (Note that variables may be nested, e.g. ¢; = ¥(a).)

Based on these random variables, we can introduce the semantics
of an opinion, called a valuation:

Definition 2. The valuation [, (e, . ..
the opinion 7, (e1, ..., en). The valuation |7z (e1, ..
distribution p(f*|e1, ..., en).

, €n)] is the semantics of
.,en)] is the

In the technical report [17], valuations are extended to stateful val-
uations, which are distributions over states that the target may be
in.

Running Example 3. Opinion 7,(Q=0.76,C,,=0.43) was
introduced in Section 2. The opinion 7,(Q=0.76, Cy,=0.43)
occurs when the user observes Q = 0.76 and recommendations
Cy, = 0.43 about the target x. Graph A, in Figure 2(a) depicts
the true distribution of the integrity parameter, given Q = 0.76
and Cy, = 0.43, namely pr(r|Q=0.76, Cy,=0.43). Definition 2
states that graph A — pr(r|Q=0.76, Cy,=0.43) — is the semantics
of 72 (Q=0.76, Cy,=0.43).

We introduce aggregation to denote the required operation for
updating opinions:

Definition 3. The aggregation of two opinions 7. (e), 7. (e’) is
denoted 7 (e)<175(e’) and equals 7 (e, ).

Definitions 1 and 2 are sufficient to prove that for direct obser-
vations, valuations are updateable:

PROPOSITION 1. For arbitrary two observations o and 07,

[ra (0%) b (7] ox L=z T,

PROOF. We first apply induction over n to prove

p(f71o% . ot) =p(f) - TL_ 1765,
The base case trivially holds. The induction step is as follows:
p(f7lof, . 0f)
x POy, inlf*,07,...,0n_1) - p(f*loT,...,0n_1)
_ POlin, [ 0%, 0h_1) - P(ip| ¥, 01, ..., 00_1)
- p(f*lot, ..., 0n-1)
= FREE)O5) B (0F, 0 1) (i) - p(fTLF, 0 )

o< f5(in)(0n) - p(f7l01, - - - 0on—1)

From equation (1), the proposition follows as:
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[r(0f, ..., 0k)bTa(0k 41, - - -
= [re(o7,...,0n)]
ccp(f*) - [T _, 7 (5)(65)
p(F) Ty £ G O7) D) T i £ (E5)(6F)
a p(f*)
;o)) - Ire(0kan,s - - -

[7=(D)]

_ [ra(oi, . ,0n)]

O




This proposition is proven for stateful valuations in the technical
report [17].

Proposition 1 proves that aggregation’s semantics are the point-
wise multiplication of the valuations, corrected for prior distribu-
tions. Bayesian updates are pointwise multiplications. Hence, the

pointwise multiplication of two valuations contains both their Bayesian

updates. However, the prior distribution is contained twice — it is
pointwise squared. Hence, we need to divide by the prior, p(f%).

Running Example 4. Aggregation is the link between A&B and
C (see Figure 2(a)). It states that 7,(Q=0.76, Cyy,=0.43) aggre-
gated with 7, (Cy, =0.04, Cy,=0.07,C,,=0.72) is 7.,(Q=0.76,
Cy,=0.43, Cy, =0.04, C,,=0.07, Cy,=0.72). Proposition 1 is the
formalisation of the notion that the link between A&B and C can
be computed using only the values of pr(r|Q=0.76, Cy,=0.43),
pr(r|Cy, =0.04,Cy,=0.07,Cy,=0.72) and pr(r|Q=0.76,
Cy,=0.43, C,,=0.04, Cy,=0.07, C,,=0.72). The computation
is anormalised pointwise multiplication, which is independent from
the evidence. The same does not hold for A’&B’ and C’.

The meta-model ensures that the semantics of every model it
covers satisfies R1 and R2. Users can predict (R1) the probability
that a target performs action 6 upon our initiation ¢, when our opin-
ionis 7z (e1, ..., en). First take the semantics: [ (e1,...,en)] =

p(f®le1,- .-, en), then take the expected value of the probability
that 6 happens: fo (f%le1,...,en)- f¥(2)(0)df®. The latter for-
mula provides the exact probability that § happens, whenever the
assumptions about the prior distribution are correct. For observa-
tions, the opinions can be updated in a straightforward manner, as
Proposition 1 proves. In Section 4, we generalise Proposition 1 to
Lemma 1, and ultimately Theorem 1, and show that R2 holds in
full generality. Not only can the trust opinions be updated without
reevaluating the evidence, the procedure for updating is aggrega-
tion as defined in Definition 3.

4. DECOMPOSITIONALITY

A scenario where an opinion is computed based on recommen-
dations (and possibly direct observations) is called a chain. In a
basic chain, all evidence the user has about the target, is one single
recommendation. Since a basic chain is a chain, any system that
computes chains can compute the basic chain. Endogenous dis-
counting cannot be applied to the basic chain, since there is nothing
to compare the recommendation to. We prove that any chain can
be decomposed into basic chains with aggregation. Neither basic
chains nor aggregation need endogenous discounting. Therefore,
any chain can be computed (via decomposition) without endoge-
nous discounting.

Decompositionality has been proven in a special case — the Beta
model — in [18]. Our Lemma 1 and Theorem 1 are proper general-
isations of the Modularity Proposition and Modularity Theorem.

Proposition 1 can be generalised to prove that the user’s direct
observations can be isolated from the recommendations. We refer
to the ability to separate direct observations and recommendations
as weak decompositionality.

LEMMA 1. Let €% be evidence about targets 1, . ..,z # x,
0% be observations about the target x, and r3 be recommendations
about x from recommenders y =y, . .., yx. Then:

[72(0® VT e?)] = [12(0%, €®) bty (1 T 61)]]

PROOF. The induction in the proof of Proposition 1 can be

straightforwardly adapted to prove:

p(f7]of, .. = p(f* Iy, e - [T _ /G 5)

z x =
70n77ﬂ§76z)
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Note thatp(fz\rf e7) = (fﬂ%), as follows:

P75 ) ) e

L P(e?%If”,F,E)-p(V,EIF)dFdE-p(f””)
T EHEH) - (e (7He5H) )

: (ijw;”)(e;)) - p(f7,g)df dgv - p(f?)
o< (TL £ GNE)) (5 o p(FIr)

x P(e?,

Using equation (1), []7_, f"(i§)(67) = p;f(}‘:)j), and thus
szlf:”(if)w;”) = %, proving the lemma. [

Weak decompositionality, Lemma 1, states that user’s own ob-
servations can be ignored without loss of generality, with respect to
analysing recommendations. Decompositionality requires that rec-
ommendations can furthermore be treated in isolation from each
other.

THEOREM 1. Let e® be evidence about targets Ti, . ..
and €5, . . en be evidence about target x. Then:
[ra(ed, ... e2,e®)] = [ru(ed, e®) . . .aTs (eZ, e7)]
PROOF. Via Lemma 1, we assume w.l.o.g. € = ry.. Thus, it

o €®) = p(f7Iry,, e7) b

, T # T,

suffices to prove that p(f*|ry,,...

..l><1p(fz|rzk,@.
p(f¥le™)

Suppose & =5~ o 1 and p(g¥|f®, e®) = p(g¥|e®), then:
p(folrygys 1y, €)
oP(ry,, ... 1y, |7 €7) - p(f*|eT)

/ P(E,, . | £ g7, ¢F) - plgh| £, %) dg - p(f7|e7)

<[ (I
H p(fgclry7 s el
(fz)n 1
In Lemma 1, we find p(f“”|r7, e?) = p(fx|7' ). Letting e” be
empty, this is our first assertion. The second assertlon holds too:

plg¥|f", )
ocp(e|f7, gv) - p(gY)

- /F (&%, 97, F7) - p(F7 |17, g T - plg7)

)y, ) p(g™, ..., " [€%) - p(f7[eT)dgY

- /F (g7, F7) - p(F [g7)d T - plg?)
ocp(g¥le”) O

5. FALLACY OF ENDOGENOUS
DISCOUNTING

We have introduced a meta-model, and proven a divide-and-
conquer approach to evaluating recommendations. In this section,
we show that endogenous discounting is indeed fallacious, then re-
late these theoretical results to existing work and extract useful data
for future work.



5.1 Endogenous Discounting is Fallacious

To show that endogenous discounting is fallacious, we need to
show that:

H1 Our meta-models cover the relevant models.

H2 Decompositionality is not an artifact from our choice of for-
malism.

H3 Decompositionality precludes endogenous discounting.

Our meta-models are a semantic model. Thus, for claim H1, it
suffices to argue that the meaning of an opinion in a trust model®
coincides with our semantics. Some trust models explicitly rea-
son about strategies and/or probability, and are trivially covered by
our meta-models. Examples under the meta model are Subjective
Logic [10], TRAVOS [27], HABIT [26], BLADE [21], PRep [7],
and recommender systems using model-based collaborative filter-
ing [25] or memory-based collaborative filtering [33], whereas HMM
models [5, 28] fall under the stateful extension of the meta-model.

Typically, probabilistic trust and reputation systems ascribe a
fixed quality or integrity to agents, and construct a distribution over
that parameter. Take the set of strategies fp, for p € [0, 1], such
that f,(¢)(6=1) = p, for arbitrary initiations and © = {0, 1}. The
strategy fp corresponds to the behaviour of an agent with integrity
p; in both interpretations, the agent succeeds with probability p.
BLADE and HABIT require more parameters, but are still captured
by the meta-model. The HMM models are instances of the stateful
meta-model, where the distribution over the initial parameterisa-
tions can be transformed to the distribution over the root nodes in
the valuation.

In the probabilistic recommender systems, users, recommenders
and targets have hidden profiles, features or classifications. The
outcomes of interactions are assumed to be determined by these
profiles, in a relatively straightforward process. The strategy merely
emulates this process. (Thus, our strategies may simply be a mod-
elling tool, as, e.g., movies cannot be ascribed to a strategy.)

For the remaining (non-probabilistic) models, as long as they
aim to be predictive (R1) and updatable (R2), our results are use-
ful. The model aims to be able to combine opinions based on dif-
ferent recommendations (R2). Since the result should be accurate
(R1), its semantics must resemble the semantics of the aggregated
opinions. As the latter can be computed without endogenous dis-
counting, the model need not apply endogenous discounting.

Concerning claim H2, note that any (meta) model, introduces
some relations and assumptions. The implications of our meta-
model are only as good as its assumptions. The notion that agents
have strategies is straightforward, as is the notion that these strate-
gies can only use facts that are observed by the agent. An ap-
parent weakness is our assumption that agents operate indepen-
dently (non-collusion); perhaps decompositionality is a trivial con-
sequence of this. However, all that we assume is that an agent
cannot access another agent’s private information, except through
the system. Thus, two agents can cooperate (benevolently or mali-
ciously) in our meta-model, as long as they only coordinate using
the system. In reality, collusion — users coordinating outside of the
system — does occur. It is important to notice that although decom-
positionality breaks, weak decompositionality (Lemma 1) remains
true. We discuss collusion in more detail in Section 5.2. Thus,
we see no reason to believe that decompositionality is an artificial
result of our formalism, affirming claim H2.

“Meaning the model used in reputation systems, in recommender
systems or in trust management systems.
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Per decompositionality, pointwise multiplication forms the prov-
ably correct semantics of aggregation (Theorem 1). Pointwise mul-
tiplication does not actually evaluate the evidence. Thus, if two
opinions are aggregated, and the individual opinions are free of en-
dogenous discounting, then the result is also free of endogenous
discounting. The opinion based on an individual piece of evidence,
particularly a single recommendation, can trivially not apply en-
dogenous discounting. Therefore, decompositionality precludes
endogenous discounting, affirming claim H3.

5.2 Collusion

Agents may collude for all kinds of reasons. Usually agents at-
tempt to increase their gains. A recommender does not need to be
part of a coaction to provide informative recommendations. Thus,
when recommenders collude, they typically mislead other agents®.
Moreover, it is reasonable to assume that colluding agents are suf-
ficiently smart to avoid lying in a way that is detrimental to their
goals.

The proof of Theorem 1 obviously fails in the presence of col-
luding agents, since p(f,g|f®) # p(f,g), invalidating decom-
positionality. However, since Lemma 1 still holds, weak decom-
positionality holds even under collusion. Since weak decomposi-
tionality holds even in systems where collusion occurs, endoge-
nous discounting based on the user’s direct observations remains
fallacious regardless of collusion. Without loss of generality, we
consider only endogenous discounting where recommendations are
compared to each other.

A naive endogenous discounting approach weights recommen-
dations with how common they are. A rational coalition lets all
its members provide similar recommendations, to increase their
weight. Naive endogenous discounting, therefore, becomes less
effective as the size of the coalition increases — and we have proven
it fallacious for coalitions of size one.

More sophisticated notions of endogenous discounting have to
take into account possible strategies of the target and of the coali-
tion (members). If the target strategy is not taken into account,
the target may discriminate a group of agents to make it appear
they are colluding. If the coalition strategy is not taken into ac-
count, the coalition may exploit the inner workings of the endoge-
nous discounting mechanism. Therefore, we need to model the
probabilities of strategies of agents and coalitions, given the user’s
observations. Thus, simply comparing the contents of the recom-
mendations is insufficient.

The argument does not constitute a proof that endogenous dis-
counting is fallacious, in systems with collusion. However, the
argument is sufficiently powerful to indicate that endogenous dis-
counting should be avoided, even in systems with collusion. Col-
laborative filtering algorithms and clustering algorithms have proven
to be effective tools to find coalitions — see, e.g., [20]. We, there-
fore, advise using these algorithms, and to avoid endogenous dis-
counting.

5.3 Intuition behind Endogenous Discounting

The reason why endogenous discounting is occasionally applied,
is the intuition that deviant recommendations are probably lies. Our
results do not disprove this intuition. The effect that deviant recom-
mendations are likely lies exists. Our results, however, do imply
that we do not need to filter this effect.

Intuitively, there is little information conveyed by a fake recom-
mendation r. According to information theory, the valuation of

3In atypical situations, coalitions lie to assist the user [4]. In our
domain, however, it is assumed that helpful agents simply provide
truthful recommendations.



a known fake recommendation is intuitively close to the uniform
distribution, call it p,,. The valuation of a known true recommen-
dation intuitively matches the valuation based on the evidence from
the claim, call it p,.. Let ¢ be the probability that the recommen-
dation is true. Then the probability that the strategy of the target
equals fis g pr(f) + (1 —q) - pu(f)-

Now, let p,, be a valuation, such that r is a conflicting recommen-
dation. In other words, p, and p, do not agree on which strategies
are probable; for arbitrary f, p,(f) = 0 or po(f) ~ 0. (Since,
if neither p.(f) nor po(f) is close to 0, then they agree that f is
probable.) Aggregating p, and p,, we get p:(f) x po(f) - (q -
pr(f) + (1 — q) - pu(f)). By distributivity, we obtain two sum-
mands, ¢ - pr(f) - po(f) and (1 = q) - pu(f) - Po(f). Since, for
all f, pr(f) = 0 or po(f) = 0, the first summand is close to zero.
Thus p+(f) = ¢- (1 — q) - pu(f) - Po(f), and as p,, is close to
uniform, p:(f) =~ po(f). In conclusion, when the conflict is suf-
ficiently high, the aggregated opinion p; tends towards the original
opinion p,, meaning that the impact of the conflicting recommen-
dation diminishes.

Nowhere did we need to apply endogenous discounting, to obtain
the result that conflicting recommendations should have a reduced
impact. That is how it is possible that on one hand, the intuition
behind endogenous discounting is valid, while on the other hand,
endogenous discounting is fallacious.

5.4 Implications on Existing Work

Endogenous discounting is applied in classical trust models [27,
30, 32], recent trust models [22, 23] and in domain specific work [6,
8, 9, 14, 31], but — fortunately — not typically applied in recom-
mender systems. The fallacy can enter a model in subtle ways,
particularly if the primary objective of the model is to find the re-
liability of the recommender (rather than the target), as in [22, 29].
In fact, the fallacy may lay outside of the work in question, but arise
when the work is naively applied, as possible with [19, 24].

Endogenous discounting is first defined in the Beta Reputation
System [30]. The BRS shares many of the assumptions of the
stateless meta-model. However, being one of the first Beta mod-
els, the authors do not yet attempt to capture recommendations us-
ing Bayesian methods. Rather, their chained opinions are based
on intuition, and, fallaciously implement the intuition described in
the previous section. The notion of endogenous discounting, as a
heuristic, was still an improvement over no filtering. Thus, endoge-
nous discounting gained some traction.

Prob-Cog is an example of a system with a wider scope than just
evaluating and combining recommendations. Its primary goal is to
encode human dispositions into a probabilistic setting [19]. The
authors introduce a notion of credibility for recommenders to deal
with unfair ratings. Credibility is computed using a variation of
collaborative filtering [2], with modifications to allow tendencies
such as optimism. Naively, the most precise value for credibility
would use all recommendations. Our results help avoid this pitfall,
and, thus, assist in applying systems like Prob-Cog correctly.

HABIT [26] is a probabilistic model that uses Bayesian infer-
ence. HABIT, like many Bayesian and beta models, does not sup-
port endogenous discounting. The reason is that such models are a
direct sub-model of our meta-models. For HABIT, all assumptions
of the stateless meta-model, are assumptions of HABIT. Therefore,
Theorem 1 can be directly translated into HABIT’s formalism.

In conclusion, our results prove that work based on endogenous
discounting is flawed. Using our results, one can avoid incorrectly
interpreting work that focusses on specialised issues. We corrobo-
rate existing work that does not apply endogenous discounting, by
showing that it can be correct without endogenous discounting.
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5.5 Recommendations for Future Work

The obvious implication of our work, is that future work should
avoid endogenous discounting solutions. As we saw in the pre-
vious section, some heuristics can be improved with endogenous
discounting (i.e., BRS with endogenous discounting). Therefore,
we do not oppose future work that uses endogenous discounting
per se. However, we advise authors to establish that endogenous
discounting is the better alternative in their heuristic. It is insuffi-
cient to show that endogenous discounting provides better results
than no filtering.

A major implication of our work, is the proof that for non-colluding
recommenders, their recommendations can be evaluated in isola-
tion. This means that divide-and-conquer approaches, such as Sub-
jective Logic [10], are viable approaches. Divide-and-conquer meth-
ods are efficient, adaptive and easy to parallelise or decentralise.
We advise researchers, therefore, to use decompositionality in their
favour.

Bayesian and other probabilistic models are powerful, well-studied
and general. In particular, recent work allows agents with increas-
ingly rich behaviour; dynamic [5, 7], adaptive [21] or interactive [26].
Strategies straightforwardly model dynamic, adaptive and interac-
tive behaviour. Therefore, we believe that strong theoretical and
practical results can be obtained using our semantics.

6. CONCLUSION

When there is no collusion, it is fallacious to discount deviating
recommendations, despite the fact that they more probably are lies
(e.g. despite the majority opinion being more likely true). The rea-
son is that, given a correct aggregation procedure, all recommenda-
tions can be treated in isolation and then aggregated, without post-
hoc correction for lies. Filtering out deviating recommendations
may, therefore, lead to confirmation bias.

When there is collusion, recommendations cannot be treated in
isolation. We argue that this is a limitation in our approach to dis-
proving endogenous discounting, rather than a scenario where en-
dogenous discounting may work. Naive endogenous discounting is
fallacious even under collusion.

An important necessity in proving our result is a sufficiently gen-
eral meta-model. The meta-model is kept abstract, and assumes the
bare minimum. What it does assume is in-line with modern proba-
bilistic models. It assumes that agents have a local view that deter-
mines their actions, and that a user tries to determine the probabil-
ity of agents’ strategies. We considered both stateless and perfect-
recall strategies.

We have formal proofs that recommendations can be treated in
isolation and aggregated naively. We refer to this result as decom-
positionality. Decompositionality indicates that models that apply
divide-and-conquer techniques are feasible. Therefore, our work
impacts current work that applies endogenous discounting; current
work that uses divide-and-conquer methods; and Bayesian or prob-
abilistic models.
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