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ABSTRACT
Interactive dynamic influence diagrams (I-DIDs) are a general frame-
work for multiagent sequential decision making under uncertainty.
Due to the model complexity, a significant amount of research has
been invested into solving the model through various types of either
exact or approximate algorithms. However, there is no tool that
allows users to specify the algorithm parameters and visualise the
model solutions. In this demo, we develop an interactive I-DID sys-
tem that implements most of the state-of-art I-DID algorithms and
develops a new type of algorithms based on evolutionary computa-
tion. In particular, we propose a multi-population genetic algorithm
for solving the I-DID models and automate the generation of be-
havioural models in the solutions. This demo will facilitate the
I-DID research development and practical applications, and elicit a
new wave of I-DID solutions based on evolutionary algorithms.
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1 INTRODUCTION
From the perspective of individual agents, interactive dynamic in-
fluence diagrams (I-DIDs) solve multiagent sequential decision mak-
ing problems under uncertainty [5, 12]. Compared to its counter-
part of interactive partially observable Markov decision process (I-
POMDP) [7], the I-DID model exhibits computational advantages
with a graphical representation. Other graphical representations for
modelling multiagent decision making include multiagent influence
diagrams (MAIDs) used to compute Nash equilibrium strategies [9]
and networks of influence diagrams (NID) for recursively modelling
other agents [6]. Both MAID and NID formalisms focus on a static,
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single-shot interaction. In contrast, I-DIDs offer solutions over ex-
tended time interactions, where agents act and update their beliefs
over others’ models which are themselves dynamic.

An I-DID model mainly contains two components: one is a dy-
namic influence diagram modelling a subject agent’s decision mak-
ing process while the other is any decision or behavioural model
that can predict what other agents act simultaneously in their com-
mon environment. Since the true models of the other agents are not
known by the subject agent, the subject agent needs to hypothesize
a large number of candidate models (in theory, the number is infi-
nite) for the other agents so that it can predict their behaviours by
solving the candidate models. Consequently, the I-DID complexity
lies in solving the candidate models that grow exponentially with
the number of agents’ observations over the planning horizons.

A lot of I-DID algorithms, including exact and approximate ones,
have been developed to solve I-DIDs by compressing the models
space of other agents [3, 4, 13, 14]. They perform differently in
terms of their parameter specification, e.g. the number of candidate
models ascribed to other agents, themodel similaritymeasurements,
the planning horizon and so on.More importantly, whatmatters to a
subject agent is an optimal policy (often represented by a policy tree)
that is obtained from solving the I-DID model. It becomes useful if
the solutions (including predicted behaviours of other agents and
optimal policies for a subject agent) are to be visualized by users
who can understand the agents’ decisions in the decision evaluation
stage. Hence we need an interactive tool to specify the algorithm
parameters, evaluate the algorithms and visualize decision results
when I-DIDs are used to solve a real-world problem.

In addition, the recent I-DID research still depends on hand-
crafted decision models for other agents that are to be integrated
into the I-DID models. This leads to a couple of limitations in the
I-DID development: (𝑎) the modelling process is tedious and subject
to inputs of domain experts; and (𝑏) behaviours (solutions from
solving other agents’ models) tend to be monotonic therefore limit-
ing a subject agent’s capability in exploring unknown behaviours
of other agents. Hence the challenge is about automating and diver-
sifying other agents’ behaviours, which is still under exploration
in the I-DID research. In this work, we propose an evolutionary
algorithm [8] based framework to generate behaviours of other
agents in the I-DID framework. The new approach generates new
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Figure 1: The framework uses a MPGA method to generate
new behaviours for other agents. It includes coding individ-
ual behaviours, randomising the behaviours and evaluating
the behaviours in the evolutionary computation.

behaviours by exploring known models of other agents and ran-
domising the behaviours through evolutionary operators. Our demo
will glean the previous work on the I-DID algorithms and develop
a new framework to enhance the I-DID solutions.

2 GENERATING NEW BEHAVIOURS FOR
OTHER AGENTS

Figure 1 shows a general framework that uses a multi-population
genetic algorithm (MPGA) to generate new behaviours for other
agents. It includes several operators that evolve behaviours of other
agents over iterations. Individuals in one population encode possi-
ble behaviours of other agents each of which is represented through
a policy tree.Within the population, the individuals conduct conven-
tional genetic operators [10], e.g. selection, mutation and crossover,
therefore resulting in a set of new individuals. The difficulty lies in
computing individual fitness values in the evolution. We evaluate
individuals by computing expected rewards of the corresponding
behaviours in other agents’ decision models. Since initial beliefs
are unknown in the decision models, we use a grid search in the
belief space and find the closest beliefs for individual behaviours.

In addition, we apply an emigration operator in every iteration.
The emigration exchanges a number of individuals among multiple
populations, which intends to improve the population diversity in
the individual evolution. We also implement a number of sophisti-
cated emigration operators, e.g. the selections based on a sigmoid
function, besides a random selection. We shall note that we do
not intend to build decision models for other agents, but provide
predicted behaviours from a subject agent’s viewpoint.

Once the evolution reaches a pre-defined number of iterations,
we select 𝐾 individuals from one population that have the largest
coverage of behaviours for other agents. The resulting behaviours
will provide extra inputs to the I-DID models where a subject agent
needs to predict other agents’ behaviours in the modelling process.

3 AN INTERACTIVE I-DID SYSTEM
Figure 2 presents an interactive system, namely Ev-IDID, that al-
lows users to build and test I-DID models in solving a sequential
multiagent decisionmaking problem. The system streamlines all the
processes from generating behaviours for other agents by solving
their decision models (e.g. dynamic influence diagrams), building
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Figure 2: Ev-IDID: An interactive system contains a number
of components, including the state-of-art I-DID algorithms
and newly developed GA-based solutions, for running, eval-
uating and visualising I-DID solutions.

I-DID models for a subject agent, to evaluating and visualising the
resulting policies for other agents and the subject agent. We provide
the .exe file to run the system 1 2. The system is also integrated
with the SMILE engine - a well-known Bayesian networks tool, and
all the decision models can run through the GeNIe application 3.

Once providing necessary inputs to the system, e.g. the plan-
ning horizon, initial beliefs of agents and prior knowledge about a
problem domain, users can select a set of the existing I-DID algo-
rithms to solve the I-DID model while either solving DID models
or generating new behaviours for other agents. One noticeable fea-
ture in this system is to provide a comprehensive tool to reasoning
with other agents’ behaviours through policy trees in addition to
decision models. This provides users ample channels on exploring
research on modelling other agents. For example, users can learn
behaviours from agents’ interaction data [2, 11]. Users can also de-
velop different evolutionary algorithms, similar to a MPGA method
in Fig. 1, to generate other agents’ behaviours.

4 CONCLUSION
Ev-IDID is the first system that provides a comprehensive set of I-
DID algorithms and develops a new way of modelling other agents
in the application. The implementation becomes a uniform plat-
form to research I-DIDs and facilitate their applications in various
domains [1]. We will continue to add more functions into this sys-
tem, and provide users with I-DIDs models for a set of problem
domains so that the users can experiment with the models and gain
experiences of using the Ev-IDID system.
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