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ABSTRACT

Diffusion-based generative models have significantly advanced text-
to-image synthesis, demonstrating impressive text comprehension
and zero-shot generalization. These models refine images from
random noise based on textual prompts, with initial reliance on
text input shifting towards enhanced visual fidelity over time. This
transition suggests that static model parameters might not opti-
mally address the distinct phases of generation. We introduce LGR-
AD (Learning Graph Representation of Agent Diffusers), a novel
multi-agent system designed to improve adaptability in dynamic
computer vision tasks. LGR-AD models the generation process as
a distributed system of interacting agents, each representing an
expert sub-model. These agents dynamically adapt to varying condi-
tions and collaborate through a graph neural network that encodes
their relationships and performance metrics. Our approach employs
a coordination mechanism based on top-k maximum spanning trees,
optimizing the generation process. Each agent’s decision-making is
guided by a meta-model that minimizes a novel loss function, bal-
ancing accuracy and diversity. Theoretical analysis and extensive
empirical evaluations show that LGR-AD outperforms traditional
diffusion models across various benchmarks, highlighting its poten-
tial for scalable and flexible solutions in complex image generation
tasks. Code can be found at: https://github.com/YousIA/LGR_AD.
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Diffusion models, or diffusers, have revolutionized the computer
vision domain and are the cornerstone of modern text-to-image sys-
tems. These models demonstrate impressive capabilities in convert-
ing complex textual prompts into photorealistic images, including
those involving novel and previously unseen concepts [11, 13, 17].
In addition, diffusers have paved the way for a range of interac-
tive applications, significantly accelerating the democratization of
content creation. However, the performance of diffusion models is
not consistent across all datasets; certain architectures excel under
specific conditions while others underperform. To address these
performance discrepancies, researchers have increasingly explored
ensemble methods and expert diffusers, which aggregate the out-
puts of multiple specialized models to improve results [2, 20, 40, 48].
Expert diffusers, in particular, have shown superior capabilities
by generating high-quality images from both simple and complex
text prompts [2]. Despite these advantages, the adoption of ex-
pert diffusers faces two major challenges within the framework of
multi-agent systems. The first challenge stems from their resource-
intensive nature. Since expert diffusers require loading and exe-
cuting all constituent models in the expert pool during inference,
they impose significant computational demands in terms of time
and memory, leading to latency issues. This is especially problem-
atic in multi-agent environments where efficiency and scalability
are crucial for real-time applications. The second challenge lies in
the collaborative dynamics among models in the expert pool. The
inherent interactions between models, analogous to multi-agent
coordination, can lead to suboptimal results when certain mod-
els exert a counterproductive influence on the collective process.
This interference can impede the overall performance gains that
expert diffusers are intended to provide, highlighting the need
for improved agent communication and coordination strategies
to prevent such disruptions. Addressing these challenges requires
further research into optimizing the coordination mechanisms and
resource management strategies within multi-agent systems to en-
sure that the full potential of expert diffusers can be realized in
diverse real-world applications.

Motivations. We hypothesize that analyzing the diverse interac-
tions among models within the agent diffusers pool can yield valuable
insights to enhance the overall text-to-image generation process.
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Our hypothesis suggests that by carefully analyzing and model-
ing the interactions between agents (i.e., the models in the agent
diffusers pool), we can identify the optimal subset of models that
positively contribute to the inference process. This approach aligns
with the core principles of multi-agent systems, where not all agents
contribute equally to a given task, and by selecting the most ef-
fective agents, we can significantly improve the system’s overall
performance. In this research, we explore the dependencies and
synergies among the models using a graph-based multi-agent rep-
resentation. A graph structure, consisting of vertices and edges,
allows us to model the complex relationships between individual
models and analyze their interactions. Graph-based representations
are powerful tools for capturing interdependencies among entities,
enabling us to derive patterns that enhance collective decision-
making [28]. In the context of agent diffusers, the goal is to obtain
robust representations that offer meaningful insights into how var-
ious models collaborate within the system.

Contributions. This study provides the first comprehensive in-
vestigation of graph-based representation in the context of agent
diffusers, specifically designed to address the complex coordination
challenges posed by modern diffusion models in multi-agent sys-
tems. We introduce the LGR-AD framework (Learning Graph Rep-
resentation of Agent Diffusers), which establishes a novel paradigm
for building adaptive diffusion systems that surpass the limitations
of both single-task and multi-task models. The key contributions
of this paper are as follows:

(1) We propose a graph-based representation of agent diffusers
to capture the diverse features and performance metrics of
each model within the pool. To this end, we introduce several
strategies for constructing the graph of interacting models,
facilitating more efficient selection of the optimal subset of
agents.

(2) We develop a Graph Convolutional Neural Network
(GCNN) as a meta-model to learn optimal task execution by
leveraging the structural properties of the graph. The GCNN
minimizes a novel composite loss function that accounts for
model diversity, prediction accuracy, and the hierarchical
structure of the expert agents. We also provide a theoretical
analysis of this loss function, highlighting its effectiveness
in multi-agent coordination.

(3) We conduct extensive experiments to evaluate the perfor-
mance of LGR-ED on well-established benchmarks. Our
results demonstrate that LGR-ED consistently outperforms
previous state-of-the-art solutions, achieving superior out-
put quality across a range of computer vision tasks.

1 RELATED WORK

Diffusion Models. Diffusion models [15, 27, 47] represent a sig-
nificant advancement within the family of generative models. Pre-
viously, Generative Adversarial Networks (GANs) [3] were pre-
dominantly utilized for generative tasks. However, diffusion and
score-based generative models have demonstrated notable improve-
ments, particularly in the domain of image synthesis [5, 16, 48].
Several initiatives in the computer vision community attempt to
improve the learning of diffusion models by updating the architec-
tures used in image encoding and decoding [7, 18, 39]. Despite the
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significant success of these models in generating high-quality im-
ages across diverse prompt contexts, they may still produce images
that do not align with the specified user prompt.

Model Ensembling and Merging. Model ensembling and merging
are effective techniques for enhancing model performance and have
been extensively used in various computer vision tasks [1, 36, 52].
MagicFusion [51] is a notable approach in this domain, focusing
on diffusion models by fusing the predicted noises from two expert
U-Net denoisers to achieve applications such as style transfer and
object binding. Additionally, several intuitive merging-based meth-
ods have been developed. A popular approach is Weighted Merging
[24], which involves manually assigning weights to merge each U-
Net parameter across multiple shared models. Despite its simplicity,
Weighted Merging tends to coarsely distribute weights across all
U-Net blocks. These ensemble and merging models face limitations
due to decoder performance bottlenecks and the extensive time
required for enumerative selection to identify optimal settings.

Discussion. In this work, we build on recent advancements in
diffusion models by integrating model ensembling and multi-agent
coordination strategies. Our approach aims to enhance the capabil-
ity of diffusion models to generate high-quality images from user
prompts by leveraging the collaborative strengths of multiple model
ensembles. Specifically, we treat each model in the ensemble as an
individual agent within a multi-agent system, where their coordi-
nated interactions improve image fidelity and coherence. To achieve
this, we employ advanced merging methods based on graph-based
representations to optimally blend the parameters and outputs of
these agents. This graph structure captures the interdependencies
between the models, enabling more effective communication and
coordination. The diffusion process is thus guided by the collective
intelligence of the multi-agent system, addressing the limitations
of individual models and resulting in superior image generation
that meets user requirements with greater precision and detail.

2 BACKGROUND

Text-to-Image Diffusion-Based Generation Problem. Given a text
description T, the goal is to generate a corresponding image I
that visually represents the content of T. This is achieved using a
diffusion-based generative model. The diffusion process involves a
forward process that progressively adds noise to the image and a
reverse process that denoises it to generate a realistic image from
random noise, guided by the text description T [23, 43, 44].

Forward Diffusion Process. The forward diffusion process is de-
fined as a Markov chain that gradually adds Gaussian noise to the
image. Let x¢ be the initial image (which is the final output the
model aims to learn to generate), and x; be the image at time step
t [6, 11, 45]. The forward process can be expressed as:q(x;|x;—1) =
N (x4 Varxs—1, (1 — ap)I). a; is a variance schedule that controls
the amount of noise added at each step.

Reverse Diffusion Process. The reverse diffusion process aims to
recover X from xr (pure noise) by denoising [10, 14, 22]. This
process is guided by a model pg parameterized by 6, conditioned
on the text T:

Po(Xe—11%2, T) = N(x¢—1; pto (%2, 1, T), Zg(X¢, 1)) (1
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g and X¢ are the predicted mean and covariance of the Gaussian
distribution at step t, conditioned on the noisy image x; and the
text T.

Training Objective. The model is trained to minimize the varia-
tional bound on the negative log-likelihood of the data, leading to
the following loss function:

T
L(0) =By | > Dru(q(xe-11%1,%0) |po(x¢-1lx2))
t=1

@

where Dgp denotes the Kullback-Leibler divergence [37].

Generation Process. To generate an image from a text description
T, the process starts with a sample from a Gaussian distribution
x7 ~ N(0,I) and iteratively applies the reverse diffusion steps,
X¢—1 ~ pe(Xt—1%s, T), until xg is obtained, which is the final gener-
ated image.

3 LGR-AD: LEARNING GRAPH
REPRESENTATION FOR AGENT DIFFUSERS

3.1 Principle

In this section, we introduce a novel approach called Learning
Graph Representation for Agent Diffusers (LGR-AD), which inte-
grates principles from diffusion models with graph-based repre-
sentation to enhance the text-to-image generation process. The
conceptual framework of LGR-AD is illustrated in Figure 1. This
approach comprises several distinct stages, each contributing to the
creation of integrated expert diffusers ensemble. Initially, a diverse
set of diffusers is trained using appropriate datasets and algorithms,
encompassing various architectures and learning strategies. Upon
completing the training phase, the resultant outputs and specifi-
cations of each individual model are stored within a knowledge
base. This repository of model-specific information serves as the
foundation for constructing a graph representation. The process
of creating the model graph begins with utilizing the accumulated
knowledge base. Each trained model is represented as a node in the
graph, and relationships between these nodes are established based
on observed interconnections and similarities among the models.
This results in a graph where nodes denote the trained models,
and edges signify the associations between these models, reflecting
their shared characteristics and behaviors. Subsequently, a Graph
Convolutional Neural Network (GCNN) is deployed to extract in-
sights from the constructed model graph. The primary objective of
this step is to capture the correlations and dependencies that exist
between the various models. The GCNN transforms the informa-
tion embedded within the model graph into a lower-dimensional
vector space, effectively capturing nuanced relationships that might
not be apparent in the original high-dimensional space. The GCNN
phase produces an embedded vector that captures the relationships
among the trained models. This vector, a condensed representa-
tion of the ensemble’s collective behavior, is then processed by
a fully connected layer to generate a final output image tailored
to the user’s objective. The subsequent sections provide detailed
descriptions of LGR-AD’s core components.
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3.2 Graph Representation for Models

Definition 3.1 (Model Output). We define the set of outputs for
model M; of the agent A; as the union of all its outputs on the
training dataset D. Formally, we write:

yr={J vt

DjeD

®)

where, y;‘j is the predicted value of D; by the model M; of the
agent A;.

Definition 3.2 (Model Specification). We define the set of model
specification S; of the model M; by the set of the representative
layers of the model M;. For instance, S; = {conv = 1, pool =
1,att = 0,bn = 0,dr = 1} to represent that the model M; has
a convolution layer, a pooling layer, no attention layer, no batch
normalization layer, and has a dropout layer.

Definition 3.3 (Connectivity Function). Consider a set of n models
M = { M1, My.. My}, each model M, represents the behaviour of
the agent A;, we define f;; a function that connects the two models
M;, and M;, and we write:

fIMXM—-R

Definition 3.4 (Characteristic Connectivity Function ). We define
the Characteristic Connectivity Function (CCF) as a connectivity
function that compute the similarity between two models specifi-
cation, and we write:

CCF(Mi, M) =S N S| (4)

Definition 3.5 (Performance Connectivity Function). We define
the Performance Connectivity Function (PCF) as a connectivity
function that computes the similarity between two models output,
and we write:

©)

Definition 3.6 (Graph of Models). We define the graph of models
Gum = (V, E) by the set of nodes V represented the set of models M,
and a set of edges, E C V X V. (M;, M;) € E, if and only if, f;; # 0.
fij is calculated as CCF(M;, M;) or PCF(M;, M) depending to
the connectivity function chosen by the user.

PCF(Mi, M) =Y/ n Y;|

3.3 Maximum Spanning Tree for Agent

Diffusers

Let G = (A, E) be a graph, where A is the set of agents and E rep-
resents the edges (relationships) between these agents. Each edge
ejj € E between agents A; and A; is weighted by a similarity func-
tion w(e;;) that quantifies the shared properties between the two
agents, based on their performance metrics or model characteristics.
The objective of the Maximum Spanning Tree (MST) algorithm is
to select a subset of edges E’ C E such that, T = (A, E’) is a tree
(i.e., an acyclic, connected graph), and the total weight of the tree
is maximized:

mTax Z w(eij) (6)
€ij €E’
The following formal description captures the distinct roles of
the MST in LGR-AD:
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Figure 1: LGR-AD begins by training diffusion-based models for text-to-image generation, treating each model as an agent in a
multi-agent system. After training each agent diffuser , we use the agents’ outputs and specifications to construct a graph, where
nodes represent agents and edges capture their interactions. GCNN is then applied to learn an optimal representation of the graph,
leveraging agent collaboration. The learned features are processed through a fully connected layer to guide image generation,
enabling the system to adapt and refine the diffusion process for improved fidelity and coherence.

1. Relationships Capture: The MST emphasizes the most sig-
nificant relationships among agents, capturing the most relevant
shared characteristics. For each pair of agents A;, A; € A, we
define a weight function w(e;;) that assigns a scalar value based
on the similarity of their outputs. The MST maximizes the sum of
these weights:

T* = arg max wi(ejj 7
gma ZE (/) Q)
where T is the optimal tree structure that spans all agents
with the most significant relationships. By focusing on the highest
weights, the MST filters out weaker or less relevant connections,
providing a concise representation of the most critical relationships.
2. Reduced Redundancy: The MST algorithm prevents cycles,
ensuring that redundant connections between agents are removed.
This is achieved by enforcing the acyclic property of the tree. Let
T = (A, E’) represent the maximum spanning tree, where E’ C E
is the set of selected edges. The acyclic property ensures:

VY A, A;j € T, there exists at most one path from A; to Aj.

This property reduces redundancy, capturing only the most infor-
mative relationships among agents.
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3. Hierarchical Information: The hierarchical structure of the
MST reflects the importance of relationships between agents. The
tree defines a hierarchy of shared properties, starting with general
properties and refining down to more specific ones. For any pair
of agents A; and A}, their depth in the tree reflects the degree of
shared characteristics. Formally, the hierarchy can be captured by
defining the depth d(A;) of each node A; € A in the tree:

Z w(eij)

eijET

d(A;) = min (8)
paths

where deeper nodes in the tree represent agents with more spe-
cialized relationships. The hierarchical nature of the MST provides
insights into how closely the agents are related, both in general
and in specific terms.
4. Ensemble Composition: By selecting only the most significant
edges in the MST, we form a focused and diverse ensemble of
models. The ensemble & consists of agents connected by the edges
of the MST. This selective process can be formulated as:

E={A;i | A; € T"} ©)
The collective performance of this ensemble is enhanced by
emphasizing relationships that provide complementary strengths
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across agents. By maximizing the relevant shared properties, the
ensemble is designed to leverage the diversity of the agents, leading
to improved performance across a variety of tasks.

3.4 Intuition of the loss function in Agent
Diffusers

An important contribution of the LGR-AD algorithm is the introduc-
tion of a novel loss function, L(x) used to train Graph Convolutional
Neural Network.

Definition 3.7 (Loss Function). We define L(x) as:

L(x) = C(x) + AD(x) + YLiaplace (10)

where x is the input image text, C(x) is the Cross-Entropy loss, D(x)
is the Kullback-Leibler Divergence loss, A and y are regularization
parameters. The Liaplace is a modified version of the Laplacian loss
to ensure the model’s predictions align with the underlying graph
structure [21].

To promote diversity, the Kullback-Leibler (KL) Divergence loss
needs to be maximized. To incorporate this into the overall loss
function, which requires minimization, we introduce the term D(x).
This adjustment allows us to integrate the KL Divergence effectively
into the global loss function. The resulting loss function combines
the benefits of accuracy, diversity, and structural alignment, pro-
viding a comprehensive and versatile optimization objective.

Diversity and Accuracy. The Cross-Entropy loss, calculated be-
tween the final generated image and the ground truth image, en-
sures that the agent of diffusers is accurate, while the Kullback-
Leibler Divergence enforces diversity among the models.

Regularization. The A term acts as a regularization parameter. A
higher A gives more importance to the Kullback-Leibler Divergence,
encouraging the ensemble to pay more attention to the diversity of
selected agent diffusers.

Laplacian Loss. The Laplacian loss, derived from the Laplacian
matrix of the graph, encourages the model to respect the graph’s
structure. In the context of Maximum Spanning Tree, this loss
ensures that the model’s predictions align with the underlying tree
structure, promoting a more structured prediction.

Trade-off. The hybrid loss allows for a balance between text-
to-image generation accuracy, distributional similarity, and graph
structure adherence, offering the "best of both worlds’.

Robustness. The hybrid loss can make the ensemble more robust.
While Cross-Entropy loss ensures text-to-image generation accu-
racy, the Kullback-Leibler part can make the ensemble robust to
variations in the input distribution.

Optimal Weighting. The hybrid loss can provide a good perfor-
mance metric, allowing for potentially more effective weighting of
individual models in the ensemble.

3.5 Graph Convolutional Neural Network
(GCNN) for Agent Diffusers

In this section, we propose the use of a GCNN to effectively model
the relationships between agents in the LGR-AD framework. MST,
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which captures the most significant relationships among the agents,
is utilized as the underlying structure of the graph. The GCNN
learns a representation of each agent’s state, allowing the agents to
communicate and collaborate, thus improving their collective per-
formance. The weights of the graph G on the edges are derived from
the MST, with each edge weight w(e;;) representing the strength of
the relationship between agents v; and vj. GCNN layer updates the
feature vector of each agent by aggregating information from its
neighbors in the graph. Formally, the update rule for each GCNN
layer is given by:

(11)

where M is the adjacency matrix between the different agents.
HD e RIVIXd" i the feature matrix at layer I, with d® being the

HHD = & (MH<l>w<l>)

dimensionality of the feature space at layer . M =D :MD": is
the normalized adjacency matrix, where D is the diagonal degree
matrix with D;; = 3 ; My;. wb ¢ Rd(”XdUH) is the learnable
weight matrix at layer I. o(+) is a non-linear activation function,
such as ReLU.

The GCNN processes multiple layers of graph convolutions,
allowing each agent to aggregate information from its local neigh-
borhood in the graph. After L layers, the output matrix HD) ¢

(L) .
RI+mathealA[xd'™ ronresents the learned embeddings for each agent,

capturing both their individual properties and the relationships with
other agents as encoded by the MST. For the final prediction, a fully
connected layer is applied to each node’s embedding to generate
the output for each agent:

yi = softmax (W(’“thi(L) +b°‘“) (12)

where Wout € R4/ X¢ is the weight matrix for the final classifi-
cation or regression task, bOUt is the bias term, and c is the number
of output classes or the dimensionality of the regression target.

MST provides the structural backbone for the GCNN, ensuring
that the most relevant and informative relationships among agents
are emphasized. By using the MST-based adjacency matrix, the
GCNN learns to propagate information primarily along the most
critical edges, leading to a more efficient and focused learning
process. This hierarchical and non-redundant structure enables
the system to leverage the complementary strengths of the agents,
improving the overall performance of the model.

3.6 Pseudo-Code

The LGR-AD algorithm enhances the performance of a set of "agent
diffusers" for text-to-image generation by explicitly modeling the re-
lationships between them. It begins by constructing a graph where
each node represents a diffuser from the set (M). The edges between
these nodes are weighted based on a function f that assesses the
relationship or similarity between the outputs of the two connected
diffusers (using training data ). To focus on the most important
connections, Maximum Spanning Tree (MST) is extracted from this
graph, the number of MSTs can be too many, and thus increasing
the computational cost since one MST is built in O(m.log n), when
all of the MSTs are considered it will be O(d.m.log n) where d is
the all the number of trees and m is the number of edges and n is
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Algorithm 1: LGR-AD Algorithm

Data: Set of diffusers M, Training data D
Result: Trained LGR-AD model

1 Initialize GCNN model with parameters 6

for each epoch do

2

3 for eachx € D do

4 G20 // Initialize the graph

5 foreach (m;, mj) € M2 sti < jdo

6 wij = f(mi(x),mj(x)) // Compute weight between models
using f

7 G« GU {(mj,mj, wij)} // Add edge with weight to the
graph

8 MST « Extract k Maximum Spanning Trees from G

5 AprsT.h «« GCNN(MST)

10 Liaplace < 3 i, Awmsty ;I — hj |2

11 L(x) = C(x) + AD(x) + yLjaplace Compute the loss L(x)

12 Compute gradients VL(0)

13 | Update model parameters Or41 =0 —nVL(6:)

14 return Trained GCNN model with parameters 6

the number of vertices. To overcome this only a small number k of
MSTs is sampled thus resulting in O(k.m.logn) where k is abounded
number of MSTs (in our case it is 1) . A Graph Convolutional Neural
Network (GCNN) is then employed to learn from this MST. LGR-AD
introduces a "Laplacian loss" (Liaplace = % 2ij Amst;;Ilhi —h j||2)
that encourages the GCNN to learn similar embeddings (h;) for
diffusers that are strongly connected in the MST. Here, Apst;; 1s
an element in the adjacency matrix of the MST, indicating the con-
nection strength. This loss, in essence, promotes smoothness in
the embedding space, ensuring that closely related diffusers have
similar representations.

The GCNN is trained using a hybrid loss function that com-
bines this Laplacian loss with the primary task loss (e.g., image
reconstruction error) and a regularization term. This combined loss
ensures that the model achieves good performance on the main
task while also respecting the relationships between the diffusers
captured in the MST. By leveraging these relationships, LGR-AD
facilitates a more focused and effective learning process, leading to
improved performance in text-to-image generation.

4 EXPERIMENTAL STUDIES
4.1 Experimental Settings

In this study, we employed an ensemble of agent diffusion models to
achieve high-quality image synthesis. Each model in the ensemble
was carefully selected to cover a diverse range of capabilities and
specialties. Below, we outline the configuration and hyperparame-
ters for each of the expert models used in our ensemble.

Model Configurations. Table 1 provides an overview of the expert
models used in our ensemble, including their model IDs, the number
of parameters, and the datasets on which they were pre-trained.

Inference Settings. Table 2 summarizes the inference settings,
including the number of inference steps and the guidance scale
used during image generation.

The performance of the ensemble was evaluated based on well-
known metrics including Fréchet Inception Distance (FID) [19],
Inception Score (IS) [9], and CLIP score [49].
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Table 1: Configurations of Agent Diffusers. All datasets are
large image-text pairs collections.

Model Param.(B) Pre-training Dataset
DALL-E 2 [30] 12 Internal OpenAl
Stable Diffusion v2 [31] 1.5 Filtered subset of LAION-5B [33]
LDM [31] 0.4 LAION-400M [34]
Imagen [32] 1 COYO-700M [4]; internal Google
Table 2: Inference Settings
Inference Settings

Model Num Inference Steps ~ Guidance Scale

DALL-E 2 [30] 100 10.0

Stable Diffusion v2 [31] 50 7.5

LDM [31] 75 9.0

Imagen [32] 60 8.5

We evaluated our approach using a suite of datasets that are widely
recognized and frequently utilized in the literature [42, 50, 53].
The selected datasets encompass a diverse range of images and in-
clude (MSCOCO (Microsoft Common Objects in Context) [8], CUB
(Caltech-UCSD Birds-200-2011) [38], LN-COCO (Large-scale Noisy-
COCO) [29], Multi-modal CelebA-HQ (MM CelebA-HQ) [41]). A
detailed description of the datasets can be found in the Appendix.

4.2 Numerical Results

Models FID| IST  CLIP Score T
StableDiffusion [31] 9.91 85 0.31
LatteGAN [25] 11.05 74 0.28
DALL-E 2 [30] 991 112 0.30
Stable Diffusion v2 [31] 9.78 89 0.33
LDM [31] 1032 83 0.28
Imagen [32] 9.95 116 035
MagicFusion [51] 10.94 92 0.29
LGR-AD (Our) 952 129 0.36

Table 3: Comparison of the SOTA text-to-image generation
models on MSCOCO.

Models FID| 1IST  CLIP Score T
StableDiffusion [31] 10.15 82 0.39
LatteGAN [25] 1089 75 0.42
DALL-E 2 9.95 79 0.44
Stable Diffusion v2 [31] 9.74 84 0.41
LDM [31] 1033 79 034
Imagen [32] 10.15 93 0.44
MagicFusion [51] 9.91 77 0.40
LGR-AD (Our) 9.55 105 0.48

Table 4: Comparison of the SOTA text-to-image generation
models on CUB.

We compare the image generation capabilities of our model against
existing baselines, including both stand-alone models and state-of-
the-art model ensemble method. The results are presented in Tables
3,4, 5, and 6. Our findings consistently show that LGR-AD achieves
superior performance across all datasets and evaluation metrics.
Lower FID scores indicate that LGR-AD generates images with a
distribution closer to the real images, suggesting high quality and
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Boy is wearing a grey shirt with green eyes and yellow hair.

StableDiffusion

LatteGAN

MagicFusion LGR-AD (Our)

Photorealistic image of a big stadium with high light, and crowd people.

StableDiffusion LatteGAN

LGR-AD (Our)

MagicFusion

Figure 2: Selected qualitative results of LGR-AD compared to the baseline solutions.

Models FID| 1IST  CLIP Score T
StableDiffusion [31] 9.66 115 0.39
LatteGAN [25] 10.85 109 037
DALL-E 2 [30] 987 118 0.40
Stable Diffusion v2 [31] 9.50 123 0.42
LDM [31] 10.25 107 0.36
Imagen [32] 9.89 135 0.43
MagicFusion [51] 10.71 111 0.38
LGR-AD (Our) 9.44 149 0.45

Table 5: Comparison of the SOTA text-to-image generation
models on LN-COCO.

Models FID| IST  CLIP Score T
StableDiffusion [31] 9.70 154 0.49
LatteGAN [25] 1013 141 0.48
DALL-E 2 [30] 991 144 0.54
Stable Diffusion v2 [31] 9.57 172 0.51
LDM [31] 1015 123 051
Imagen [32] 9.96 185 0.53
MagicFusion [51] 9.83 129 0.52
LGR-AD (Our) 9.50 190 0.57

Table 6: Comparison of the SOTA text-to-image generation
models on MM CelebA-HQ.

Method Backbone Dataset Diversity T
InstantBooth [35] Stable Diffusion | PPR10K 0.45
DM-GAN [53] ResNet-101 CUB-200 0.55
LAFITE [46] ViT-B FashionGen 0.58
Stable Diffusion [31] | ViT-L FashionGen 0.65
VQGAN-CLIP [12] ViT-B Oxford Pets 0.52
T2I-Adapter [26] ViT-B Emogen 0.63
Ours ViT-L COCO 0.67

Table 7: Comparison of Methods on Diversity Metric
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realism. Higher IS values reflect better diversity and perceptual
quality of the generated images. Finally, higher CLIP scores indi-
cate a better alignment between the generated images and their
corresponding text descriptions, demonstrating the model’s effec-
tiveness in capturing semantic content. These results underscore
the usefulness of graph-based representations in diffusion mod-
els ensembles. The graph-based approach employed by LGR-AD
allows for structured and context-aware representations, leading
to an enhanced image quality and a better alignment with textual
descriptions. Our proposed methodological innovation not only
improves image generation performance on standard benchmarks
but also highlights the potential for broader applicability in various
computer vision tasks. The superior performance of LGR-AD across
multiple datasets and evaluation metrics establishes it as a robust
and versatile model for image generation, setting a new standard
for future research in this domain. Table 7 compares several text-
to-image generation methods based on the diversity metric across
various datasets and backbone architectures. The diversity metric is
defined as the average pairwise distance between generated image
embeddings, with higher values indicating greater diversity among
generated samples. The datasets range from domain-specific col-
lections like CUB-200 (birds) and FashionGen (fashion) to general-
purpose datasets like COCO, offering a broad evaluation scope.
Ours achieves the highest diversity score of 0.67 using the ViT-L
backbone and COCO dataset, indicating the method’s ability to
produce a wide variety of images while preserving coherence to
the input text. Classical methods such as DM-GAN, which employs
a ResNet-101 backbone, yield relatively lower diversity (0.55) due
to limitations in capturing nuanced text-to-image mappings. This
achievement stems from the seamless integration of multi-expert
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collaboration and dynamic coordination mechanisms facilitated by
graph neural networks.

4.3 Qualitative Results

As depicted in Figure 2, we conduct a qualitative comparison be-
tween the outputs of the baseline methods, and our proposed LGR-
AD approach. This analysis yields several significant observations.
Firstly, LGR-AD exhibits a remarkable ability to generate images
with enhanced aesthetic quality. Specifically, LGR-AD consistently
produces images with superior composition and finer details com-
pared to established methods such as StableDiffusion [31], Latte-
GAN [25], and MagicFusion [51]. Secondly, LGR-AD demonstrates
a significant advantage in achieving superior context alignment. For
instance, all baseline methods generate images depicting an empty
stadium, failing to capture the context accurately. In contrast, our
LGR-AD method uniquely generates the image of a stadium filled
with a crowd, accurately reflecting the provided context and thereby
demonstrating its superior contextual understanding. These supe-
rior results are attributed to the advanced learning representation
mechanisms employed by LGR-AD. The model effectively lever-
ages the correlations among various diffusers, which enhances the
learning process and leads to a significant improvement in the qual-
ity of the generated images. This efficient representation learning
enables LGR-AD to outperform existing methods in both aesthetic
quality and contextual alignment, as evidenced by the comparative
analysis.

4.4 Ablation Study

Models FID| 1IST  CLIP Score T
(DALL-E 2, Stable Diff. v2) 1038 119 0.38
(DALL-E 2, LDM) 10.51 115 0.36
(DALL-E 2, Imagen) 9.91 125 0.38
(Stable Diff. v2, LDM) 10.31 121 0.35
(Stable Diffusion v2, Imagen) 9.95 131 0.39
(Imagen, LDM) 9.96 128 0.35
(DALL-E 2, Stable Diff. v2, Imagen) 9.69 139 0.43
(DALL-E 2, Stable Diff. v2, LDM) 975 130 0.40
(DALL-E 2, Imagen, LDM) 9.80 129 0.40
(Stable Diff. v2, Imagen, LDM) 9.81 133 0.42
LGR-AD (All models) 9.50 143 0.46

Table 8: Varying the Number of Models of LGR-AD.

Models FID| IST  CLIP Score T
CCF 9.55 139 0.44
PCF 9.53 140 0.44

Hybrid 9.50 143 0.46

Table 9: Varying the Connectivity Function of LGR-AD.

In our ablation study, we investigate various configurations of LGR-
AD to identify the optimal setup for high-quality image generation.
Specifically, we experiment with the number of models used in the
expert diffusers, ranging from two to four models, and examined
different connectivity functions utilized in the graph construction.
The models included in the four-model configuration were Stable
Diffusion v2, Imagen, DALL-E 2, and LDM. The connectivity func-
tions used are: CCF, PCF, and a Hybrid function that combines
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both. The results presented in Table 8 demonstrate a substantial
advantage in utilizing all four models (Stable Diffusion v2, Imagen,
DALL-E 2, and LDM) compared to using only a subset of these
models. This is explained by the fact that each model contributes
unique strengths, and their combined use results in a more robust
generation process. The results shown in Table 9 also highlight the
importance of using both connectivity functions (CCF and PCF) to
better capture the various correlations and dependencies among
the agent diffusers in LGR-ED. Indeed, incorporating both CCF and
PCF provides a more nuanced understanding of the relationships
between different agent diffusers, leading to superior image gen-
eration performance. These findings highlight the importance of
exploring diverse model architectures and advanced connectivity
functions in LGR-AD, pushing the boundaries of image generation
quality in computer vision.

5 CONCLUSION

In this paper, we introduced, LGR-AD, a novel multi-agent system
that integrates diffusion-based generative models with graph rep-
resentation techniques for text-to-image generation. Our approach
models the generation process as a distributed system of interacting
agents, where each agent represents an expert sub-model special-
izing in different aspects of the task. The outputs of these agents
are stored in a knowledge base, which is then used to construct
a graph that encodes the relationships and dependencies among
the agents. GCNN learns the complex interactions between agents
from this graph, while a fully connected layer synthesizes the fi-
nal image based on the user’s input prompt. Each agent operates
with a degree of autonomy, and their collective decision-making
is optimized through a meta-model that minimizes a novel loss
function. This loss function balances diversity and accuracy across
the agents and incorporates a maximum spanning tree approach to
enhance coordinated optimization. Our theoretical analysis sheds
light on how the graph structure and loss function promote effec-
tive collaboration between agents, leading to emergent behaviors
that improve overall system performance. Empirical results demon-
strate that LGR-AD outperforms traditional diffusion models across
various computer vision benchmarks by leveraging multiple spe-
cialized agents. This adaptable and scalable multi-agent framework
addresses complex tasks effectively. Future work will focus on en-
abling agents to specialize in subtasks while sharing knowledge,
enhancing robustness and adaptability. Additionally, incorporating
game-theoretic strategies for agent collaboration could further im-
prove contextual text-to-image generation, highlighting LGR-AD’s
potential to advance adaptive image synthesis.
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