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ABSTRACT
The design and application of multi-agent systems (MAS) require
reasoning about the effects of modifications on their underlying
structure. In particular, such changes may impact the satisfaction of
system specifications and the strategic abilities of their autonomous
components. In this paper, we are concerned with the problem of
verifying and synthesising modifications (or updates) of MAS. We
propose an extension of the Alternating-Time Temporal Logic (ATL)
that enables reasoning about the dynamics of model change, called
the Logic for ATL Model Building (LAMB). We show how LAMB
can express various intuitions and ideas about the dynamics of
MAS, from normative updates to mechanism design. As the main
technical result, we prove that, while being strictly more expressive
than ATL, LAMB enjoys a P-complete model-checking procedure.
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1 INTRODUCTION
Mechanism Design is a subfield of game theory concerned with the
design of mathematical structures (i.e. mechanisms) describing the
interaction of strategic agents that achieve desirable economic prop-
erties under the assumption of rational behavior [67]. Although it
originated in economics, mechanism design provides an important
foundation for the creation and analysis of multi-agent systems
(MAS) [27, 70]. In numerous situations, the protocols and insti-
tutions describing interactions have already been designed and
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implemented. When those do not comply with the designer’s ob-
jective (i.e. the economic properties) their complete redesign may
not be feasible. For instance, a university with a selection proce-
dure seen as unfair, would avoid implementing an entirely new
procedure, but could be willing to adjust the existing one.

Although logic-based approaches have been widely used for the
verification [25] and synthesis [28] of MAS, most research focuses
on static or parametrised models and does not capture the dynamics
of model change. One of the classic static approaches in the field
is the Alternating-time Temporal Logic (ATL) [11]. ATL expresses
conditions on the strategic abilities of agents interacting in a MAS,
represented by a concurrent game model (CGM). In this paper, we
are concerned with the problem of reasoning about the effects of
modifications on CGMs. To tackle the problem, we extend ATL in
two directions that have not been considered in the literature. First,
we augment ATL with nominals and hybrid logic operators [13].
The resulting logic is called Hybrid ATL (HATL). HATL allows us to
verify properties at states named by a given nominal, which cannot
be captured by ATL. Second, we propose the Logic for ATL Model
Building (LAMB), which enhances HATL with update operators
that describe explicit modular modifications in the model.

We define three fundamental update operators in LAMB. First,
we can change the valuation of some propositional variable in a
particular state to the valuation of a given formula. Second, we can
switch the transition from one state to another, which corresponds to
modifying agents’ abilities in a given state. Finally, we can add a new
state to the model and assign a fresh nominal to it. More complex
operations, like adding a state, assigning it some propositional
variable and adding incoming/outgoing transitions to it can be
described in our language as sequences of primitive updates.

Our intuitions on model updates are guided by research in Dy-
namic Epistemic Logic (DEL) [77], where one can reason about the
effects of epistemic events on agents’ knowledge. While epistemic
and strategic reasoning are quite different domains, various DELs
have been considered in the strategic setting (see, e.g., [6, 29, 62]).
At the same time, research on updating models for strategic rea-
soning has been relatively sporadic and predominantly within the
area of normative reasoning [9, 10].

We deem our contribution to be two-fold. On the conceptual level,
we propose the exploration of general logic-based approaches to
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dynamic phenomena in MAS, not confined to particular implemen-
tation areas. On the technical level, we propose a new formalism,
LAMB, to reason about modifications on MAS that enables the
verification of the strategic behavior of agents acting in a chang-
ing environment, and the synthesis of modifications on CGMs. We
show how LAMB can express various intuitions and ideas about the
dynamics of MAS from normative updates to mechanism design.
We also formally study the logic (and some of its fragments) from
the point of view of expressivity and model-checking complexity.
Our results show that LAMB is strictly more expressive than HATL,
which, in turn, is strictly more expressive than ATL. Finally, we
present a P-complete algorithm for model checking LAMB.

2 REASONING ABOUT STRATEGIC ABILITIES
IN CHANGING ENVIRONMENTS

2.1 Models
Let Agt = {1, ..., 𝑛} be a non-empty finite set of agents. We will call
subsets 𝐶 ⊆ Agt coalitions, and complements 𝐶 of 𝐶 anti-coalitions.
Sometimes we also call Agt the grand coalition. Moreover, let Prop =
{𝑝,𝑞, ...} and Nom = {𝛼, 𝛽, ...} be disjoint countably infinite sets
of atomic propositions and nominals correspondingly. Finally, let
Act = {𝑎1, ..., 𝑎𝑚} be a non-empty finite set of actions.

Definition 2.1 (Named CGM). Given a set of atomic propositions
Prop, nominals Nom and agents Agt, a named Concurrent Game
Model (nCGM) is a tuple𝑀 = ∐︀𝑆, 𝜏, 𝐿̃︀, where:

● 𝑆 is a non-empty finite set of states;
● 𝜏 ∶ 𝑆 × ActAgt → 𝑆 is a transition function that assigns the
outcome state 𝑠′ = 𝜏(𝑠, (𝑎1, . . . , 𝑎𝑛)) to a state 𝑠 and a tuple
of actions (𝑎1, . . . , 𝑎𝑛);

● 𝐿 ∶ Prop ∪Nom→ 2𝑆 is a valuation function such that for all
𝛼 ∈ Nom ∶ ⋃︀𝐿(𝛼)⋃︀ ⩽ 1 and for all 𝑠 ∈ 𝑆 , there is some 𝛼 ∈ Nom
such that 𝐿(𝛼) = {𝑠}.

We denote an nCGM 𝑀 with a designated state 𝑠 as 𝑀𝑠 . Since all
CGMs we are dealing with in this paper are named, we will abuse
terminology and call nCGMs just CGMs.

Let 𝑇𝑟𝑢𝑒(𝑠) = {𝑝 ∈ Prop ⋃︀ 𝑠 ∈ 𝐿(𝑝)} ∪ {𝛼 ∈ Nom ⋃︀ 𝑠 ∈ 𝐿(𝛼)} be
the set of all propositional variables and nominals that are true in
state 𝑠 . We define the size of CGM 𝑀 as ⋃︀𝑀 ⋃︀ = ⋃︀Agt⋃︀ + ⋃︀Act⋃︀ + ⋃︀𝑆 ⋃︀ +
⋃︀𝜏 ⋃︀+ ∑

𝑠∈𝑆
⋃︀𝑇𝑟𝑢𝑒(𝑠)⋃︀, where ⋃︀𝜏 ⋃︀ = ⋃︀𝑆 ⋃︀ ⋅ ⋃︀𝐴𝑐𝑡 ⋃︀⋃︀Agt⋃︀. We call a CGM finite, if

⋃︀𝑀 ⋃︀ is finite. In this paper, we restrict our attention to finite models.

Our models differ from standard CGMs in two ways. First, simi-
larly to hybrid logic [13], states of our models have names repre-
sented by nominals Nom. So, each nominal is assigned to at most
one state, but each state may have multiple names. Observe that
differently from hybrid logic, we allow nominals to have empty
extensions, that is, to not be assigned to any state. In the next sec-
tion we will use this property to ensure that once new states are
introduced to a model, we always have names available for them.
Finally, we also assume that our models are properly named, i.e.
each state is assigned some nominal.

We also assume that all agents have the whole set Act of actions
available to them. Such an assumption is relatively common in the
strategy logics literature (see, e.g., [12, 20, 66]), and allows for a
clearer presentation of our framework.

Definition 2.2 (Strategies). Given a coalition 𝐶 ⊆ Agt, an action
profile for coalition 𝐶 , 𝐴𝐶 , is an element of Act𝐶 , and ActAgt is
the set of all complete action profiles, i.e. all tuples (𝑎1, . . . , 𝑎𝑛) for
Agt = {1, . . . , 𝑛}.

Given an action profile 𝐴𝐶 , we write 𝜏(𝑠,𝐴𝐶) to denote a set
{𝜏(𝑠,𝐴) ⋃︀ 𝐴 = 𝐴𝐶 ∪𝐴

𝐶
,𝐴

𝐶
∈ 𝐴𝑐𝑡𝐶}. Intuitively, 𝜏(𝑠,𝐴𝐶) is the set

of all states reachable by (complete) action profiles that extend a
given action profile 𝐴𝐶

1.
A (memoryless) strategy profile for𝐶 is a function𝜎𝐶 ∶ 𝑆×𝐶 → Act

with 𝜎𝐶(𝑠, 𝑖) being an action agent 𝑖 takes in 𝑠 .
Given a CGM 𝑀 , a play 𝜆 = 𝑠0𝑠1⋯ is an infinite sequence of

states in 𝑆 such that for all 𝑖 ⩾ 0, state 𝑠𝑖+1 is a successor of 𝑠𝑖 i.e.,
there exists an action profile 𝐴 ∈ 𝐴𝑐𝑡𝐴𝑔𝑡 s.t. 𝜏(𝑠𝑖 ,𝐴) = 𝑠𝑖+1. We will
denote the 𝑖-th element of play 𝜆 by 𝜆(︀𝑖⌋︀. The set of all plays that
can be realised by coalition 𝐶 following strategy 𝜎𝐶 from some
given state 𝑠 , denoted by Λ𝑠𝜎𝐶 , is defined as

{𝜆 ⋃︀ 𝜆(︀0⌋︀ = 𝑠 and ∀𝑖 ∈ N ∶ 𝜆(︀𝑖 + 1⌋︀ ∈ 𝜏(𝜆(︀𝑖⌋︀, 𝜎𝐶(𝜆(︀𝑖⌋︀))}.

Remark 1. Note that we consider only memoryless (positional)
strategies here. One can also employ memory-full (perfect recall)
strategies, where the choice of actions by a coalition depends not on
the current state, but on the whole history of the system up to the
givenmoment.We resort to the former for simplicity. Observe, however,
that for ATL, the semantics based on these two types of strategies are
equivalent [11, 50, 73]. We conjecture that this is also the case for
LAMB, and leave it for future work.

Example 2.3. Examples of CGMs are given in Figure 1, where an
arrow labelled, for example, by 𝑎𝑏 denotes the action profile, where
agent 1 takes action 𝑎 and agent 2 takes action 𝑏. In a state 𝑠 of
model 𝑀 , the two agents can make a transition to state 𝑡 , if they
synchronise on their actions, i.e. if they choose the same actions. In
model 𝑁 , on the other hand, a similar transition can be performed
whenever they choose different actions.

𝑀
𝑠 ∶ 𝛼 𝑡 ∶ 𝛽

𝑎𝑏,𝑏𝑎

𝑎𝑎,𝑏𝑏

𝑎𝑎,𝑏𝑏
𝑎𝑏,𝑏𝑎

𝑁
𝑠 ∶ 𝛼 𝑡 ∶ 𝛽

𝑎𝑎,𝑏𝑏

𝑎𝑏,𝑏𝑎

𝑎𝑏,𝑏𝑎
𝑎𝑎,𝑏𝑏

Figure 1: CGMs 𝑀 and 𝑁 for two agents and two actions.
Propositional variable 𝑝 is true in black states, and nominals
𝛼 and 𝛽 are true in their corresponding states.

2.2 Hybrid ATL
We start with an extension of ATL with hybrid logic features that
allow us to express properties at states named by a given nominal.

Definition 2.4 (Syntax of HATL). The language of Hybrid ATL
(HATL) logic is defined recursively as follows

HATL ∋ 𝜑 ∶∶= 𝑝 ⋃︀ 𝛼 ⋃︀@𝛼𝜑 ⋃︀ ¬𝜑 ⋃︀ (𝜑 ∧ 𝜑) ⋃︀ ∐︀∐︀𝐶̃︀̃︀X𝜑 ⋃︀
⋃︀ ∐︀∐︀𝐶̃︀̃︀𝜑U𝜑 ⋃︀ ∐︀∐︀𝐶̃︀̃︀𝜑R𝜑

1Here, we here slightly abuse the notation and treat, whenever convenient, action
profiles as sets rather than ordered tuples.
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where 𝑝 ∈ Prop, 𝛼 ∈ Nom and 𝐶 ⊆ Agt. The fragment of HATL
without 𝛼 and @𝛼𝜑 corresponds to ATL 2.

Here, ∐︀∐︀𝐶̃︀̃︀X𝜑 means that a coalition 𝐶 can ensure that 𝜑 holds
in the neXt state. The operator ∐︀∐︀𝐶̃︀̃︀𝜑U𝜓 (here U stands for Until)
means that 𝐶 has a strategy to enforce 𝜓 while maintaining the
truth of 𝜑 . ∐︀∐︀𝐶̃︀̃︀𝜑R𝜓 means that 𝐶 can maintain𝜓 until 𝜑 Releases
the requirement for the truth of𝜓 . Derived operators ∐︀∐︀𝐶̃︀̃︀F𝜑 =𝑑𝑒𝑓
∐︀∐︀𝐶̃︀̃︀⊺U𝜑 and ∐︀∐︀𝐶̃︀̃︀G𝜑 =𝑑𝑒𝑓 ∐︀∐︀𝐶̃︀̃︀�R𝜑 mean “𝐶 has a strategy to
eventually make 𝜑 true" and “𝐶 has a strategy to make sure that
𝜑 is always true" respectively. Hybrid logic operator@𝛼𝜑 means
“at state named 𝛼 , 𝜑 is true". This operator allows us to ‘switch’
our point of evaluation to the state labelled with nominal 𝛼 in the
syntax. Given a formula 𝜑 ∈ HATL, the size of 𝜑 , denoted by ⋃︀𝜑 ⋃︀, is
the number of symbols in 𝜑 .

Definition 2.5 (Semantics of HATL). Let𝑀 = ∐︀𝑆, 𝜏, 𝐿̃︀ be a CGM,
𝑠 ∈ 𝑆 , 𝑝 ∈ Prop, 𝛼 ∈ Nom, and 𝜑,𝜓 ∈ HATL. The semantics of HATL
is defined by induction as follows:

𝑀𝑠 ⊧ 𝑝 iff 𝑠 ∈ 𝐿(𝑝)
𝑀𝑠 ⊧ 𝛼 iff 𝑠 ∈ 𝐿(𝛼)
𝑀𝑠 ⊧@𝛼𝜑 iff ∃𝑡 ∈ 𝑆 ∶ {𝑡} = 𝐿(𝛼) and𝑀𝑡 ⊧ 𝜑
𝑀𝑠 ⊧ ¬𝜑 iff𝑀𝑠 ⇑⊧ 𝜑
𝑀𝑠 ⊧ 𝜑 ∧𝜓 iff𝑀𝑠 ⊧ 𝜑 and𝑀𝑠 ⊧𝜓
𝑀𝑠 ⊧ ∐︀∐︀𝐶̃︀̃︀X𝜑 iff ∃𝜎𝐶 ,∀𝜆 ∈ Λ

𝑠
𝜎𝐶 ∶ 𝑀𝜆(︀1⌋︀ ⊧ 𝜑

𝑀𝑠 ⊧ ∐︀∐︀𝐶̃︀̃︀𝜓U𝜑 iff ∃𝜎𝐶 ,∀𝜆 ∈ Λ
𝑠
𝜎𝐶 ,∃𝑖 ⩾ 0 ∶ 𝑀𝜆(︀𝑖⌋︀ ⊧ 𝜑

and𝑀𝜆(︀𝑗⌋︀ ⊧𝜓 for all 0 ⩽ 𝑗 < 𝑖

𝑀𝑠 ⊧ ∐︀∐︀𝐶̃︀̃︀𝜓R𝜑 iff ∃𝜎𝐶 ,∀𝜆 ∈ Λ
𝑠
𝜎𝐶 ,∀𝑖 ⩾ 0 ∶ 𝑀𝜆(︀𝑖⌋︀ ⊧ 𝜑

or𝑀𝜆(︀𝑗⌋︀ ⊧𝜓 for some 0 ⩽ 𝑗 ⩽ 𝑖

Observe that differently from standard hybrid logics [13], the
truth condition for @𝛼𝜑 also requires the state with name 𝛼 to
exist. This modification is necessary as we let some nominals to
have empty denotations.

Example 2.6. Recall CGM𝑀 from Figure 1. It is easy to see that
𝑀𝑠 ⊧ 𝛼 meaning that state 𝑠 is named 𝛼 ; 𝑀𝑠 ⊧ ∐︀∐︀{1, 2}̃︀̃︀X¬𝑝 , i.e.
that from state 𝑠 the grand coalition can force ¬𝑝 to hold in the next
state; and𝑀𝑠 ⊧@𝛽∐︀∐︀{1, 2}̃︀̃︀G𝛽 meaning that in the state named 𝛽

the grand coalition has a strategy to always remain in this state.

Expressivity of HATL. Even though the interplay between nom-
inals and temporal modalities has been quite extensively studied
(see, e.g., [18, 33, 42, 53]), to the best of our knowledge, the extension
of ATL with nominals has never been considered. Our Hybrid ATL
provides us with extra expressive power, compared to the standard
ATL. We can, for instance, formulate safety and liveness properties
in terms of names. For example, formula

∐︀∐︀𝐶̃︀̃︀Gsafe ∧ ∐︀∐︀𝐷̃︀̃︀¬crashedU𝛼 ∧ ∐︀∐︀∅̃︀̃︀F𝛽
states that (1) coalition 𝐶 can enforce that only safe states will be
visited, (2) coalition 𝐷 can avoid crashing until a state named 𝛼 is
visited, and (3) no matter what the agents Agt do, a state named 𝛽

will eventually be visited. Both conjuncts (2) and (3) use nominals
2We defineATL over {∐︀∐︀𝐶̃︀̃︀X𝜑, ∐︀∐︀𝐶̃︀̃︀𝜑U𝜑, ∐︀∐︀𝐶̃︀̃︀𝜑R𝜑} as it is strictly more expressive
than ATL defined over {∐︀∐︀𝐶̃︀̃︀X𝜑, ∐︀∐︀𝐶̃︀̃︀𝜑U𝜑, ∐︀∐︀𝐶̃︀̃︀G𝜑} [59].

to refer to state names in syntax, and are not expressible in ATL.
Given that (as we will show later) the valuation of propositions in
dynamic systems may change over time, as well as the transitions
affecting reachability of some states, we believe that HATL allows
for a more fine-grained way to capture safety and liveness.

Definition 2.7. Let L1 and L2 be two languages, and let 𝜑 ∈ L1
and𝜓 ∈ L2. We say that 𝜑 and𝜓 are equivalent, when for all CGMs
𝑀𝑠 :𝑀𝑠 ⊧ 𝜑 if and only if𝑀𝑠 ⊧𝜓 .

If for every 𝜑 ∈ L1 there is an equivalent𝜓 ∈ L2, we write L1 ≼ L2
and say that L2 is at least as expressive as L1. We write L1 ≺ L2 iff
L1 ≼ L2 and L2 ⇑≼ L1, and we say that L2 is strictly more expressive
than L1. Finally, if L1 ≼ L2 and L2 ≼ L1, we say that L1 and L2 are
equally expressive and write L1 ≈ L2.

Let us return to Figure 1, and assume that we have model 𝑁 ′,
which is exactly like 𝑁 with the only difference that 𝑁 ′𝑠 ⊧ 𝑞. Now,
CGMs 𝑀 and 𝑁

′ can be viewed as a disjoint union [17] 𝑀 ⊎𝑁
′

(modulo renaming states in 𝑁
′ and assigning to them other nom-

inals than 𝛼 and 𝛽 , like 𝛾 and 𝛿 correspondingly) of two isolated
submodels 𝑀 and 𝑁

′. Note that no ATL formula 𝜑 that holds in
𝑀 depends on the submodel 𝑁 ′ as there are no transitions there.
Hence, ATL cannot distinguish between𝑀 and𝑀 ⊎𝑁

′. At the same
time, in contrast to state labels, we can use nominals in the syntax.
So, formulas of HATL containing@𝛼 operators can access states in
the submodel 𝑁 ′, and hence can have different truth values in𝑀

and𝑀 ⊎𝑁
′. An example of such a formula would be@𝛾𝑞, which

is false everywhere in𝑀 (since there is no state named 𝛾 ), and true
everywhere in𝑀 ⊎𝑁

′. This trivially implies that HATL is strictly
more expressive than ATL (ATL ≺ HATL).

2.3 Logic for ATL Model Building
Now we turn to the full logic with dynamic update operators.

Definition 2.8 (Syntax of LAMB). The language LAMB of Logic
for ATL Model Building is defined as follows

LAMB ∋ 𝜑 ∶∶=𝑝 ⋃︀ 𝛼 ⋃︀@𝛼𝜑 ⋃︀ ¬𝜑 ⋃︀ 𝜑 ∧ 𝜑 ⋃︀ ∐︀∐︀𝐶̃︀̃︀X𝜑 ⋃︀
⋃︀ ∐︀∐︀𝐶̃︀̃︀𝜑U𝜑 ⋃︀ ∐︀∐︀𝐶̃︀̃︀𝜑R𝜑 ⋃︀ (︀𝜋⌋︀𝜑

𝜋 ∶∶=(𝑝𝛼 ∶=𝜓) ⋃︀ 𝛼
𝐴Ð→ 𝛼 ⋃︀ 𝛼l

where 𝑝 ∈ Prop, 𝛼 ∈ Nom, 𝐶 ⊆ Agt, 𝐴 ∈ ActAgt . We will also write
(︀𝜋1; ...;𝜋𝑛⌋︀𝜑 for (︀𝜋1⌋︀...(︀𝜋𝑛⌋︀𝜑 . Two important fragments of LAMB

that we will also consider are the one without constructs 𝛼 𝐴Ð→ 𝛼

and 𝛼l, called substitution LAMB (SLAMB); and the one without
𝑝𝛼 ∶=𝜓 and 𝛼l, called arrow LAMB (ALAMB).

Definition 2.9 (Semantics of LAMB). Let𝑀 = ∐︀𝑆, 𝜏, 𝐿̃︀ be a CGM,
𝑠 ∈ 𝑆 , 𝑝 ∈ Prop, 𝛼 ∈ Nom, and 𝜑,𝜓 ∈ LAMB. The semantics of LAMB
is defined as in Definition 2.5 with the following additional cases:

𝑀𝑠 ⊧ (︀𝑝𝛼 ∶=𝜓⌋︀𝜑 iff 𝑀
𝑝𝛼 ∶=𝜓
𝑠 ⊧ 𝜑

𝑀𝑠 ⊧ (︀ 𝛼l⌋︀𝜑 iff 𝑀
𝛼l
𝑠 ⊧ 𝜑

𝑀𝑠 ⊧ (︀𝛼
𝐴Ð→ 𝛽⌋︀𝜑 iff 𝑀

𝛼
𝐴Ð→𝛽

𝑠 ⊧ 𝜑

where 𝑀
𝜋 with 𝜋 ∈ {𝑝𝛼 ∶= 𝜓,𝛼

𝐴Ð→ 𝛽, 𝛼l} is called an updated
CGM, and is defined as follows:
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● 𝑀
𝑝𝛼 ∶=𝜓
𝑠 = ∐︀𝑆, 𝜏, 𝐿𝑝𝛼 ∶=𝜓 ̃︀, where, if ∃𝑡 ∈ 𝑆 such that 𝐿(𝛼) =

{𝑡}, then

𝐿
𝑝𝛼 ∶=𝜓 (𝑝) =

)︀⌉︀⌉︀⌋︀⌉︀⌉︀]︀

𝐿(𝑝) ∪ {𝑡} if𝑀𝑠 ⊧𝜓,
𝐿(𝑝) ∖ {𝑡} if𝑀𝑠 ⇑⊧𝜓,

and𝑀𝑝𝛼 ∶=𝜓 = ∐︀𝑆, 𝜏, 𝐿̃︀ otherwise.

● 𝑀
𝛼

𝐴Ð→𝛽 = ∐︀𝑆, 𝜏𝛼
𝐴Ð→𝛽

, 𝐿̃︀, where, if ∃𝑠, 𝑡 ∈ 𝑆 such that 𝐿(𝛼) = 𝑠
and 𝐿(𝛽) = 𝑡 , then

𝜏
𝛼

𝐴Ð→𝛽(𝑠′,𝐴′) =
)︀⌉︀⌉︀⌋︀⌉︀⌉︀]︀

𝑡, if 𝑠′ = 𝑠 and 𝐴′ = 𝐴
𝜏(𝑠′,𝐴′) otherwise,

and𝑀𝛼
𝐴Ð→𝛽 = ∐︀𝑆, 𝜏, 𝐿̃︀ otherwise.

● 𝑀
𝛼l= ∐︀𝑆 𝛼l

, 𝜏
𝛼l
, 𝐿

𝛼l̃︀, where, if 𝐿(𝛼) = ∅, then 𝑆
𝛼l= 𝑆 ∪ {𝑡}

with 𝑡 ⇑∈ 𝑆 , 𝜏 𝛼l= 𝜏 ∪ {(𝑡,𝐴, 𝑡) ⋃︀ ∀𝐴 ∈ ActAgt}, and 𝐿
𝛼l(𝛼) =

𝐿 ∪ {(𝛼, {𝑡})}. If 𝐿(𝛼) ≠ ∅, then𝑀
𝛼l= ∐︀𝑆, 𝜏, 𝐿̃︀.

Intuitively, updating a given model with 𝑝𝛼 ∶= 𝜓 assigns to
propositional variable 𝑝 in the state named 𝛼 (if there is such a state)
the truth value of𝜓 in the state of evaluation. Observe, however, that
due to the presence of operators@𝛼 , we can also let the truth-value
of 𝑝 be dependent on the truth of 𝜓 in any other state. Updating
with 𝛼

𝐴Ð→ 𝛽 results in redirecting the 𝐴-labelled arrow that starts
in state named 𝛼 from some state 𝜏(𝐿(𝛼),𝐴) to state named 𝛽 (if
states named 𝛼 and 𝛽 exist). Finally, operator 𝛼ladds a new state
to the model and gives it name 𝛼 . All propositional variables are
false in the new state and all transitions are self-loops. The self-
loops and the fact that propositional variables are false in the new
state is a design choice that achieves two goals. First, adding new
state results in a finite model (recall that to determine the size of a
model we count all true propositions), and, second, we deem this
to be the smallest meaningful change that is in line with the idea
of modularity. All valuations and self-loops can be then further
modified by the corresponding substitutions and arrow operators.

Example 2.10. Consider CGMs 𝑀 and 𝑁 from Figure 1 and an
update 𝛼 𝑎𝑎Ð→ 𝛼 . Observe that such an update leaves 𝑁 intact as
there is already a self-loop labelled 𝑎𝑎 in the 𝛼-state. Model 𝑀 ,
on the other hand, is changed and the resulting updated model

𝑀
𝛼

𝑎𝑎Ð→𝛼 is depicted in Figure 2.
Now it is easy to see, for example, that in the updated model the

first agent can force the system to stay in the 𝛼-state by choosing
action 𝑎, i.e. 𝑀𝑠 ⊧ (︀𝛼

𝑎𝑎Ð→ 𝛼⌋︀∐︀∐︀{1}̃︀̃︀X𝛼 , while it is not the case for

𝑁
𝛼

𝑎𝑎Ð→𝛼 (which is the same as 𝑁 ), i.e. 𝑁𝑠 ⇑⊧ (︀𝛼
𝑎𝑎Ð→ 𝛼⌋︀∐︀∐︀{1}̃︀̃︀X𝛼 .

As a more complex update, consider 𝜋1 ∶= 𝛾l;𝑝𝛾 ∶= ⊺; f𝑖𝑛𝑒𝛾 ∶= ⊺
and the resulting model𝑀𝜋1 , where we have a new state named 𝛾
that satisfies propositions 𝑝 and f𝑖𝑛𝑒 (the intuition behind f𝑖𝑛𝑒 is
given in Section 3.1). Further, we can add redirection of some edges

𝜋2 ∶= 𝜋1;𝛼
𝑎𝑏Ð→ 𝛾 ;𝛼 𝑏𝑎Ð→ 𝛾 ;𝛾 𝑎𝑎Ð→ 𝛽 ;𝛾 𝑏𝑏Ð→ 𝛽 to obtain model 𝑀𝜋2 .

The final complex update of𝑀 with SN , also presented in Figure 2,
is discussed in the next section in the context of normative updates.

𝑀
𝛼

𝑎𝑎Ð→𝛼
𝑠 ∶ 𝛼 𝑡 ∶ 𝛽

𝑎𝑏,𝑏𝑎, 𝑎𝑎

𝑏𝑏

𝑎𝑎,𝑏𝑏
𝑎𝑏,𝑏𝑎

𝑀
𝜋1

𝑠 ∶ 𝛼 𝑡 ∶ 𝛽

𝑢 ∶ 𝛾

𝑎𝑏,𝑏𝑎

𝑎𝑎,𝑏𝑏

𝑎𝑎,𝑏𝑏

𝑎𝑎, 𝑎𝑏

𝑏𝑎,𝑏𝑏

𝑀
𝜋2

𝑠 ∶ 𝛼 𝑡 ∶ 𝛽

𝑢 ∶ 𝛾

𝑎𝑎,𝑏𝑏

𝑎𝑎,𝑏𝑏

𝑎𝑏

𝑏𝑎
𝑎𝑏

𝑏𝑎
𝑎𝑎

𝑏𝑏

𝑀
SN

𝑠 ∶ 𝛼 𝑡 ∶ 𝛽

𝑢 ∶ 𝛾 𝑣 ∶ 𝛿

𝑎𝑎,𝑏𝑏

𝑎𝑎,𝑏𝑏

𝑎𝑏

𝑏𝑎
𝑎𝑏

𝑏𝑎

𝑎𝑏

𝑏𝑎
𝑎𝑏

𝑏𝑎

𝑎𝑎

𝑏𝑏

𝑎𝑎

𝑏𝑏

Figure 2: Updated CGMs𝑀𝛼
𝑎𝑎Ð→𝛼 (top left),𝑀𝜋1 (bottom left),

𝑀
𝜋2 (top right), and𝑀

SN (bottom right). Proposition 𝑝 is true
in black states, and fine is true in square states.

3 DYNAMIC MAS THROUGH THE LENS OF
LAMB

In this section, we show how our dynamic approach to CGMs allows
us to capture various ideas and intuitions from the MAS research.

3.1 Normative Updates on CGMs
Updates of CGMs play a crucial role in the area of normative MAS
(see [9] for an overview). In the context of ATL, the general idea is to
divide actions of agent’s into those that are permitted to be executed
in a current state, and into those that are not. We argue that LAMB,
thanks to its dynamic features, captures various intuitions and
technicalities of reasoning about norms in MAS.

As a use case of LAMB, we consider norm-based updates as pre-
sented in [22].3 The authors distinguish two types of norms for
CGMs: regimenting norms and sanctioning norms. Regimenting
norms prohibit certain transitions by looping them to the origin
state. This corresponds to the intuition that a selected action profile
has no noticeable effect and thus the system stays in the same state.
Note that agents in this case always have available actions. This
assumption is sometimes called reasonableness [4, 5, 7, 8, 40, 76].

While it is quite straightforward to model regimenting norms in
LAMB using arrow updates, for the sake of an example we focus
on more general and subtle sanctioning norms. Such norms put
sanctions, or fines, on certain action profiles without explicitly
prohibiting them. A bit more formally, a sanctioning norm is a
triple (𝜑,𝒜,𝒮), where 𝜑 is a formula of a logic,𝒜 is a set of action
profiles, and 𝒮 is a set of sanctions, which is a subset of the set
of propositional variables. Intuitively, sanctioning norm (𝜑,𝒜,𝒮)
states that performing action profiles from𝒜 from states satisfying
𝜑 imposes sanctions from 𝒮 .

The result of updating a CGM𝑀 with a norm SN = (𝜑,𝒜,𝒮) is
a CGM𝑀

SN such that for all𝒜-transitions from 𝜑-states, we create
copies of those states and make sanctioning atoms 𝒮 true in those
copies. Non-sanctioned transitions from the copy-states have the
same outcome as the original transitions in the initial model.
3We simplify the exposition for the sake of clarity.

Research Paper Track  AAMAS 2025, May 19 – 23, 2025, Detroit, Michigan, USA 

832



Consider as an example the sanctioning norm SN = (⊺, {𝑎𝑏,𝑏𝑎},
{fine}) and CGM𝑀 from Example 1. Recall that in𝑀 , agents can
switch the current state only if they cooperate (i.e. choose the same
actions). Hence, norm SN penalises non-cooperative behaviour
with the sanction fine. We can directly model the implementation
of SN on𝑀 in LAMB by translating SN into a complex update

SN = 𝛾l;𝑝𝛾 ∶= ⊺;fine𝛾 ∶= ⊺;𝛼 𝑎𝑏Ð→ 𝛾 ;𝛼 𝑏𝑎Ð→ 𝛾 ;𝛾 𝑎𝑎Ð→ 𝛽 ;

𝛾
𝑏𝑏Ð→ 𝛽 ; 𝛿l;fine𝛿 ∶= ⊺; 𝛽 𝑎𝑏Ð→ 𝛿 ; 𝛽 𝑏𝑎Ð→ 𝛿 ;𝛿 𝑎𝑎Ð→ 𝛼 ;𝛿 𝑏𝑏Ð→ 𝛼.

The result of updating 𝑀 with SN as well as some intermediate
updates is presented in Figure 2. In𝑀

SN , we create copies of states
𝑠 and 𝑡 (both satisfying ⊺), named 𝑢 and 𝑣 , which now also satisfy
sanction fine. Then, undesirable action profiles {𝑎𝑏,𝑏𝑎} originating
in 𝑠 and 𝑡 lead to the sanctioned states 𝑢 and 𝑣 . At the same time,
action profiles not from {𝑎𝑏,𝑏𝑎} behave similarly to the initial
model. It is easy to see that our LAMB update SN on 𝑀 captures
the effect of SN on𝑀 .

3.2 Synthesis
Assume that you have a model𝑀𝑠 of a MAS that does not satisfy
some safety requirement 𝜑 . One way to go about it would be to
create a completely new model from scratch, or to try to manually
fix the existing one. However, in case of large models and com-
plex safety requirements, both options may not be feasible. This is
exactly where the problem of synthesis (or modification synthesis)
comes in. The full language of LAMB is expressive enough to cap-
ture the (bounded) synthesis problem from a given specification
and starting model. In such a way, the modifications of the model
are presented as updates operators of LAMB.

Definition 3.1. For a given CGM 𝑀𝑠 , formula 𝜑 , and natural
number 𝑛, the bounded (modification) synthesis existence problem
decides whether there is an update 𝜋𝜑 ∶= (︀𝜋1, ..., 𝜋𝑘⌋︀, with the size
at most 𝑛, such that𝑀𝑠 ⊧ (︀𝜋𝜑 ⌋︀𝜑 .

The bounded synthesis existence problem is important, as it
tackles the synthesis of compact modifications. Indeed, oftentimes
designers of (a model of) MAS are interested in a modification that
achieves the goal without significantly altering the initial model.
Think of an example of a software update, where we would like to
extend the functionality of the software without rewriting most of
its code. Moreover, the bounded synthesis problem is also important
in cases where changes in the given model are costly, and we want
to avoid wasting resources as much as possible.

In Section 5, we show that the complexity of the model checking
problem for LAMB is P-complete. With this in mind, it is easy to
see that the complexity of the bounded synthesis existence problem
is NP-complete.

Proposition 3.2. The bounded synthesis problem for LAMB is
NP-complete.

Proof. To see that the problem is in NP, let𝑀𝑠 be a CGM, 𝜑 be
a formula, and 𝑛 be a natural number. We guess a 𝜋𝜑 of size at most
𝑛. It follows that (︀𝜋𝜑 ⌋︀𝜑 is of polynomial size w.r.t ⋃︀𝜑 ⋃︀ + 𝑛. Then we
can model check𝑀𝑠 ⊧ (︀𝜋𝜑 ⌋︀𝜑 in polynomial time (Theorem 5.1).

For the NP-hardness, we employ the reduction from 3-SAT prob-
lem. Let 𝜑 ∶= ⋀1⩽𝑖⩽𝑘(𝜓𝑖,1 ∨𝜓𝑖,2 ∨𝜓𝑖,3), where𝜓 ’s are literals, be an

instance of 3-SAT, and let 𝑃𝜑 = {𝑝1, ..., 𝑝𝑚} be the set of proposi-
tions appearing in 𝜑 . We construct model𝑀𝜑 over one agent con-
sisting of a single state 𝑠 with the name 𝛼 , and such that𝑉𝜑(𝑝𝑖) = ∅
for all 𝑝𝑖 ∈ 𝑃𝜑 . All transitions for the agent are self-loops. Now it is
easy to see that 𝜑 is satisfiable iff there is a 𝜋𝜑 consisting only of
substitutions 𝑝𝑖𝛼 ∶= ⊺, and thus of the size linear in ⋃︀𝑃𝜑 ⋃︀, such that
𝑀

𝜑
𝑠 ⊧ (︀𝜋𝜑 ⌋︀𝜑 . In other words, if there is an assignment that makes

𝜑 true, we can explicitly simulate it in𝑀
𝜑
𝑠 using constructs 𝑝𝑖𝛼 ∶= ⊺

for variables 𝑝𝑖 ∈ 𝑃𝜑 that should be assigned ‘true’. □

The fact that LAMB captures the modification synthesis is signif-
icant, because a constructive solution to the problem would produce
a step-by-step recipe, or an instruction, of how to modify a given
model to make it satisfy some desirable property 𝜑 . In this section
we studied the computational complexity of checking whether a
required modification of certain size exists. In future work, we will
focus on constructive solutions to the problem, i.e. providing al-
gorithms that automatically construct the required LAMB update.

3.3 Mechanisms for Social Choice
The key advantage of synthesising mechanisms from logical spec-
ifications is that, as a declarative approach, the designer is not
required to construct a complete solution for the problem of inter-
est; instead, she can describe the desired mechanism in terms of its
rules and desirable properties. Some recent approaches use model
checking and satisfiability procedures for Strategy Logic [63, 64].
We, however, focus on the dynamic LAMB approach.

Let us assume a mechanism encoded as a CGM, and a finite set
of alternatives 𝐴𝑙𝑡 . Such a mechanism may represent, for instance,
a single-winner election or a resource allocation protocol. In such
CGM, we let the atomic proposition pref(i,j)𝑎 denote that agent 𝑎
prefers the alternative 𝑖 to 𝑗 (e.g., she prefers that 𝑖 is elected over
𝑗 ). We also let dislike𝑎(𝑖) indicate that 𝑖 is disliked by agent 𝑎, and
𝑐ℎ𝑜𝑠𝑒𝑛𝑖 denote that the alternative 𝑖 was chosen.

We now illustrate how to capture two classic concepts from game
theory: individual rationality and Pareto optimality. Individual ra-
tionality expresses the idea that each agent can ensure nonnegative
utility [67]. In our setting, this can be seen as avoiding disliked
candidates and expressed with the following formula

⋀
𝑎∈𝐴𝑔𝑡,𝑖∈𝐴𝑙𝑡

∐︀∐︀{𝑎}̃︀̃︀G¬(chosen𝑖 ∧ disliked𝑎(𝑖))

which states that each agent has a strategy to enforce that none of
the disliked alternatives are ever chosen.

A mechanism is Pareto optimal if any change of outcome that is
beneficial to one agent is detrimental to at least one of the other
agents. The formula

𝑝𝑎𝑟𝑒𝑡𝑜𝑖 ∶= ⋀
𝑎∈𝐴𝑔𝑡,𝑗∈𝐴𝑙𝑡∖{𝑖}

((pref𝑎( 𝑗, 𝑖)→ ⋁
𝑏∈𝐴𝑔𝑡

pref𝑏(𝑖, 𝑗))

expresses that an alternative 𝑖 is Pareto optimal whenever for any
other alternative 𝑗 , if 𝑗 is preferred to an agent 𝑎, then there is an
agent 𝑏 that prefers 𝑖 over 𝑗 .

We can then express that there is a strategy for the coalition 𝐶
to ensure that any chosen alternative is Pareto optimal, with the
formula 𝜑𝑝𝑜 ∶= ∐︀∐︀𝐶̃︀̃︀G⋀𝑖∈𝐴𝑙𝑡 𝑐ℎ𝑜𝑠𝑒𝑛𝑖 → 𝑝𝑎𝑟𝑒𝑡𝑜𝑖 . If we let 𝐶 = ∅,
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this formula requires choices to be Pareto optimal for any possible
behavior of the agents.

Once desirable mechanism properties are expressed as ATL for-
mulas, one can use LAMB to verify whether CGM𝑀𝑠 has such prop-
erty or would have it in case a sequence of modifications 𝜋1; ..., 𝜋𝑛
was performed, i.e. whether 𝑀𝑠 ⊧ (︀𝜋1; ...;𝜋𝑛⌋︀𝜑𝑝𝑜 for Pareto opti-
mality. Further, employing the ideas of synthesis, one could auto-
matically obtain the required modifications.

4 EXPRESSIVITY
In this section, we compare the expressive power of LAMB and
its fragments. In particular, we show that, interestingly enough,
substitutions on their own do not add expressive power compared
to the base HATL (Theorem 4.1). The ability to move arrows, on the
other hand, leads to an increase in expressivity (Theorem 4.2).

First, we show that SLAMB and HATL are equally expressive.
This is quite intriguing since it means that adding substitutions
to the base logic HATL does not allow us to express anything that
we could not express in HATL. We prove this result by providing a
truth-preserving translation from formulas of SLAMB into formulas
of HATL. While expressivity results that use translation schemas
(usually based on reduction axioms) are quite ubiquitous in DEL
(see [77] for an overview, and [54, 55] for substitution specific
translations), to the best of our knowledge, this is the first time
reduction has been discussed in the context of dynamics for logics
of strategic abilities.

Theorem 4.1. HATL ≈ SLAMB

Proof. Consider the reduction axioms below.

A1 (︀𝑝𝛼 ∶=𝜓⌋︀𝑝 ↔ (𝛼 →𝜓) ∧ (¬𝛼 → 𝑝)
A2 (︀𝑝𝛼 ∶=𝜓⌋︀𝑞↔ 𝑞 for 𝑝 ≠ 𝑞
A3 (︀𝑝𝛼 ∶=𝜓⌋︀𝛽 ↔ 𝛽

A4 (︀𝑝𝛼 ∶=𝜓⌋︀@𝛽𝜑 ↔@𝛽(︀𝑝𝛼 ∶=𝜓⌋︀𝜑
A5 (︀𝑝𝛼 ∶=𝜓⌋︀¬𝜑 ↔ ¬(︀𝑝𝛼 ∶=𝜓⌋︀𝜑
A6 (︀𝑝𝛼 ∶=𝜓⌋︀(𝜑 ∧ 𝜒)↔ (︀𝑝𝛼 ∶=𝜓⌋︀𝜑 ∧ (︀𝑝𝛼 ∶=𝜓⌋︀𝜒
A7 (︀𝑝𝛼 ∶=𝜓⌋︀∐︀∐︀𝐶̃︀̃︀X𝜑 ↔ ∐︀∐︀𝐶̃︀̃︀X(︀𝑝𝛼 ∶=𝜓⌋︀𝜑
A8 (︀𝑝𝛼 ∶=𝜓⌋︀∐︀∐︀𝐶̃︀̃︀𝜑U𝜒 ↔ ∐︀∐︀𝐶̃︀̃︀(︀𝑝𝛼 ∶=𝜓⌋︀𝜑U(︀𝑝𝛼 ∶=𝜓⌋︀𝜒
A9 (︀𝑝𝛼 ∶=𝜓⌋︀∐︀∐︀𝐶̃︀̃︀𝜑R𝜒 ↔ ∐︀∐︀𝐶̃︀̃︀(︀𝑝𝛼 ∶=𝜓⌋︀𝜑R(︀𝑝𝛼 ∶=𝜓⌋︀𝜒
Soundness of the axioms can be shown by application of the defini-
tion of semantics (Definition 2.9). As an example, consider axiomA1.
Let us assume that for some CGM𝑀𝑠 it holds that𝑀𝑠 ⊧ (︀𝑝𝛼 ∶=𝜓⌋︀𝑝 .
According to the definition of𝑀𝑝𝛼 ∶=𝜓

𝑠 (Definition 2.9), we consider
two cases. First, if𝑀𝑠 ⊧ 𝛼 , then the truth-value of 𝑝 is equivalent
to whether𝑀𝑠 ⊧𝜓 . Hence, the first conjunct of the right-hand part
of A1: 𝑀𝑠 ⊧ 𝛼 → 𝜓 . Second, if 𝑀𝑠 ⇑⊧ 𝛼 , then the truth-value of 𝑝
remains intact, i.e.𝑀𝑠 ⊧ ¬𝛼 → 𝑝 . Combining two parts together, we
have that𝑀𝑠 ⊧ (︀𝑝𝛼 ∶=𝜓⌋︀𝑝 if and only if𝑀𝑠 ⊧ (𝛼 →𝜓)∧(¬𝛼 → 𝑝).

As another example, consider A7. Assume that for an arbitrary
CGM 𝑀𝑠 we have that 𝑀𝑠 ⊧ (︀𝑝𝛼 ∶= 𝜓⌋︀∐︀∐︀𝐶̃︀̃︀X𝜑 . By the definition
of semantics, the latter is equivalent to 𝑀

𝑝𝛼 ∶=𝜓
𝑠 ⊧ ∐︀∐︀𝐶̃︀̃︀X𝜑 , which

in turn is equivalent to the fact that ∃𝜎𝐶 ,∀𝜆 ∈ Λ𝑠𝜎𝐶 ∶ 𝑀𝑝𝛼 ∶=𝜓
𝜆(︀1⌋︀ ⊧ 𝜑 .

Now, by the semantics of substitutions, we have that ∃𝜎𝐶 ,∀𝜆 ∈
Λ𝑠𝜎𝐶 ∶ 𝑀𝜆(︀1⌋︀ ⊧ (︀𝑝𝛼 ∶= 𝜓⌋︀𝜑 , which in turn is equivalent to 𝑀𝑠 ⊧
∐︀∐︀𝐶̃︀̃︀X(︀𝑝𝛼 ∶=𝜓⌋︀𝜑 . Other cases can be shown in a similarly.

Now, having a set of sound reduction axioms, it is straightfor-
ward to define a truth-preserving translation 𝑡𝑟 ∶ SLAMB→ HATL.
Such a translation would work from inside-out, taking the inner-
most occurrence of a substitution and pushing it closer to proposi-
tions and nominals, eventually translating them away completely.
In particular, axioms A2 and A3 state that changing the valuation of
𝑝 does not affect other propositional variables and nominals. Axiom
A1 intuitively means that if the current state is named 𝛼 , then the
valuation of 𝑝 is the same as the valuation𝜓 in this state. And if the
current state is not 𝛼 , then 𝑝 in the current state retains its valuation.
See [54, 55, 77] for translations in the context of DEL. □

An observant reader may notice, that the presented translation
of a SLAMB formula may result in an exponentially larger formula
ofHATL (due to repetitions in A6, A8, and A9). Or, equivalently, that
the initial formula of SLAMB is exponentially more succinct than
its translation. Such a blow-up is quite natural for reduction-based
translations in DEL [35, 61]. In the next section we will show that
despite this, model checking SLAMB is P-complete.

Nowwe turn toALAMB and show that the ability tomove arrows
grants us additional expressivity.

Theorem 4.2. HATL ≺ ALAMB and SLAMB ≺ ALAMB.

Proof. The fact that HATL ≼ ALAMB follows trivially as HATL
is a fragment of ALAMB. To see that ALAMB ⇑≼ HATL recall Ex-
ample 2.10. It is easy to see that models 𝑀𝑠 and 𝑁𝑠 cannot be
distinguished by any HATL formula4. Indeed, in both models states
𝑠 and 𝑡 agree on their corresponding nominals and propositional
variables, and, moreover in all states none of the agents can force
a transition on their own. The fact that such a transition requires
different action profiles by {1, 2} in different models cannot be
captured by formulas of HATL as they do not have the access to
particular actions, rather just to abilities of the agent.

At the same time, as shown in Example 2.10, the ALAMB formula
(︀𝛼 𝑎𝑎Ð→ 𝛼⌋︀∐︀∐︀{1}̃︀̃︀X𝛼 holds in 𝑀𝑠 and is false in 𝑁𝑠 , and, therefore,
HATL ≺ ALAMB. The fact that SLAMB ≺ ALAMB follows by tran-
sitivity of the expressivity relation from HATL ≈ SLAMB. □

From Theorem 4.2 it follows that HATL ≺ LAMB and SLAMB ≺
LAMB. For future work, we leave open the question of whether
LAMB is strictly more expressive than ALAMB, and conjecture that
it is indeed the case. Figure 3 summarises the expressivity results.

HATL SLAMB ALAMB LAMB
Thm. 4.1 Thm. 4.2

?

Figure 3: Overview of the expressivity results. An arrow from
L1 to L2 means L1 ≼ L2. If there is no symmetric arrow, then
L1 ≺ L2. This relation is transitive, and we omit transitive
arrows in the figure. The dashed arrow with the question
mark denotes the open question.

4In fact, there is an alternating bisimulation [3] between the models. The discussion of
an appropriate notion of bisimulation for LAMB is outside of the scope of this paper
and is left for future work.
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5 MODEL CHECKING
The model checking problem for LAMB consists in determining,
for a CGM 𝑀𝑠 and a formula 𝜑 , whether 𝑀𝑠 ⊧ 𝜑 . We show that
despite the increase in expressivity, the complexity of the model
checking problem for the full language of LAMB is still P-complete.

The complexity ofmodel checkingATL is known to be P-complete
[11], and it is easy to see that it remains the same also for HATL.
The algorithm for ATL uses function 𝑃𝑟𝑒(𝑀,𝐶,𝑄) that computes
for a given CGM 𝑀 , coalition 𝐶 ⊆ 𝐴𝑔𝑡 and a set 𝑄 ⊆ 𝑆 , the set of
states, from which coalition 𝐶 can force the outcome to be in one
of the 𝑄 states. Function 𝑃𝑟𝑒 can be computed in polynomial time.
We can use exactly the same algorithm for computing 𝑃𝑟𝑒 as for
the standard ATL, however in our case we will compute 𝑃𝑟𝑒 for not
only the original model model𝑀 , but its updated versions as well.

Algorithm 1 An algorithm for model checking LAMB

1: procedure MC(𝑀,𝑠,𝜑)
2: case 𝜑 = 𝛼
3: return 𝑠 ∈ 𝐿(𝛼)

4: case 𝜑 =@𝛼𝜓

5: if 𝐿(𝛼) ≠ ∅ then
6: return MC(𝑀,𝐿(𝛼),𝜓)

7: else
8: return false

9: case 𝜑 = (︀𝜋⌋︀𝜓 with 𝜋 ∈ {𝑝𝛼 ∶=𝜓,𝛼
𝐴
Ð→ 𝛽, 𝛼l}

10: return MC(Update(𝑀,𝑠, 𝜋), 𝑠,𝜓)

11: end procedure

The model checking algorithm for LAMB (Algorithm 1) is simi-
lar to the one for ATL when it comes to temporal modalities and
Boolean cases, and thus we omit them for brevity (see the full algo-
rithm in [39]). Apart from them, we have hybrid cases 𝜑 = 𝛼 and
𝜑 =@𝛼𝜓 , and the dynamic case 𝜑 = (︀𝜋⌋︀𝜓 with 𝜋 ∈ {𝑝𝛼 ∶=𝜓,𝛼

𝐴Ð→
𝛽, 𝛼l}. Regarding the 𝜑 =@𝛼𝜓 , we evaluate𝜓 at state named 𝛼 , if
the state with such a name exists. If the denotation of name 𝛼 is
empty, then @𝛼𝜓 is false.

The dynamic case 𝜑 = (︀𝜋⌋︀𝜓 is a bit more involved as the algo-
rithm evaluates𝜓 in a new updated model𝑀𝜋 . Procedure Update
for constructing updated models is captured by Algorithm 2.

Algorithm 2 An algorithm for computing updated models
1: procedure Update(𝑀,𝑠, 𝜋 )
2: case 𝜋 = 𝑝𝛼 ∶=𝜓
3: if 𝐿(𝛼) ≠ ∅ then
4: if MC(𝑀,𝑠,𝜓) then
5: 𝐿𝜋 (𝑝) = 𝐿(𝑝) ∪ 𝐿(𝛼)

6: else
7: 𝐿𝜋 (𝑝) = 𝐿(𝑝) ∖ 𝐿(𝛼)

8: return𝑀𝜋 = ∐︀𝑆, 𝜏, 𝐿𝜋 ̃︀

9: else
10: return𝑀

11: case 𝜋 = 𝛼
𝐴
Ð→ 𝛽

12: if 𝐿(𝛼) ≠ ∅ and 𝐿(𝛽) ≠ ∅ then
13: 𝜏𝜋 = 𝜏 ∖ {(𝐿(𝛼),𝐴, 𝜏(𝐿(𝛼),𝐴))} ∪ {(𝐿(𝛼),𝐴, 𝐿(𝛽))}

14: return𝑀𝜋 = ∐︀𝑆, 𝜏𝜋 , 𝐿̃︀

15: else
16: return𝑀

17: case 𝜋 = 𝛼l
18: if 𝐿(𝛼) = ∅ then

19: 𝑆𝜋 = 𝑆 ∪ {𝑡}, where 𝑡 is fresh
20: 𝜏𝜋 = 𝜏 ∪ {(𝑡,𝐴, 𝑡) ⋃︀ 𝐴 ∈ ActAgt}
21: 𝐿𝜋 = 𝐿 ∪ {(𝛼, {𝑡})}

22: return𝑀𝜋 = ∐︀𝑆𝜋 , 𝜏𝜋 , 𝐿𝜋 ̃︀

23: else
24: return𝑀

25: end procedure

In the procedure, an updated model is constructed according to
Definition 2.9. For the case of substitutions, we first check whether
state named 𝛼 exists, and if it does, we update the valuation function
𝐿 based onwhether𝑀𝑠 ⊧𝜓 . For arrows𝛼

𝐴Ð→ 𝛽 , if both states named
𝛼 and 𝛽 exist, we substitute in 𝜏 transition (𝐿(𝛼),𝐴, 𝜏(𝐿(𝛼),𝐴)) (i.e.
transition from state named 𝛼 via 𝐴 to whatever state is assigned
according to 𝜏(𝐿(𝛼),𝐴)) by the required transition (𝐿(𝛼),𝐴, 𝐿(𝛽))
(line 13). Finally, to add a new state with name 𝛼 , we first check
whether the name is not used, and then extend 𝑆 , 𝜏 , and 𝐿 of the
original model accordingly.

Model checking for LAMB is done then recursively by a combi-
nation of proceduresMC, which decides whether a given formula
is true in a given model, and Update, which computes required
updated models. MC calls Update when it needs to perform an
update (line 10, Alg. 1), and Update calls MC when it needs to
compute the valuation of𝜓 for case 𝜋 = 𝑝𝛼 ∶=𝜓 (line 4, Alg. 2).

We run MC(𝑁, 𝑡,𝜓 ) for at most ⋃︀𝜑 ⋃︀ formulas 𝜓 and at most ⋃︀𝜑 ⋃︀
models 𝑁 . Each run, similarly to the algorithm for ATL, is done in
polynomial time with respect to ⋃︀𝑀 ⋃︀. Hence, procedure MC is used
by the model checking algorithm for a polynomial amount of time.

At the same time, we run Update(𝑁, 𝑡, 𝜋 ) for at most ⋃︀𝜑 ⋃︀ models
𝑁 and at most ⋃︀𝜑 ⋃︀ formulas𝜓 (the substitution case). The sizes of
updated models are bounded by ⋃︀𝜑 ⋃︀ ⋅ ⋃︀𝑀 ⋃︀ (the case of adding a new
state). Thus, each run of Update takes polynomial time, and hence
we spend a polynomial amount of time in the procedure while
performing model checking.

Both procedures, MC and Update, take polynomial time to run,
and, therefore, model checking for LAMB can be done in poly-
nomial time. The lower bound follows straightforwardly from P-
completeness of ATL model checking.

Theorem 5.1. Themodel checking problem for LAMB is P-complete.

Remark 2. To make the language of LAMB more succinct, we can
extend it with constructs (︀𝜋 ∪ 𝜌⌋︀𝜑 , meaning ‘whichever update we
implement, 𝜋 or 𝜌 , 𝜑 will be true (in both cases)’. The model checking
of the resulting logic is Pspace-complete. Details about the extension
and proofs can be found in section A Note On Succinctness in [39].

6 RELATEDWORK
Strategic Reasoning. From the perspective of strategic reasoning,

our work is related to the research on rational verification and
synthesis. The first is the problem of checking whether a temporal
goal is satisfied in some (or all) game-theoretic equilibria of a CGM
[1, 45]. Rational synthesis consists in the automated construction
of such a model [26, 32]. In this direction, [49] investigated the
problem of finding incentives bymanipulating the weights of atomic
propositions to persuade agents to act towards a temporal goal.

Recent work has also investigated the use of formal methods to
verify and synthesize mechanisms for social choice using model
checking and satisfiability procedures for variants of Strategy Logic
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[63, 64]. While being able to analyse MAS with respect to com-
plex solution concepts, all these works face high complexity issues.
In particular, key decision problems for rational verification with
temporal specifications are known to be 2Exptime-complete [45]
and model checking Strategy Logic is NonElementary for mem-
oryfull agents [65]. Compared to these approaches, LAMB offers
relatively high expressivity while maintaining the P-completeness
of its model checking problem.

The recently introduced obstruction ATL [23, 24] (OATL) allows
reasoning about agents’ strategic abilities while being hindered by
an external force, called the Demon. Being inspired by sabotage
modal logic [74], in this logic the Demon is able to disable some
transitions and thus impact the strategic abilities of the agents in
a system. This is somewhat related to normative updates that we
covered in Section 3.1 and the module checking problem [51, 56],
where agents interact with a non-deterministic environment that
may inhibit access to certain paths of the computation tree.

Notice that LAMB is significantly more general than the pre-
sented approaches as it allows to not only restrict transitions or
access, but also change it in a more nuanced way by redirecting
arrows (and, e.g., granting access to a state). Moreover, LAMB also
allows adding new states, as well as changing the valuations of
propositions. Moreover, updates in LAMB are explicitly present in
the syntax that enables explicit synthesis of model modifications.

Nominals. Nominals are an integral part of hybrid logic [13] and
is a common tool whenever one needs to refer to particular states on
the syntax level. For example, nominals and other hybrid modalities
are ubiquitous in the research on logics for social networks (see [69,
Chapter 3] for a comprehensive overview).

In the setting of DEL, tools and methods of hybrid logic have
been used, for example, to relax the assumption of common knowl-
edge of agents’ names [79], to study the interplay between public
announcements and distributed knowledge [46], and to tackle the
information and intentions dynamics in interactive scenarios [72].
Moreover, nominals were used to provide an axiomatisation of a
hybrid variant of sabotage modal logic [75], which extends the stan-
dard language of modal logic with constructs ⧫𝜑 meaning ‘after
removing some edge in the model, 𝜑 holds’ [14, 74].

Nominals were also used in linear- and branching-time temporal
logics to refer to particular points in computation (see, e.g., [18, 19,
33, 34, 42, 52, 53, 58]). In the framework of strategic reasoning, [48]
used some ideas from hybrid logic, but neither@𝛼 nor nominals
themselves. Hence, in terms of novelty, to the best of our knowledge,
the Hybrid ATL (HATL) proposed in this paper is the first attempt
to combine nominals with the ATL-style strategic reasoning.

The Interplay Between DEL and Strategic Reasoning. As we men-
tioned in the introduction, albeit DEL and various strategic logics
being very different formalism, some avenues of DEL research has
incorporated ideas from logics for strategic reasoning. Examples
include the exploration of concurrent DEL games [62], alternating-
time temporal DEL [29], coalitions announcements [6, 36] and other
forms of strategic multi-agent communication (see, e.g., [2, 41]).

To the best of our knowledge, DEL updates for CGMs, up until
now, were considered only in [37, 38], where the authors capture
granting and revoking actions of singular agents as well as updates

based on action models [15]. Both works are limited to the neXt-time
fragment of ATL (so-called coalition logic [68]). Moreover, they do
not support such expressive features of LAMB as adding new states
and changing the valuation of propositional variables. Additionally,
our arrow-redirecting operators allow for greater flexibility while
dealing with agents’ strategies.

7 DISCUSSION & CONCLUSION
We proposed LAMB, a logic for updating CGMs that combines ideas
from both the strategy logics tradition (ATL in our case) and the
DEL tradition. We have argued that LAMB can be useful for reason-
ing about a variety of dynamic phenomena in MAS thanks to the
modular nature of its primitive update operators. Finally, we have
explored the expressivity hierarchy of LAMB and its fragments,
and demonstrated that the model checking problem for LAMB is
P-complete.

As we have just scratched the surface of dynamic updates for
CGMs, there is a plethora of open questions. One of the immediate
ones is to explore the satisfiability problem for LAMB. Another one
is to assign costs to different types of model changes. In such a way,
we will be able to generalise the bounded modification synthesis to
the scenarios, where some changes are more costly to implement
and thus are less optimal. Moreover, having costs associated with
model changes will allow for a direct comparison of (this gener-
alised version of) LAMB and Obstruction ATL (see Section 6). We
conjecture that in such a scenario, LAMB will subsume OATL.

Apart from that, in Section 3.2, we mentioned the exploration of
constructive solutions to the synthesis problem, both bounded and
unbounded versions, as a promising area of further research. One
way to go about it is, perhaps, taking intuitions from the construc-
tive approaches to the ATL satisfiability [43, 44, 78]. Those solutions
can be then embedded into some of the existing model checkers,
like MCMAS [60] and STV [57], so that if a model checker returns
FALSE for a given model and property 𝜑 , the tool automatically
constructs an update that can fix the model so that it satisfies 𝜑 .

In a more general setting of CGM updates, one can also consider
modifications that cannot be captured by LAMB. For example, we
can explore the effects of granting or revoking actions to/from
certain agents, changing the number of agents, or any combinations
thereof with the LAMB updates. As mentioned in Section 6, some
preliminary work on changing the actions available to agents has
been done for the neXt-time fragment of ATL [37, 38].

Finally, as LAMB is based on ATL, we find it particularly inter-
esting to consider more expressive base languages, like, ATL⋆ or
variations of strategy logic SL [65]. Of particular interest is the sim-
ple goal fragment of SL [16], which is strictly more expressive than
ATL and yet allows for P-time model checking. We would also like
to consider the ideas of model updates in the setting of STIT logics
[21, 47]. Additionally, we believe that ideas from Separation Logics
[30, 31, 71], which were proposed to verify programs with mutable
data structures, could also provide insights on how to reason about
separation and composition-based modifications of MAS.
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